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#### Abstract

We review the problem of a vertically thrown ball, with a drag force which is either linear or quadratic in the speed. It is stressed from the outset that these two types of drag correspond to specific ranges of the Reynolds number ( $\operatorname{Re}<1$ and $10^{3}<\operatorname{Re}<2 \times 10^{5}$, respectively) and do not hold outside these intervals. We also include the buoyant force in our treatment of the problem. The equations of motion are solved analytically and several true-to-life examples are discussed. The calculations are somewhat harder than for the well-known case without drag force, but no highbrow mathematics is required and the extra effort is amply compensated by the gain in realism and surprise value. © 1999 American Association of Physics Teachers.


## I. INTRODUCTION

One of the classic problems of physics concerns a spherical object moving vertically through a resistive medium. One may think for instance of a cannon ball shot up into the air, or of a grain of sand sinking slowly to the bottom of a lake. If the resistive force $F(\nu)$ is either linear or quadratic in the velocity, the problem admits an analytical solution, and this will be the main topic of the present paper. First of all, however, we discuss when these two particular forms of resistive force actually occur. Both correspond to a specific interval of the Reynolds number and can be derived from the following general formula: ${ }^{1}$

$$
\begin{equation*}
F(\nu)=\frac{1}{2} C_{d} \rho A \nu^{2} . \tag{1}
\end{equation*}
$$

Here $C_{d}$ is the so-called drag coefficient, $\rho$ the density of the medium, $A$ the object's cross-sectional area (in the case of a sphere $\pi R^{2}$ ), and $\nu$ its velocity. It should be noted that Eq. (1) is actually only valid in the case of constant $\nu$, the socalled stationary situation, and that in general (if $\nu$ varies) one should also take into account the Boussinesq-Basset viscous memory force and the 'added mass'" term. ${ }^{2}$ These terms are especially important if the density and the viscosity of the medium are large. On the other hand, they complicate the calculations to such a high degree that we choose to ignore them.

The most intriguing element in Eq. (1) is the drag coefficient; it depends in a complicated way on the Reynolds number (Re), as depicted in Fig. 1. (This figure can be found in almost any textbook on hydrodynamics, see, e.g., Refs. 3 and 4.) So in order to use the above equation one first has to know the value of Re . This dimensionless number is defined as follows: ${ }^{1}$

$$
\begin{equation*}
\operatorname{Re}=\frac{\rho l \nu}{\eta} \tag{2}
\end{equation*}
$$

where $l$ represents the characteristic length scale of the object in the cross-sectional plane (in the case of a sphere this is just the diameter $2 R$ ) and $\eta$ the dynamic viscosity of the medium.

In the hydrodynamic literature one finds several formulas to describe the curve of Fig. 1, most of which are restricted to a relatively small range of Re (see Refs. 4-7). An exception to this rule is the following curve-fit formula, from Ref. 4 , which holds for all $0<\operatorname{Re}<2 \times 10^{5}$ :

$$
\begin{equation*}
C_{d}(\mathrm{Re}) \approx \frac{24}{\mathrm{Re}}+\frac{6}{1+\sqrt{\mathrm{Re}}}+0.4 \tag{3}
\end{equation*}
$$

In the limit for very small Reynolds number, say $\operatorname{Re}<1$, the first term dominates and we may ignore the second and third terms. With $C_{d}(\mathrm{Re})=24 / \mathrm{Re}=12 \eta / \rho R \nu$ and $A=\pi R^{2}$ the general formula in Eq. (1) then reduces to

$$
\begin{equation*}
F(\nu)=6 \pi \eta R \nu \tag{4}
\end{equation*}
$$

This is known as Stokes' formula. It tells us that the drag on a (very) slowly moving sphere is linearly proportional to its velocity. The formula applies to the sinking grain of sand mentioned above (we shall come back to this example in Sec. II), to micro-organisms in water, ${ }^{8}$ or to tiny dust particles floating in air. Generally speaking, though, the condition $\operatorname{Re}<1$ is rather restrictive and rarely met in practice. This has not prevented the linear drag force or "viscous friction," with its appealing simplicity and nice theoretical properties (e.g., it can be incorporated in the Lagrangian formalism ${ }^{9}$ ), from becoming the favorite type of damping in the physics literature.

The second interval we focus upon is $10^{3}<\operatorname{Re}<2 \times 10^{5}$, where the drag coefficient is seen [from Fig. 1 or Eq. (3)] to be approximately constant: $C_{d} \approx 0.4$. In that case Eq. (1) reduces to

$$
\begin{equation*}
F(\nu)=0.2 \rho \pi R^{2} \nu^{2} \tag{5}
\end{equation*}
$$

So in this regime the drag on the sphere is quadratic in the velocity. It applies for instance to a pebble dropped from the Leaning Tower of Pisa (except for a fraction of a second at the very start, see also Sec. III) or a sky diver and is commonly known as '"air drag."

As mentioned before, for the above two forms of the drag force the problem of a vertically thrown ball can be solved analytically. In practice, of course, one often goes outside the domains of linear $(\operatorname{Re}<1)$ and quadratic drag $\left(10^{3}<\operatorname{Re}<2\right.$ $\times 10^{5}$ ). For instance, for a bullet shot upwards with an initial Reynolds number of $10^{6}$, Re will pass through every value from $10^{6}$ to zero, at the top of the trajectory. Nevertheless, in certain cases the drag force remains linear or quadratic during (almost) the whole trajectory and we restrict ourselves to these. It should be noted that several of the calculations to be presented can be found elsewhere, scattered throughout the


Fig. 1. The drag coefficient $C_{d}$ of a sphere as a function of the Reynolds number Re. Both $C_{d}$ and Re are dimensionless numbers. Mind the logarithmic scales. The sudden drop in $C_{d}$ at $\mathrm{Re} \approx 2.5 \times 10^{5}$ (the so-called drag crisis) is associated with the change of the boundary layer on the sphere's surface from laminar to turbulent.
volumes of this journal, but in our opinion there are at least three good reasons for putting this subject on the stage once more.

First, we shall pay proper attention to the domains of validity of the linear and quadratic drag and discuss typical examples of each. There is some need for this, since in the literature on this subject the physical problem often seems to be only an excuse for a nice mathematical exercise.

Second, we include the buoyant force, which is almost always forgotten or ignored in the literature on this topic. This is somewhat curious, since the medium that is responsible for the drag force at the same time introduces a buoyant force.

Third, by carrying out all calculations step by step we hope to make them palatable for students, and perhaps bring the subject to the classroom here and there. In textbook problems on projectile motion the air resistance is habitually ignored, and this has led to a widespread belief that inclusion of resistive forces would make any of these problems intractable. The two cases to be considered provide welcome counterexamples.

The paper is built up as follows. Linear drag is discussed in Sec. II, quadratic drag in Sec. III, and in Sec. IV we make some concluding remarks. Throughout the paper we shall often compare our results with those for the simple case without any drag, and (hence) also without buoyancy. Let us therefore briefly recall it here. In the absence of drag and buoyancy a ball thrown up from ground level with initial speed $\nu_{0}$ has velocity:

$$
\begin{equation*}
\nu(t)=\nu_{0}-g t \tag{6}
\end{equation*}
$$

and its height is given by

$$
\begin{equation*}
h(t)=\nu_{0} t-\frac{1}{2} g t^{2} . \tag{7}
\end{equation*}
$$

It immediately follows that

$$
\begin{equation*}
t_{\mathrm{up}}=t_{\mathrm{down}}=\frac{\nu_{0}}{g} \tag{8}
\end{equation*}
$$

and that the ball reaches a height of

$$
\begin{equation*}
h_{\max }=\frac{\nu_{0}^{2}}{2 g} \tag{9}
\end{equation*}
$$

Furthermore, it is clear that the ball hits the ground with exactly the same velocity $\nu_{0}$ as with which it started. All this
will be changed by the drag (and buoyant) forces. It is perhaps a good idea, before reading on, to try to predict how the various quantities will be changed. A few simple experiments may help. For instance, will the time to go up still be equal to the time to come down? Will the total time ( $t_{\text {up }}$ $+t_{\text {down }}$ ) be longer or shorter than $2 \nu_{0} / g$ ? And how much will the final velocity differ from $\nu_{0}$ ? We shall come back to these questions in due course.

## II. LINEAR DRAG

The equation of motion, along a vertical path, for a sphere with linear drag [as in Eq. (4)] reads:

$$
\begin{equation*}
m \frac{d \nu}{d t}=-\left(m-m^{*}\right) g-6 \pi \eta R \nu \tag{10}
\end{equation*}
$$

Here $m^{*} g$, with $m^{*}$ the mass of the displaced medium, is the buoyant force. The above equation may also be written as:

$$
\begin{equation*}
\frac{d \nu}{d t}=-\left(1-m^{*} / m\right) g-\frac{6 \pi \eta R}{m} \nu \tag{11}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
\frac{d \nu}{d t}=-\widetilde{g}-\alpha \nu \tag{12}
\end{equation*}
$$

where $\widetilde{g}$ (the effective gravitational acceleration) is given by

$$
\begin{equation*}
\tilde{g}=\left(1-m^{*} / m\right) g=\left(1-\rho / \rho_{\text {ball }}\right) g \tag{13}
\end{equation*}
$$

and, with $m=\frac{4}{3} \pi R^{3} \rho_{\text {ball }}$,

$$
\begin{equation*}
\alpha=\frac{6 \pi \eta R}{m}=\frac{9 \eta}{2 R^{2} \rho_{\text {ball }}} . \tag{14}
\end{equation*}
$$

Equation (12) is readily integrated [with initial condition $\left.\nu(0)=\nu_{0}\right]$ to give the velocity:

$$
\begin{equation*}
\nu(t)=\left(\nu_{0}+\widetilde{g} / \alpha\right) e^{-\alpha t}-\frac{\tilde{g}}{\alpha} . \tag{15}
\end{equation*}
$$

This looks quite different from the solution without drag [given by Eq. (6)] but in the limit for $\alpha \rightarrow 0$ and $\tilde{g} \rightarrow g$ it nevertheless reduces to it, as it should; this may be checked by a glance at the Taylor expansion [Eq. (52)] in the Appendix. Equation (15) shows that the velocity during the downward journey cannot grow beyond $-\tilde{g} / \alpha$, the so-called terminal velocity:

$$
\begin{equation*}
\nu_{\mathrm{term}}=-\frac{\tilde{g}}{\alpha}=-\frac{2\left(\rho_{\mathrm{ball}}-\rho\right) g R^{2}}{9 \eta} \tag{16}
\end{equation*}
$$

This also follows directly from Eq. (12), when $d \nu / d t$ is set equal to zero.

Integrating Eq. (15) yields the height $h(t)$ :

$$
\begin{equation*}
h(t)=\int \nu(t) d t=-\frac{\left(\nu_{0}+\widetilde{g} / \alpha\right)}{\alpha} e^{-\alpha t}-\frac{\tilde{g}}{\alpha} t+c_{1} \tag{17}
\end{equation*}
$$

The integration constant $c_{1}$ is determined from the initial condition $h(0)=0$, and we get:

$$
\begin{equation*}
h(t)=\frac{\tilde{g}}{\alpha^{2}}\left(1+\frac{\alpha \nu_{0}}{\tilde{g}}\right)\left(1-e^{-\alpha t}\right)-\frac{\tilde{g}}{\alpha} t . \tag{18}
\end{equation*}
$$

Again, this solution reduces to its frictionless counterpart [Eq. (7)] in the limit $\alpha \rightarrow 0$ and $\tilde{g} \rightarrow g$, as exemplified by the

Taylor expansion [Eq. (53)] in the Appendix.
Given the above expressions for the velocity and the height we now go on to determine the quantities $t_{\mathrm{up}}, h_{\max }$, and $t_{\text {down }}$. The main reason why we choose just these three quantities is that they are easy to measure, and may thus be checked in relatively simple experiments. The time to go up is found by setting $\nu(t)$ equal to zero and thus, from Eq. (15),

$$
\begin{equation*}
t_{\mathrm{up}}=\frac{1}{\alpha} \ln \left(1+\frac{\alpha \nu_{0}}{\tilde{g}}\right)=\left(\frac{\nu_{0}}{\tilde{g}}\right)-\frac{\alpha}{2}\left(\frac{\nu_{0}}{\tilde{g}}\right)^{2}+\frac{\alpha^{2}}{3}\left(\frac{\nu_{0}}{\tilde{g}}\right)^{3}-\cdots . \tag{19}
\end{equation*}
$$

The Taylor expansion is given to show how $t_{\text {up }}$ approaches its frictionless counterpart in the limit $\left(\alpha \nu_{0} / \widetilde{g}\right) \downarrow 0$. It converges only for $\left(\alpha \nu_{0} / \widetilde{g}\right) \leqslant 1$, but that is all right, since for finite values of ( $\alpha \nu_{0} / \widetilde{g}$ ) one naturally uses the exact expression.

The maximum height is obtained by substituting $t_{\mathrm{up}}$ in the equation for $h(t)$ :
$h_{\text {max }}=\frac{\nu_{0}}{\alpha}-\frac{\tilde{g}}{\alpha^{2}} \ln \left(1+\frac{\alpha \nu_{0}}{\widetilde{g}}\right)=\frac{\nu_{0}^{2}}{2 \tilde{g}}-\alpha \frac{\nu_{0}^{3}}{3 \widetilde{g}^{2}}+\alpha^{2} \frac{\nu_{0}^{4}}{4 \widetilde{g}^{3}}-\cdots$,
and the above remarks concerning the Taylor expansion also apply here. Finally, the time to go down is determined by setting $h(t)=0$. This yields the following transcendental equation:

$$
\begin{equation*}
\alpha t=\left(1+\frac{\alpha \nu_{0}}{\widetilde{g}}\right)\left(1-e^{-\alpha t}\right), \tag{21}
\end{equation*}
$$

with two solutions, $t=0$ and $t=t_{\text {total }}=t_{\text {up }}+t_{\text {down }}$. Unfortunately, the latter cannot be given explicitly, but the following elegant relation derived by Lekner ${ }^{10}$ is a worthy alternative:

$$
\begin{equation*}
t_{\text {total }}=\frac{\nu_{0}+\left|\nu_{\text {hitt }}\right|}{\widetilde{g}} . \tag{22}
\end{equation*}
$$

One might object that it just transfers the pain to $\nu_{\text {hit }}$, for which we also have no explicit solution. We do know, however, that $\left|\nu_{\text {hit }}\right|<\nu_{0}$ (this follows simply from the fact that the ball has given up energy to the resistive medium) and therefore that $t_{\text {total }}<2 \nu_{0} / \widetilde{g}$. This may also be checked by inserting $t=2 \nu_{0} / \tilde{g}$ in the formula for $h(t)$. Supposing that $\left.\alpha t=2 \alpha \nu_{0} / \widetilde{g}\right) \ll 1$, and using the Taylor expansion Eq. (53), this yields $h\left(2 \nu_{0} / \widetilde{g}\right)=-\alpha \cdot\left(2 \nu_{0}^{3} / 3 \widetilde{g}^{3}\right)+\cdots$, which is negative, indicating that the ground must be hit before time $2 \nu_{0} / \widetilde{g}$. In the literature, where the buoyant force is habitually forgotten (and where $\widetilde{g}$ is therefore taken to be equal to $g$ ) it is inferred in the same stroke that $t_{\text {total }}$ is always smaller than the total time in the absence of drag, i.e., smaller than $2 \nu_{0} / g$ (see, e.g., Ref. 10). Of course, this is not generally true. If $\tilde{g}$ is only slightly less than $g$ (i.e., if the buoyancy plays a minor role), the total time as given by Eq. (22) will indeed be smaller than $2 \nu_{0} / g$, but in situations where $\tilde{g}$ deviates sufficiently from $g$ it will be larger. In the next section, below Eq. (44), we will come back to this.

The value of $\widetilde{g}$ may even be negative, for instance for an air bubble in water, and in that case there is no descent. The bubble just keeps going upwards (mathematically speaking
forever, physically speaking until it reaches the surface) with a velocity that approaches the value $-\tilde{g} / \alpha$, which is now positive.

In the same vein it can be checked that the way down takes longer than the way up. This can be done, for instance, by inserting $t=2 t_{\text {up }}$ in the expression for $h(t)$ :

$$
\begin{align*}
h\left(2 t_{\mathrm{up}}\right) & =\frac{\tilde{g}}{\alpha^{2}}\left[\left(1+\frac{\alpha \nu_{0}}{\tilde{g}}\right)-\left(1+\frac{\alpha \nu_{0}}{\widetilde{g}}\right)^{-1}-2 \ln \left(1+\frac{\alpha \nu_{0}}{\tilde{g}}\right)\right] \\
& =\alpha \frac{\nu_{0}^{3}}{3 \widetilde{g}^{2}}-\alpha^{2} \frac{\nu_{0}^{4}}{2 \widetilde{g}^{3}}+\cdots .
\end{align*}
$$

Again, in performing the Taylor expansion, we have assumed that $\left(\alpha \nu_{0} / \widetilde{g}\right)<1$. The expression for $h\left(2 t_{\text {up }}\right)$ then yields a positive value, so at time $2 t_{\text {up }}$ the ball is still on its way down, or in other words: $t_{\text {down }}>t_{\text {up }}$. The same result can also be inferred more generally (see Ref. 11) and even without performing any calculation: ${ }^{12}$ during its motion the ball continuously gives up energy to the medium. So the kinetic energy, and hence the velocity, at any given height is less on the way down than on the way up (the potential energy being the same). It follows that also the average velocity on the way down is smaller than the average velocity on the way up, and consequently the descent takes longer than the ascent.

The argument can also be given in terms of forces. ${ }^{13}$ During the ascent the resistive force and (effective) gravity act in the same downward direction while during the descent they are opposed to each other, resulting in a smaller net force. So the acceleration is smaller during the descent, which therefore takes more time.

Let us now consider the example mentioned in Sec. I, a grain of sand slowly sinking to the bottom of a lake. In this case $\rho_{\text {ball }}=2.67 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$, while for the medium (water at room temperature) we have $\rho=1.00 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ and $\eta$ $=1.00 \times 10^{-3} \mathrm{~kg} / \mathrm{m} \mathrm{s}$. The terminal velocity is calculated from Eq. (16):

$$
\begin{equation*}
\nu_{\text {term }}=-3.64 \times 10^{6} R^{2} \quad(\text { in } \mathrm{m} / \mathrm{s}) . \tag{24}
\end{equation*}
$$

With this velocity the Reynolds number becomes

$$
\begin{equation*}
\operatorname{Re}=\frac{2 \rho R \nu_{\mathrm{term}}}{\eta}=7.28 \times 10^{12} R^{3}, \tag{25}
\end{equation*}
$$

which means that only sufficiently small grains with radius $R<0.5 \times 10^{-4} \mathrm{~m}$ (that is, a diameter of one-tenth of a millimeter) will fall according to Stokes' law ( $\operatorname{Re}<1$ ). Take for instance a grain of sand with $R=0.2 \times 10^{-4} \mathrm{~m}$ which is released from rest. Its velocity is given by Eq. (15) with $\nu_{0}$ $=0$ :

$$
\begin{equation*}
\nu(t)=-\frac{\tilde{g}}{\alpha}\left(1-e^{-\alpha t}\right)=-1.46 \times 10^{-3}\left(1-e^{-4.2 \times 10^{3} t}\right) . \tag{26}
\end{equation*}
$$

The terminal velocity, 1.46 millimeters per second, is attained almost instantaneously; after $t=\ln 100 /\left(4.2 \times 10^{3}\right)$ $=1.1 \times 10^{-3} \mathrm{~s}(1 \mathrm{~ms})$, it is already approached within $1 \%$. So we may safely say that the grain sinks all the way to the bottom with the terminal velocity. If the lake is 3 m deep, this will take 34 min . In the absence of the buoyant force we would have found 21 min , indicating once again that this force is not to be ignored.

Now, in order to illustrate the equations derived in this section, we take this same grain of sand and toss it upwards


Fig. 2. The height $h(t)$ and velocity $\nu(t)$ of the grain of sand discussed in the text, shot upwards in water with an initial velocity of $0.01 \mathrm{~m} / \mathrm{s}$. The solid curves are the "true" ones, including the effects of both drag and buoyancy (with $\alpha=4213 \mathrm{~s}^{-1}$ and $\tilde{g}=6.14 \mathrm{~m} / \mathrm{s}^{2}$ ). In the dashed curves the buoyancy is neglected ( $\alpha=4213 \mathrm{~s}^{-1}, \tilde{g}=g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ ); in the dotted curves both buoyancy and drag are neglected (i.e., $\alpha=0 \mathrm{~s}^{-1}$ and $\tilde{g}=g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ ).
from the bottom of the lake (a rather fancy experiment) and determine its height $h(t)$ and velocity $\nu(t)$. To keep $\mathrm{Re}<1$ we have to choose a small initial velocity; we set $\nu_{0}$ $=0.01 \mathrm{~m} / \mathrm{s}$. The result is depicted in Fig. 2. The dotted curves represent the simple case without drag or buoyancy; the dashed curves show the case when drag is taken into account, but buoyancy is not (i.e., when $\widetilde{g}$ is taken equal to $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ ); finally, the solid curves are the "true" ones, including the effects of both drag and buoyancy (with $\widetilde{g}$ $=6.14 \mathrm{~m} / \mathrm{s}^{2}$ ).
The first thing to be noted is, of course, the extreme smallness of the times and distances involved, showing once again that the applicability of Stokes' law is limited to microscopic phenomena. For instance, the grain of sand rises only over $1.6 \times 10^{-6} \mathrm{~m}$, less than one-tenth of its radius. Nevertheless, the figure brings out very clearly that (in the presence of drag) the way down takes longer than the way up, and also that the grain of sand very quickly approaches its terminal velocity $\left(-1.46 \times 10^{-3} \mathrm{~m} / \mathrm{s}\right)$. Another interesting thing is that the dashed velocity curve stops exactly at the point where it meets the dotted velocity. This is a graphical illustration of Eq. (22), since in the case that $\tilde{g}=g$ this equation
tells us that $\nu_{\text {hit }}=\nu_{0}-g t_{\text {total }}$, and this coincides precisely (at $t=t_{\text {total }}$ ) with the velocity of the frictionless case: $\nu(t)=\nu_{0}$ $-g t$. We further note that the dashed and dotted velocity curves go through zero with the same slope (namely $-g$ ), but that the slope of the solid curve is different $(-\widetilde{g})$.

## III. QUADRATIC DRAG

Whereas in the case of linear drag, the way up and the way down constituted one problem (one differential equation) with one solution, in the case of quadratic drag they give rise to two separate problems. This is because $\nu^{2}$ does not change sign in going from the way up to the way down; hence, to ensure that the quadratic drag force opposes the motion we have to insert the correct signs ourselves. This means that we get two different equations of motion, which have to be treated separately. It should be noted that the mathematical gist of this section has appeared earlier in this journal in the form of a problem; ${ }^{14}$ the downward part alone has been described in Refs. 15-17. The new thing is that we have included the buoyant force. It does not make the calculations any harder, so there is really no reason to avoid this force.

During the upward journey the drag force [given by Eq. (5)] acts in the downward direction, and the equation of motion takes the form:

$$
\begin{equation*}
m \frac{d \nu_{\uparrow}}{d t}=-\left(m-m^{*}\right) g-0.2 \rho \pi R^{2} \nu_{\uparrow}^{2} \tag{27}
\end{equation*}
$$

This equation can be rewritten as follows:

$$
\begin{equation*}
\frac{d \nu_{\uparrow}}{d t}=-\widetilde{g}\left(1+\gamma^{2} \nu_{\uparrow}^{2}\right), \tag{28}
\end{equation*}
$$

where $\gamma=\sqrt{0.2 \rho \pi R^{2} / m \tilde{g}}=\sqrt{0.15\left(\rho / \rho_{\text {ball }}\right) / R \tilde{g}}$. Integrating and inserting the initial condition $\nu_{\uparrow}(0)=\nu_{0}$ yields:

$$
\begin{equation*}
\nu_{\uparrow}(t)=\frac{1}{\gamma} \tan \left(-\gamma \widetilde{g} t+\arctan \gamma \nu_{0}\right) . \tag{29}
\end{equation*}
$$

From this expression immediately follows the time when the ball reaches its maximum height [i.e., when $\nu_{\uparrow}(t)$ becomes zero]:

$$
\begin{equation*}
t_{\mathrm{up}}=\frac{1}{\gamma \widetilde{g}} \arctan \gamma \nu_{0}=\frac{\nu_{0}}{\widetilde{g}}-\gamma^{2} \frac{\nu_{0}^{3}}{3 \widetilde{g}}+\gamma^{4} \frac{\nu_{0}^{5}}{5 \widetilde{g}}-\cdots \tag{30}
\end{equation*}
$$

Here, as always, the Taylor expansion is meant to indicate how the result approaches the frictionless expression. One should not use it for $\gamma \nu_{0}>1$, because then the series diverges. Integrating the velocity gives the height of the rising ball:

$$
\begin{align*}
h_{\uparrow}(t) & =\int \nu_{\uparrow}(t) d t \\
& =\frac{1}{\gamma} \cdot \frac{1}{\gamma \widetilde{g}} \ln \left[\cos \left(-\gamma \widetilde{g} t+\arctan \gamma \nu_{0}\right)\right]+c_{2}, \tag{31}
\end{align*}
$$

where the integration constant $c_{2}$ is determined from the initial condition $h_{\uparrow}(0)=0$ :

$$
\begin{equation*}
c_{2}=\frac{-1}{\gamma^{2} \widetilde{g}} \ln \left[\cos \left(\arctan \gamma \nu_{0}\right)\right]=\frac{1}{\gamma^{2} \widetilde{g}} \ln \sqrt{1+\left(\gamma \nu_{0}\right)^{2}} \tag{32}
\end{equation*}
$$

This integration constant is not only elegantly simple, but also significant. Its elegance stems from the relation $\cos (\arctan \alpha)=1 / \sqrt{1+\alpha^{2}}$. Its significance lies in the fact that it happens to be the maximum height $h_{\max }$, that is to say,

$$
\begin{align*}
h_{\max }=\frac{1}{\gamma^{2} \widetilde{g}} \ln \sqrt{1+\left(\gamma \nu_{0}\right)^{2}} & =\frac{1}{2 \gamma^{2} \tilde{g}} \ln \left[1+\left(\gamma \nu_{0}\right)^{2}\right] \\
& =\frac{\nu_{0}^{2}}{2 \widetilde{g}}-\gamma^{2} \frac{\nu_{0}^{4}}{4 \widetilde{g}}+\gamma^{4} \frac{\nu_{0}^{6}}{6 \widetilde{g}}-\cdots . \tag{33}
\end{align*}
$$

Of course, the Taylor expansion is only valid for $\gamma \nu_{0} \leqslant 1$. From the above equations it is seen that $h_{\uparrow}(t)$ is built up as $h_{\text {max }}$ plus a negative term that decreases with time. Putting the pieces together we get:

$$
\begin{align*}
h_{\uparrow}(t) & =h_{\max }+\frac{1}{\gamma^{2} \widetilde{g}} \ln \left[\cos \left(-\gamma \widetilde{g} t+\arctan \gamma \nu_{0}\right)\right] \\
& =\frac{1}{\gamma^{2} \widetilde{g}} \ln \left[\sqrt{1+\left(\gamma \nu_{0}\right)^{2}} \cos \left(-\gamma \widetilde{g} t+\arctan \gamma \nu_{0}\right)\right] . \tag{34}
\end{align*}
$$

When we get near the top of the trajectory, our analysis is, strictly speaking, no longer valid; the Reynolds number drops below $10^{3}$ and the drag force is no longer quadratic in the speed. However, under normal circumstances this is such a tiny part of the trajectory that we do not have to worry about it. In air, with $\rho=1.293 \mathrm{~kg} / \mathrm{m}^{3}$ and $\eta=17.1$ $\times 10^{-6} \mathrm{~kg} /(\mathrm{m} \mathrm{s})$, the Reynolds number, given by Eq. (2), is

$$
\begin{equation*}
\operatorname{Re}=151.2 \times 10^{3} R \nu \tag{35}
\end{equation*}
$$

For a pebble with radius $R=1 \mathrm{~cm}$ this means that $\nu$ should exceed $0.66 \mathrm{~m} / \mathrm{s}$ for the quadratic drag to apply. In the frictionless case this speed is already attained after 0.07 s , when the pebble is 2.2 cm under the top. In the presence of friction these values will be of the same order of magnitude.

We therefore ignore the subtleties around the top and turn directly to the downward part of the trajectory. Here the drag force and the gravitational force act in opposite directions and the equation of motion takes the form:

$$
\begin{equation*}
\frac{d \nu_{\downarrow}}{d t}=-\widetilde{g}\left(1-\gamma^{2} \nu_{\downarrow}^{2}\right) . \tag{36}
\end{equation*}
$$

This equation has an extra minus sign as compared with the upward equation, and as a consequence we now get a tanh solution instead of a tan (this may be traced back to the difference between $\cosh ^{2} x-\sinh ^{2} x=1$ and $\cos ^{2} x+\sin ^{2} x$ $=1$ ). To be specific, the solution reads:

$$
\begin{equation*}
\nu_{\downarrow}(t)=-\frac{1}{\gamma} \tanh \gamma \widetilde{g}\left(t-t_{\mathrm{up}}\right) . \tag{37}
\end{equation*}
$$

From this expression it is seen that the coefficient $\gamma$ is not just a cosmetic factor to keep the formulae transparent but also has a physical meaning: $\nu_{\downarrow}(t)$ can never exceed the terminal velocity

$$
\begin{equation*}
\nu_{\mathrm{term}}=-\frac{1}{\gamma}=-\sqrt{\frac{m \tilde{g}}{0.2 \rho \pi R^{2}}} \tag{38}
\end{equation*}
$$

This terminal velocity can also be inferred directly from Eq. (36), when $d \nu_{\downarrow} / d t$ is set equal to zero. With $m=\frac{4}{3} \pi R^{3} \rho_{\text {ball }}$ it can be written as:

$$
\begin{equation*}
\nu_{\mathrm{term}}=-\sqrt{6.67\left(\frac{\rho_{\mathrm{ball}}}{\rho}-1\right) g R} \tag{39}
\end{equation*}
$$

which for $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ and $\rho=1.293 \mathrm{~kg} / \mathrm{m}^{3}$ (air) reduces to $\nu_{\text {term }}=-8.1 \sqrt{\left(\left(\rho_{\text {ball }} / 1.293\right)-1\right) R}$. This shows, for instance, that if two balls are dropped simultaneously from the Leaning Tower of Pisa they will not hit the ground at the same time unless they have equal values of $\left(\left(\rho_{\text {ball }} / 1.293\right)-1\right) R$. In this context the following passage from Galileo's Dialogues Concerning Two New Sciences, quoted in Ref. 15, is very interesting: "Aristotle says that 'an iron ball of one hundred pounds falling from a height of one hundred cubits reaches the ground before a one-pound ball has fallen a single cubit.' I say that they arrive at the same time. You find, on making the experiment, that the larger outstrips the smaller by two finger-breadths, that is, when the larger has reached the ground, the other is short of it by two fingerbreadths." This passage shows two things. First, that Galileo was well aware that the simultaneous landing for which he has become famous is in fact an idealization. Second, it shows that Galileo was a rather sloppy experimenter or had very thick fingers, for the difference can be calculated to be no less than a meter; it is fair to note, though, that the experimental verification of this is not at all easy since the difference in time is only $1 / 30$ of a second. ${ }^{15}$ For those who want to check these numbers we mention that 100 cubits is about 60 m and that $\rho_{\text {iron }}=7.87 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$.

Resuming the calculation at hand and integrating the velocity given by Eq. (37), we get the height of the falling ball:

$$
\begin{equation*}
h_{\downarrow}(t)=\int \nu_{\downarrow}(t) d t=h_{\max }-\frac{1}{\gamma^{2} \widetilde{g}} \ln \cosh \gamma \widetilde{g}\left(t-t_{\mathrm{up}}\right) . \tag{40}
\end{equation*}
$$

The structure of this formula resembles that of $h_{\uparrow}(t)$; it is built up as $h_{\text {max }}$ minus a distance, which in this case increases with time. Whereas the distance in the case of $h_{\uparrow}(t)$ was of the form $\ln (\cos )$, in the present case it has the form $\ln (\cosh )$. With $h_{\max }$ as in Eq. (33) we get:

$$
\begin{equation*}
h_{\downarrow}(t)=\frac{1}{\gamma^{2} \widetilde{g}} \ln \left(\frac{\sqrt{1+\left(\gamma \nu_{0}\right)^{2}}}{\cosh \gamma \widetilde{g}\left(t-t_{\mathrm{up}}\right)}\right) . \tag{41}
\end{equation*}
$$

We have now completed the calculation of the velocity and the height as functions of $t$, and in passing we have also determined the times of ascent $\left(t_{\text {up }}\right)$ and the maximal height $\left(h_{\max }\right)$. Another quantity of interest is the time of descent $\left(t_{\text {down }}\right)$. To calculate this we set $h_{\downarrow}(t)$ equal to zero, that is,

$$
\begin{equation*}
\cosh \gamma \widetilde{g} t_{\mathrm{down}}=\sqrt{1+\left(\gamma \nu_{0}\right)^{2}} \tag{42}
\end{equation*}
$$

from which it follows that

$$
\begin{align*}
t_{\text {down }} & =\frac{1}{\gamma \widetilde{g}} \operatorname{arccosh} \sqrt{1+\left(\gamma \nu_{0}\right)^{2}} \\
& =\frac{1}{\gamma \widetilde{g}} \operatorname{arcsinh} \gamma \nu_{0}=\frac{1}{\gamma \widetilde{g}} \ln \left(\gamma \nu_{0}+\sqrt{1+\left(\gamma \nu_{0}\right)^{2}}\right) \\
& =\frac{\nu_{0}}{\widetilde{g}}-\gamma^{2} \frac{\nu_{0}^{3}}{6 \widetilde{g}}+\gamma^{4} \frac{3 \nu_{0}^{5}}{40 \widetilde{g}}+\cdots \tag{43}
\end{align*}
$$

Remarkably, this quantity which could not be solved analytically in the case of the allegedly simpler linear drag, here comes out without any difficulty. Comparing the Taylor expansions of $t_{\text {up }}$ and $t_{\text {down }}$ (assuming that they converge, i.e.,
that $\gamma \nu_{0} \leqslant 1$ ), one immediately sees that $t_{\text {down }}>t_{\text {up }}$. This is just as in Sec. II for linear drag, and indeed, the arguments given there [below Eq. (23)] apply equally well to the present case. In the literature, when $\widetilde{g}$ is always taken to be equal to $g$, it is inferred from Eq. (43) that $t_{\text {down }}$ can never become larger than $\nu_{0} / g$ (the time of descent in the absence of dissipation) and hence that the total time $t_{\text {up }}+t_{\text {down }}$ is always smaller than its frictionless counterpart $2 \nu_{0} / g$. However,

$$
\begin{align*}
t_{\text {total }} & =\frac{1}{\gamma \widetilde{g}}\left\{\arctan \gamma \nu_{0}+\ln \left(\gamma \nu_{0}+\sqrt{1+\left(\gamma \nu_{0}\right)^{2}}\right\}\right. \\
& =\frac{2 \nu_{0}}{\widetilde{g}}-\gamma^{2} \frac{\nu_{0}^{3}}{2 \widetilde{g}}+\gamma^{4} \cdot \frac{11 \nu_{0}^{5}}{40 \widetilde{g}}+\cdots \tag{44}
\end{align*}
$$

and this can very well exceed the value $2 \nu_{0} / g$, if the buoyancy is significant. Take for instance a light children's ball with radius 15 cm , such that the mass of the displaced air is $m^{*}=18.3 \mathrm{~g}$. Putting the ball on a letter balance one finds a mass $\left(m-m^{*}\right)$ of 60 g , say, so the proper mass of the ball (plastic plus air inside) is $m=78.3 \mathrm{~g}$. The corresponding value of $\widetilde{g}$ is $7.52 \mathrm{~m} / \mathrm{s}^{2}$, and $\gamma=0.176 \mathrm{~s} / \mathrm{m}$. If one throws this ball upwards with a velocity of $\nu_{0}=5.0 \mathrm{~m} / \mathrm{s}$ the total time of flight according to Eq. (44) is 1.15 s (with $t_{\text {up }}=0.55 \mathrm{~s}$ and $t_{\text {down }}=0.60 \mathrm{~s}$, which is larger than $2 \nu_{0} / g=1.02 \mathrm{~s}$. This is illustrated in Fig. 3.

By inserting $t_{\text {down }}$ in the expression for the downward velocity, the speed with which the ball hits the ground is now easily calculated:

$$
\begin{align*}
\nu_{\text {hit }}=\nu_{\downarrow}\left(t_{\text {total }}\right) & =-\frac{1}{\gamma} \tanh \left(\operatorname{arcsinh} \gamma \nu_{0}\right) \\
& =-\frac{\nu_{0}}{\sqrt{1+\left(\gamma \nu_{0}\right)^{2}}} . \tag{45}
\end{align*}
$$

This is a surprisingly charming result, taking into account the somewhat cumbersome expressions that went into it. One can immediately check that it has the right limiting behavior for $\gamma=0$ : The final velocity is then equal to $-\nu_{0}$. Also the limit for $\gamma \nu_{0} \rightarrow \infty$ is correct, since $\nu_{\text {hit }}$ then approaches the terminal velocity $-1 / \gamma$. In a practical situation, with a given ball and medium (and thus a certain fixed value of $\gamma$ ), one can come very close to this limit by making $\nu_{0}$ as large as possible.

In Fig. 3, the end of the dashed curve lies almost on the dotted line, and from this one might get the impression that Eq. (22), which was derived for linear drag, is still valid (cf. our discussion of Fig. 2). However, with the above expression for $\nu_{\text {hit }}$, one easily checks that $t_{\text {total }}[$ Eq. (44)] is not the same as

$$
\begin{equation*}
\frac{\nu_{0}+\left|\nu_{\text {hit }}\right|}{\widetilde{g}}=\frac{2 \nu_{0}}{\tilde{g}}-\gamma^{2} \frac{\nu_{0}^{3}}{2 \tilde{g}}+\gamma^{4} \frac{3 \nu_{0}^{5}}{8 \tilde{g}}+\cdots . \tag{46}
\end{equation*}
$$

For the children's ball the difference is small, since $\gamma \ll 1$ and the value of $\nu_{0}$ is modest, but in other instances (see, for example, Fig. 4) the difference may be quite substantial. In any case, Eq. (22) is not exact for quadratic drag.

From Eq. (45) we can also infer how much of the ball's energy has been dissipated during the flight. At the moment it hits the ground its kinetic energy is


Fig. 3. The height $h(t)$ and velocity $\nu(t)$ for the children's ball discussed in the text. The solid curves correspond to the actual ball, with air drag and buoyancy (with $\gamma=0.176 \mathrm{~s} / \mathrm{m}$ and $\tilde{g}=7.52 \mathrm{~m} / \mathrm{s}^{2}$ ). In the dashed curves the buoyancy is omitted (i.e., we have taken $\tilde{g}=g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ and hence $\gamma$ $=0.154 \mathrm{~s} / \mathrm{m}$ ), and the dotted curves represent the simple case without either drag or buoyancy $\left(\gamma=0 \mathrm{~s} / \mathrm{m}\right.$ and $\left.\tilde{g}=g=9.81 \mathrm{~m} / \mathrm{s}^{2}\right)$. Note that $t_{\text {total }}$ for the solid curve is larger than for the dotted one.

$$
\begin{equation*}
E_{\mathrm{kin}}=\frac{1}{2} m \frac{\nu_{0}^{2}}{1+\left(\gamma \nu_{0}\right)^{2}} \tag{47}
\end{equation*}
$$

which is a factor $1+\left(\gamma \nu_{0}\right)^{2}$ smaller than the initial kinetic energy. Thus for $\gamma=0$ there is no loss of energy, as it should, and for any finite value of $\gamma$ the energy loss increases with growing initial velocity $\nu_{0}$.

Let us see how all this works out for a spherical bullet shot upwards with an initial velocity $\nu_{0}=150 \mathrm{~m} / \mathrm{s}$. We take the bullet to be made of lead ( $\rho_{\text {lead }}=11.3 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ ) and to have a mass of 12 g , so that its radius is 0.63 cm . The value of $\tilde{g}$ is then $0.9999 g$ (so the buoyant force is quite negligible) and the terminal speed $-1 / \gamma$ is, according to Eq. (39),

$$
\begin{equation*}
\nu_{\text {term }}=-60.1 \mathrm{~m} / \mathrm{s} \quad(=-216 \mathrm{~km} / \mathrm{h}) \tag{48}
\end{equation*}
$$

The associated value of $\gamma \nu_{0}$ is 2.5 and hence, according to Eq. (45), the bullet hits the ground with almost the terminal velocity, namely with $55.7 \mathrm{~m} / \mathrm{s}$. And with $1+\left(\gamma \nu_{0}\right)^{2}=7.25$ it follows that no less than $86.2 \%$ of the initial energy is lost to the air. Also the other characteristic quantities are greatly affected. Whereas the bullet in the absence of air resistance


Fig. 4. The height $h(t)$ and velocity $\nu(t)$ for the spherical bullet discussed in the text. The solid curves are for the actual bullet ( $\gamma=0.0167 \mathrm{~s} / \mathrm{m}$ ), while the dotted curves represent the case without air drag $(\gamma=0 \mathrm{~s} / \mathrm{m})$. The buoyant force is negligible in this example, so $\tilde{g} \approx g=9.81 \mathrm{~m} / \mathrm{s}^{2}$.
would reach a height of 1.15 km [see Eq. (9)], it now does not go higher than 0.36 km . As for the time of flight: instead of $2 \times 15.3 \mathrm{~s}=30.6 \mathrm{~s}$ without air resistance, we now get $t_{\text {up }}$ $=7.3 \mathrm{~s}$ and $t_{\text {down }}=10.1 \mathrm{~s}$, adding up to a mere 17.4 s . These values can also be read off from Fig. 4, where we have depicted $h(t)$ and $\nu(t)$ for the bullet as functions of $t$. The dotted curves represent the case without air drag.

The above example is related to a question that came up during the recent disturbances in Albania, where the people made it a habit to crowd together and shoot bullets straight up into the air. Reporters in the field were somewhat concerned about this. The issue was discussed on television and in several newspapers, and in particular the speed with which the bullets would hit the ground (or an unfortunate bystander) was a hot topic. The bullets considered were 10-15 g , and fired by a Kalashnikov rifle, which means that the initial velocity was about $700 \mathrm{~m} / \mathrm{s}$. In one newspaper the bullets were estimated to return to the earth with the speed of sound ( $330 \mathrm{~m} / \mathrm{s}$ ), another newspaper reported that the bullets came down with the same speed as with which they left the rifle $(700 \mathrm{~m} / \mathrm{s})$, and a third one claimed that the impact velocity was no less than a smashing $120000 \mathrm{~m} / \mathrm{s}$. The latter two values are clearly false, illustrating how poor our intuition for air resistance really is, but even the first one is considerably faster than the terminal velocity ( $60 \mathrm{~m} / \mathrm{s}$ ) of our
spherical bullet above. Note that in our example we took $\nu_{0}=150 \mathrm{~m} / \mathrm{s}$ instead of $700 \mathrm{~m} / \mathrm{s}$ (in order to keep $\operatorname{Re}<2$ $\times 10^{5}$ and stay within the domain of quadratic drag) but, although it brings about large changes in the height and time of flight, this has no effect on the terminal velocity.

Now one might object that bullets are usually not spherical but torpedo shaped, and that the value of $1 / \gamma$ for the latter is somewhat larger since its drag coefficient is only about $C_{d}$ $=0.30$ (against 0.4 for a sphere). But this is not sufficient to bridge the gap, since for a torpedo-shaped bullet of 12 g one would get $1 / \gamma \sim 90 \mathrm{~m} / \mathrm{s}$ and this is still much smaller than the speed of sound. Moreover, the torpedo shape prevents the bullet from falling straight (rather, it comes tumbling down) and this means that its translational velocity will always remain significantly smaller than $1 / \gamma$, in no way does it get near the speeds reported in the newspapers.

As a final example, let us have one more look at the children's ball mentioned under Eq. (44). We drop it from a height $h_{0}=30 \mathrm{~m}$, and assume that it falls straight down (ignoring the fact that in reality the ball will always start to wobble as a consequence of the formation of von Kármán vortices). Disregarding the very short initial stage for which $\nu<0.044 \mathrm{~m} / \mathrm{s}$, when the Reynolds number has not yet reached the value $10^{3}$ [cf. Eq. (35)], its velocity is given by Eq. (37) with $t_{\mathrm{up}}=0 \mathrm{~s}$ :

$$
\begin{equation*}
\nu_{\downarrow}(t)=-\frac{1}{\gamma} \tanh \gamma \widetilde{g} t=-5.67 \tanh (1.32 t) \tag{49}
\end{equation*}
$$

The terminal velocity of $5.67 \mathrm{~m} / \mathrm{s}$ is approached within $1 \%$ after 2.0 s . The altitude of the ball is then

$$
\begin{align*}
h_{\downarrow}(t)=h_{0}-\frac{1}{\gamma^{2} \widetilde{g}} \ln \cosh \gamma \widetilde{g} t & =30-4.28 \ln \cosh (1.32 t) \\
& =21.6 \mathrm{~m} . \tag{50}
\end{align*}
$$

The rest of the way down takes $21.6 / 5.67=3.8 \mathrm{~s}$, so the ball reaches the ground after 5.8 s . If the experiment were performed in a vacuum tube, i.e., in the absence of drag and buoyancy, one would find $t=\sqrt{2 h_{0} / g}=2.5 \mathrm{~s}$.

It may be noted that the time of descent also follows from Eq. (43), if we assume (for the sake of the argument) that the height of 30 m was acquired as a result of a tremendous throw. We then first determine the associated value of $\nu_{0}$ by setting $h_{0}=h_{\max }$, i.e., $30=4.28 \ln \sqrt{1+\left(\nu_{0} / 5.67\right)^{2}}$. This yields a value $\nu_{0}=6245 \mathrm{~m} / \mathrm{s}$ (!) and inserting this in Eq. (43) we get $t_{\text {down }}=5.8 \mathrm{~s}$ again.

## IV. CONCLUDING REMARKS

We have now come to the end of the paper and a few concluding remarks are in order. First, we have restricted ourselves to resistive forces which depend either linearly or quadratically on the velocity. These cases correspond, as discussed in Sec. I, to $\operatorname{Re}<1$ and $10^{3}<\operatorname{Re}<2 \times 10^{5}$, respectively. Outside these intervals our calculations do not apply and one should turn to a computer. ${ }^{18}$ Some of the qualitative conclusions of the present paper, however, remain valid also in the general case. For instance, the way down always takes longer than the way up ( $t_{\text {down }}>t_{\text {up }}$ ).

Second, we have included the buoyant force, which means that we deal with an effective gravitational acceleration $\tilde{g}$ rather than with $g$ itself. We have restricted ourselves to
cases where $\widetilde{g}$ remains positive; if $\widetilde{g}$ were made negative (as for a helium-filled balloon) the ball would go up all right, but never come down. In the literature the buoyant force is commonly disregarded (which means that one always deals with $g$ instead of $\widetilde{g}$ ), and in that case one can show that for all resistive forces $F(\nu) \propto \nu^{n}$ with $n \geqslant 1$ the total time of flight is smaller than the frictionless time $2 \nu_{0} / \mathrm{g} .{ }^{10} \mathrm{We}$ have seen that in reality the matter is more subtle and that the total time of flight can very well exceed $2 \nu_{0} / g$.

Third, we have restricted ourselves to purely vertical trajectories. In practice, of course, a slight horizontal component can hardly be ruled out, but this will not have a great influence on quantities like the maximum height and the final velocity. In the case of linear drag the now two-dimensional problem still admits an analytical solution. One simply takes the solution for the horizontal component of the motion,

$$
\begin{align*}
& \nu_{x}(t)=\nu_{0 x} e^{-\alpha t},  \tag{51a}\\
& x(t)=\frac{\nu_{0 x}}{\alpha}\left(1-e^{-\alpha t}\right) \tag{51b}
\end{align*}
$$

and superimposes this on the solution for the vertical component, given by Eqs. (15) and (18). The result is a curved path which in the limit for $\alpha \rightarrow 0$ (and $\tilde{g} \rightarrow g$, as far as the vertical component is concerned) tends to the well-known textbook parabola. The quadratic drag is a harder nut to crack, even though the equation of motion in the horizontal direction can again be solved analytically; the difficulty is that this time a linear superposition is not allowed, since the system is nonlinear. How the problem should be handled in this case is described in Refs. 19-21.

In the context of nonvertical trajectories, there has recently been a lively discussion in this journal (Refs. 22-24) about the optimum angle of projection, i.e., the angle under which one should launch a ball in order to achieve the greatest range. In vacuum this angle is $45^{\circ}$, and it is also well known that in the presence of air drag it is somewhat less than $45^{\circ}$. That is, optimal shots in air are 'low.'" The same is true in the case of linear drag, and indeed, one might be tempted to think that it holds for any conceivable drag force $F(\nu)$ $\propto \nu^{n}$, but this is not the case. In Ref. 23 it was shown that if the exponent $n$ exceeds some critical value (around 3.5, depending on the drag coefficient) the optimum angle can very well be a few degrees larger than $45^{\circ}$. It is fascinating to see that such a venerable topic can still have surprises in store.

The fourth and final remark is that we have treated the gravitational acceleration and the density of the medium as constants. For the situations described in the present paper this is certainly a good approximation but it rules out, for instance, trajectories that reach very high into the atmosphere or even escape into space. ${ }^{25}$ An interesting account of a fall from high altitude can be found in Ref. 26.
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## APPENDIX: TAYLOR EXPANSIONS OF THE VELOCITIES AND HEIGHTS

In this Appendix we give the Taylor expansions for $\nu(t)$ and $h(t)$ in the presence of drag and buoyancy. They are
derived from the exact analytical solutions in the main text and elucidate the behavior for small drag. In the limit $\alpha$ $\rightarrow 0$ (for linear drag) and $\gamma^{2} \rightarrow 0$ (for quadratic drag) only the first term is retained and this term is equal to the frictionless quantities given by Eqs. (6) and (7). In taking these limits, $\widetilde{g}$ is simultaneously replaced by $g$, since the absence of drag also implies absence of buoyancy.

In the case of linear drag the exact expression for the velocity is given by Eq. (15). Its Taylor expansion reads:

$$
\begin{equation*}
\nu(t)=\left(\nu_{0}-\widetilde{g} t\right)-\alpha t\left(\nu_{0}-\frac{1}{2} \widetilde{g} t\right)+\alpha^{2} \frac{1}{2} t^{2}\left(\nu_{0}-\frac{1}{3} \widetilde{g} t\right)-\cdots, \tag{52}
\end{equation*}
$$

which for $\alpha \rightarrow 0$ and $\widetilde{g} \rightarrow g$ indeed reduces to the frictionless velocity [Eq. (6)]. The height, given by Eq. (18) in the main text, has the following expansion:

$$
\begin{align*}
h(t)= & \left(\nu_{0} t-\frac{1}{2} \widetilde{g} t^{2}\right)-\alpha \frac{1}{2} t\left(\nu_{0} t-\frac{1}{3} \widetilde{g} t^{2}\right) \\
& +\alpha^{2} \frac{1}{6} t^{2}\left(\nu_{0} t-\frac{1}{4} \widetilde{g} t^{2}\right)-\cdots \tag{53}
\end{align*}
$$

and, again, in the limit $\alpha \rightarrow 0$ and $\tilde{g} \rightarrow g$ this reduces to its frictionless counterpart [Eq. (7)] as it should.

Likewise, in the case of quadratic drag we get for the way up:

$$
\begin{align*}
& \nu_{\uparrow}(t)=\left(\nu_{0}-\widetilde{g} t\right)-\gamma^{2} \widetilde{g} t\left(\nu_{0}^{2}-\nu_{0} \widetilde{g} t+\frac{1}{3} \widetilde{g}^{2} t^{2}\right)+\cdots,  \tag{54}\\
& h_{\uparrow}(t)=\left(\nu_{0} t-\frac{1}{2} \widetilde{g} t^{2}\right)-\gamma^{2} \frac{1}{12} \widetilde{g} t^{2}\left(6 \nu_{0}^{2}-4 \nu_{0} \widetilde{g} t+\widetilde{g}^{2} t^{2}\right)+\cdots \tag{55}
\end{align*}
$$

and for the way down:

$$
\begin{align*}
\nu_{\downarrow}(t)= & \left(\nu_{0}-\widetilde{g} t\right)-\gamma^{2}\left(\frac{2}{3} \nu_{0}^{3}-\nu_{0}^{2} \widetilde{g} t+\nu_{0} \widetilde{g}^{2} t^{2}-\frac{1}{3} \widetilde{g}^{3} t^{3}\right) \\
& +\cdots,  \tag{56}\\
h_{\downarrow}(t)= & \left(\nu_{0} t-\frac{1}{2} \widetilde{g} t^{2}\right)-\gamma^{2} \frac{1}{12 \widetilde{g}}\left(2 \nu_{0}^{4}-8 \nu_{0}^{3} \widetilde{g} t+6 \nu_{0}^{2} \widetilde{g}^{2} t^{2}\right. \\
& \left.-4 \nu_{0} \widetilde{g}^{3} t^{3}+\widetilde{g}^{4} t^{4}\right)+\cdots \tag{57}
\end{align*}
$$
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## TOE

I suggest that contemporary physicists' obsession with a theory of everything is socially irresponsible. In expecting society to provide billions of dollars to support this quest, TOE physicists have become like a decadent priesthood, demanding that the populace build them ever more elaborate cathedrals, with spires reaching ever higher into their idea of heaven. Since a theory of everything would be not only utterly irrelevant to daily human life and concerns, but also incomprehensible to the vast majority of people, TOE physicists can be likened to the late medieval Scholastics. This is the twentieth-century equivalent of asking how many angels could dance on the head of a pin.
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