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#### Abstract

We consider random graphs such that each edge is determined by an independent random variable, where the probability of each edge is not assumed to be equal. We use a Chernoff inequality for matrices to show that the eigenvalues of the adjacency matrix and the normalized Laplacian of such a random graph can be approximated by those of the weighted expectation graph, with error bounds dependent upon the minimum and maximum expected degrees. In particular, we use these results to bound the spectra of random graphs with given expected degree sequences, including random power law graphs.


## 1 Introduction

The spectra of random matrices and random graphs have been extensively studied in the literature (see, for example, [3], [4], [6], [8], [13]). We here focus on matrices with entries as independent random variables. Throughout, we will consider $G$ to be a random graph, where $\operatorname{pr}\left(v_{i} \sim v_{j}\right)=p_{i j}$, and each edge independent of each other edge.

For random graphs with such general distributions, we derive several bounds for the spectrum of the corresponding adjacency matrix and (normalized) Laplacian matrix (complete definitions and notation are in section 2). Eigenvalues of the adjacency matrix have many applications in graph theory, such as describing certain topological features of a graph, such as connectivity and enumerating the occurrences of subgraphs [6], [13]. Eigenvalues of the Laplacian matrix provide information about diffusion, and have many applications in studying random walks on graphs and approximation algorithms [6].

[^0]Before we proceed to examine eigenvalues of random graphs with given expected degree sequences and random power law graphs, we will first prove the following two general theorems. Previously, Oliveira [18] considered the same problem of approximating the spectra of the adjacency matrix and the Laplacian of random graphs. The following two theorems improve the results in [18] since the assumptions in our theorems are weaker. In addition, we improve the bound for the eigenvalues of the adjacency matrix by a factor of 2 , and we improve those for the Laplacian by a factor of $7 / \sqrt{3}$.

Theorem 1. Let $G$ be a random graph, where $\operatorname{pr}\left(v_{i} \sim v_{j}\right)=p_{i j}$, and each edge is independent of each other edge. Let $A$ be the adjacency matrix of $G$, so $A_{i j}=1$ if $v_{i} \sim v_{j}$ and 0 otherwise, and $\bar{A}=\mathrm{E}(A)$, so $\bar{A}_{i j}=p_{i j}$. Let $\Delta$ denote the maximum expected degree of $G$. Let $\epsilon>0$, and suppose that for $n$ sufficiently large, $\Delta>\frac{4}{9} \ln (2 n / \epsilon)$. Then with probability at least $1-\epsilon$, for $n$ sufficiently large, the eigenvalues of $A$ and $\bar{A}$ satisfy

$$
\left|\lambda_{i}(A)-\lambda_{i}(\bar{A})\right| \leq \sqrt{4 \Delta \ln (2 n / \epsilon)}
$$

for all $1 \leq i \leq n$.
Theorem 2. Let $G$ be a random graph, where $\operatorname{pr}\left(v_{i} \sim v_{j}\right)=p_{i j}$, and each edge is independent of each other edge. Let $A$ be the adjacency matrix of $G$, as in Theorem 1. Let $D$ be the diagonal matrix with $D_{i i}=\operatorname{deg}\left(v_{i}\right)$, and $\bar{D}=$ $\mathrm{E}(D)$. Let $\delta$ be the minimum expected degree of $G$, and $L=I-D^{-1 / 2} A D^{-1 / 2}$ the (normalized) Laplacian matrix for $G$. Choose $\epsilon>0$. Then there exists a constant $k=k(\epsilon)$ such that if $\delta>k \ln n$, then with probability at least $1-\epsilon$, the eigenvalues of $L$ and $\bar{L}$ satisfy

$$
\left|\lambda_{j}(L)-\lambda_{j}(\bar{L})\right| \leq 3 \sqrt{\frac{3 \ln (4 n / \epsilon)}{\delta}}
$$

for all $1 \leq j \leq n$, where $\bar{L}=I-\bar{D}^{-1 / 2} \bar{A} \bar{D}^{-1 / 2}$.

Here $\ln$ denotes the natural logarithm. We note that in these two theorems, the bound is simultaneously true for all eigenvalues with probability at least $1-\epsilon$.

As an example, we apply these results to the $G(\mathbf{w})$ model, first introduced in [7], which produces a random graph with a specified expected degree sequence $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$. The spectrum of the adjacency matrix of this model has been studied in [9]. In that paper, it is proven that if $m=w_{\max }$ is the maximum expected degree, then

$$
\begin{equation*}
\tilde{d}-\sqrt{2 m^{2} \rho \ln n} \leq \lambda_{\max }(A) \leq \tilde{d}+\sqrt{6 \sqrt{m \ln n}(\tilde{d}+\ln n)}+3 \sqrt{m \ln n} \tag{1}
\end{equation*}
$$

where $\rho=\left(\sum w_{i}\right)^{-1}$, and $\tilde{d}=\frac{\sum w_{i}^{2}}{\sum w_{i}}$ is the second-order average degree. Using Theorem 1, we prove the following:

Theorem 3. For the random graph $G(\mathbf{w})$, if the maximum expected degree $m$ satisfies $m>\frac{8}{9} \ln (\sqrt{2} n)$, then with probability at least $1-1 / n=1-o(1)$, we have

- The largest eigenvalue, $\lambda_{\max }(A)$, of the adjacency matrix of $G(\mathbf{w})$ satisfies

$$
\tilde{d}-\sqrt{8 m \ln (\sqrt{2} n)} \leq \lambda_{\max }(A) \leq \tilde{d}+\sqrt{8 m \ln (\sqrt{2} n)}
$$

- For all eigenvalues $\lambda_{i}(A)<\lambda_{\max }(A)$, we have

$$
\left|\lambda_{i}(A)\right| \leq \sqrt{8 m \ln (\sqrt{2} n)}
$$

In particular, if $\tilde{d} \gg \sqrt{m \ln n}$, then $\lambda_{1}(A)=(1+o(1)) \tilde{d}$ a.a.s..

While the asymptotics in Theorem 3 for $\lambda_{1}(A)$ are the same as those in (1), the bounds in Theorem 3 are a significant improvement upon these. Moreover, [9] does not provide bounds for $\lambda_{i}(A)$ for $i>1$ other than in the case that $\sqrt{m_{i}} \gg \tilde{d} \ln ^{2} n$.

For the Laplacian spectrum of $G(\mathbf{w})$, the best known bound for $\lambda_{k}(L)>$ $\lambda_{\min }(L)=0$ is given in [10]. If we take $\bar{w}$ to be the average expected degree, and $g(n)$ a function going to $\infty$ with $n$ arbitrarily slowly, the result in [10] is that, for $w_{\min } \gg \ln ^{2} n$,

$$
\max _{k}\left|1-\lambda_{k}(L)\right| \leq(1+o(1)) \frac{4}{\sqrt{\bar{w}}}+\frac{g(n) \ln ^{2} n}{w_{\min }}
$$

We not only improve upon this bound in Theorem 4, but we extend to the case that $w_{\text {min }} \gg \ln n$, rather than $\ln ^{2} n$.

Theorem 4. For the random graph $G(\mathbf{w})$, if the minimum expected degree $w_{\text {min }}$ satisfies $w_{\min } \gg \ln n$, then with probability at least $1-1 / n=1-o(1)$, we have that for all eigenvalues $\lambda_{k}(L)>\lambda_{\min }(L)$ of the Laplacian of $G(\mathbf{w})$,

$$
\left|\lambda_{k}(L)-1\right| \leq 3 \sqrt{\frac{6 \ln (2 n)}{w_{\min }}}=o(1)
$$

Using the $G(\mathbf{w})$ model, we can also build random power law graphs in the following way. Given a power law exponent $\beta$, maximum degree $m$, and average degree $d$, we take $w_{i}=c i^{-\frac{1}{\beta-1}}$ for each $i$ with $i_{0} \leq i<n+i_{0}$. The values of $c$ and $i_{0}$ depend upon $\beta, m$ and $d$, in particular, $c=\frac{\beta-2}{\beta-1} d n^{\frac{1}{\beta-1}}$ and $i_{0}=$ $n\left(\frac{d(\beta-2)}{m(\beta-1)}\right)^{\beta-1}$. One can easily verify that the number of vertices of degree $k$ is proportional to $k^{-\beta}$ (see [8], [9]). In section 4, we show how Theorems 3 and 4
can be applied in this setting to provide bounds on the spectra of random power law graphs. The remainder of this paper is organized as follows: In section 2, we develop notation and key tools to prove Theorems 1 and 2. Section 3 is devoted to the proofs of these two main theorems. Section 4 contains the details of the proofs of Theorems 3 and 4, applications of these theorems to random power law graphs, as well as a discussion of our main results as applied to $G_{n, p}$.

## 2 Key Tools

As to notation, throughout the paper, given an $n \times n$ Hermitian matrix $A,\|A\|$ denotes the spectral norm, so $\|A\|=\max |\lambda|$, where the maximum is over all eigenvalues $\lambda$ of $A$. We order the eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$. Given two matrices $A$ and $B$, we say $A \preceq B$ if $B-A$ is positive semidefinite. We refer to this ordering as the semidefinite order. If $A$ is a random $n \times n$ matrix, we write $\mathrm{E}(A)$ to denote the coordinate-wise expectation of $A$, so $\mathrm{E}(A)_{i j}=\mathrm{E}\left(A_{i j}\right)$. Similarly, $\operatorname{var}(A)=\mathrm{E}\left((A-\mathrm{E}(A))^{2}\right)$.

We shall use several applications of functions to matrices. In general, if $f$ is a function with Taylor expansion $f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}$, we take $f(A)=$ $\sum_{n=0}^{\infty} a_{n} A^{n}$. We note that notions of convergence are as in [16]. In particular, we will often use the matrix exponential, $\exp (A)=\sum_{n=0}^{\infty} \frac{1}{n!} A^{n}$. We note that $\exp (A)$ is always positive definite when $A$ is Hermitian, and that $\exp (A)$ converges for all choices of $A$. Moreover, we shall require brief use of the matrix logarithm. In general, if $B=\exp (A)$, we say that $A$ is a logarithm of $B$. As our matrices will be Hermitian, it is sufficient for uniqueness of this function to require that the logarithm also be Hermitian. Any notation not mentioned here pertaining to matrices is as in [16].

Given a graph $G$, we will use $A$ to denote the adjacency matrix for $G$, so $A_{i j}=1$ if $v_{i} \sim v_{j}$ and 0 otherwise. We use $D$ to denote the diagonal matrix with $D_{i i}=\operatorname{deg}_{G}\left(v_{i}\right)$. If $G$ is a random graph, then $\bar{A}$ denotes the expectation of $A$, and $\bar{D}$ the expectation of $D$. The Laplacian of $G$ is denoted by $L=I-D^{-1 / 2} A D^{-1 / 2}$, and $\bar{L}=I-\bar{D}^{-1 / 2} \bar{A} \bar{D}^{-1 / 2}$ is the Laplacian matrix for the weighted graph whose adjacency matrix is $\bar{A}$. All other notation referring to graph properties is as in [6].

We shall require the following concentration inequality in order to prove our main theorems. Previously, various matrix concentration inequalities have been derived by many authors including Ahlswede-Winter [2], Cristofides-Markström [12], Oliveira [18], Gross [15], Recht [19], and Tropp [20]. Here we give a short proof for a simple version that is particularly suitable for random graphs.

Theorem 5. Let $X_{1}, X_{2}, \ldots, X_{m}$ be independent random $n \times n$ Hermitian matrices. Moreover, assume that $\left\|X_{i}-\mathrm{E}\left(X_{i}\right)\right\| \leq M$ for all $i$, and put $v^{2}=$
$\left\|\sum \operatorname{var}\left(X_{i}\right)\right\|$. Let $X=\sum X_{i}$. Then for any $a>0$,

$$
\operatorname{pr}(\|X-\mathrm{E}(X)\|>a) \leq 2 n \exp \left(-\frac{a^{2}}{2 v^{2}+2 M a / 3}\right)
$$

For the proof, we will rely on the following results:
Lemma 1 (see, for example, [20]). Let $f, g: \mathbb{R} \rightarrow \mathbb{R}$, and suppose there is a subset $S \subseteq \mathbb{R}$ with $f(a) \leq g(a)$ for all $a \in S$. If $A$ is a Hermitian matrix with all eigenvalues contained in $S$, then $f(A) \preceq g(A)$.

Lemma 2 ([17]). Given a fixed Hermitian matrix $A$, the function $X \mapsto \operatorname{Tr}(\exp (A+$ $\log X))$ is concave on the set of positive definite $X$.

We note that any real-valued function that is convex with respect to the semidefinite order admits an operator Jensen's inequality (see, for example, [19]). That is to say, if $f$ is convex with respect to the semidefinite order, then for a random matrix $X, f(\mathrm{E}(X)) \leq \mathrm{E}(f(X))$. Given a fixed matrix $A$ and a random Hermitian matrix $X$, we may apply the function in Lemma 2 to $e^{X}$. By then applying the operator Jensen's inequality as stated, we obtain the following:

Lemma 3. If $A$ is a fixed matrix and $X$ is a random Hermitian matrix, then

$$
\begin{equation*}
\mathrm{E}(\operatorname{Tr}(\exp (A+X))) \leq \operatorname{Tr}(\exp [A+\log (\mathrm{E}[\exp X])]) \tag{2}
\end{equation*}
$$

We shall use this result to overcome the difficulties presented by working with the semidefinite order, as opposed to real numbers. The primary problem that must be overcome is that unlike real numbers, the semidefinite order does not respect products.

Proof of Theorem 5. We assume for the sake of the proof that $\mathrm{E}\left(X_{k}\right)=0$ for all $k$. Clearly this yields the general case by simply replacing each $X_{k}$ by $X_{k}-\mathrm{E}\left(X_{k}\right)$.

Let $g(x)=\frac{2}{x^{2}}\left(e^{x}-x-1\right)=2 \sum_{k=2}^{\infty} \frac{x^{k-2}}{k!}$. Notice that $g$ is increasing, so in particular, if $x \leq M, g(x) \leq g(M)$. Given $\theta>0$, we have that $\left\|\theta X_{k}\right\| \leq \theta M$, and thus $g\left(\theta X_{k}\right) \preceq g(\theta M) I$ by Lemma 1. Therefore,

$$
\begin{align*}
\mathrm{E}\left(e^{\theta X_{k}}\right) & =\mathrm{E}\left(I+\theta X_{k}+\frac{1}{2} \theta^{2} X_{k}^{2} g\left(\theta X_{k}\right)\right)  \tag{3}\\
& \preceq I+\frac{1}{2} g(\theta M) \theta^{2} \mathrm{E}\left(X_{k}^{2}\right)  \tag{4}\\
& \preceq e^{\frac{1}{2} g(\theta M) \theta^{2} \mathrm{E}\left(X_{k}^{2}\right)} . \tag{5}
\end{align*}
$$

We use this to prove the following claim:
Claim 1: For matrices $X_{k}$ as given,

$$
\mathrm{E}\left[\operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \theta X_{k}\right)\right)\right] \leq \operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \frac{1}{2} g(\theta M) \theta^{2} \mathrm{E}\left(X_{k}^{2}\right)\right)\right)
$$

Proof of Claim 1: For a given $k$, let $\mathrm{E}_{k}(\cdot):=\mathrm{E}\left(\cdot \mid X_{1}, X_{2}, \ldots, X_{k}\right)$. Then we have

$$
\mathrm{E}\left[\operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \theta X_{k}\right)\right)\right]=\mathrm{EE}_{1} \mathrm{E}_{2} \ldots \mathrm{E}_{m-1}\left[\operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m-1} \theta X_{k}+\theta X_{m}\right)\right)\right]
$$

As the $X_{i}$ are independent, each $X_{k}$ is fixed with respect to $\mathrm{E}_{m-1}$ except $X_{m}$, and $\mathrm{E}_{m-1}\left(\exp X_{m}\right)=\mathrm{E}\left(\exp X_{m}\right)$. Applying inequality (2) from Lemma 3, we have
$\mathrm{EE}_{1} \mathrm{E}_{2} \ldots \mathrm{E}_{m-1}\left[\operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m-1} \theta X_{k}+\theta X_{m}\right)\right)\right] \leq$

$$
\mathrm{EE}_{1} \mathrm{E}_{2} \ldots \mathrm{E}_{m-2}\left[\operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m-1} \theta X_{k}+\log \mathrm{E}\left(\exp \left(\theta X_{m}\right)\right)\right)\right)\right]
$$

Iteratively applying this process, we obtain

$$
\mathrm{E}\left[\operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \theta X_{k}\right)\right)\right] \leq \operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \log \mathrm{E}\left(\exp \theta X_{m}\right)\right)\right)
$$

As both $\log (\cdot)$ and $\operatorname{Tr}(\exp (\cdot))$ are monotone with respect to the semidefinite order (these facts can be easily proven with basic manipulations), inequality (5) implies that

$$
\begin{aligned}
\mathrm{E}\left[\operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \theta X_{k}\right)\right)\right] & \leq \operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \log e^{\frac{1}{2} g(\theta M) \theta^{2} \mathrm{E}\left(X_{k}^{2}\right)}\right)\right) \\
& \leq \operatorname{Tr}\left(\exp \left(\sum_{k=1}^{m} \frac{1}{2} g(\theta M) \theta^{2} \mathrm{E}\left(X_{k}^{2}\right)\right)\right)
\end{aligned}
$$

as desired.

Now, given $a>0$, for all $\theta>0$ we have

$$
\begin{aligned}
\operatorname{pr}\left(\lambda_{\max }(X) \geq a\right) & \leq e^{-\theta a} \mathrm{E}\left(\exp \left(\theta \lambda_{\max }(X)\right)\right) \\
& \leq e^{-\theta a} \mathrm{E}(\operatorname{Tr}(\exp (\theta X))) \\
& =e^{-\theta a} \mathrm{E}\left[\operatorname{Tr}\left(\exp \left(\sum \theta X_{k}\right)\right)\right] \\
& \leq e^{-\theta a} \operatorname{Tr}\left(\exp \left(\sum \frac{1}{2} g(\theta M) \theta^{2} \mathrm{E}\left(X_{k}^{2}\right)\right)\right) \\
& \leq e^{-\theta a} n \lambda_{\max }\left(\exp \left(\frac{1}{2} g(\theta M) \theta^{2} \sum \mathrm{E}\left(X_{k}^{2}\right)\right)\right) \\
& \leq n \exp \left(-\theta a+\frac{1}{2} g(\theta M) \theta^{2} v^{2}\right)
\end{aligned}
$$

Notice that if $x<3$, we have $g(x)=2 \sum_{k=2}^{\infty} \frac{x^{k-2}}{k!} \leq \sum_{k=2}^{\infty} \frac{x^{k-2}}{3^{k-2}}=\frac{1}{1-x / 3}$. Take $\theta=\frac{a}{v^{2}+M a / 3}$. Clearly, $\theta M \leq 3$, and thus we have

$$
\begin{aligned}
\operatorname{pr}\left(\lambda_{\max }(X) \geq a\right) & \leq n \exp \left(-\theta a+\frac{1}{2} g(\theta M) \theta^{2} v^{2}\right) \\
& =n \exp \left(-\frac{a^{2}}{2 v^{2}+2 M a / 3}\right)
\end{aligned}
$$

Therefore, $\operatorname{pr}(\|X\| \geq a) \leq 2 n \exp \left(-\frac{a^{2}}{2 v^{2}+2 M a / 3}\right)$

## 3 Proofs of the Main Theorems

In this section, we provide proofs of the two main theorems using Theorem 5.

Proof of Theorem 1. Let $G$ be a random graph as described in the statement of the theorem, where the edge $v_{i} v_{j}$ appears with probability $p_{i j}$.

Given $1 \leq i, j \leq n$, let $A^{i j}$ be the matrix with a 1 in the $i j$ and $j i$ positions and a 0 everywhere else. Let $h_{i j}=1$ with probability $p_{i j}$ and 0 otherwise. Take $X_{i j}=h_{i j} A^{i j}$, so $A=\sum X_{i j}$. Thus, we can apply Theorem 5 to $A$ with $M=1$. We need first to calculate $v^{2}$.

Now, if $i \neq j$, then

$$
\begin{aligned}
\operatorname{var}\left(X_{i j}\right) & =\mathrm{E}\left(\left(h_{i j}-p_{i j}\right)^{2}\left(A^{i j}\right)^{2}\right) \\
& =\operatorname{var}\left(h_{i j}\right)\left(A^{i i}+A^{j j}\right) \\
& =p_{i j}\left(1-p_{i j}\right)\left(A^{i i}+A^{j j}\right)
\end{aligned}
$$

Similarly, $\operatorname{var}\left(X_{i i}\right)=p_{i i}\left(1-p_{i i}\right) A^{i i}$. Therefore,

$$
\begin{aligned}
\left\|\sum \operatorname{var}\left(X_{i j}\right)\right\| & =\left\|\sum_{i=1}^{n}\left(\sum_{j=1}^{n} p_{i j}\left(1-p_{i j}\right)\right) A^{i i}\right\| \\
& =\max _{i=1, \ldots, n} \sum_{j=1}^{n} p_{i j}\left(1-p_{i j}\right) \\
& \leq \max _{i=1, \ldots, n} \sum_{j=1}^{n} p_{i j}=\Delta
\end{aligned}
$$

Take $a=\sqrt{4 \Delta \ln (2 n / \epsilon)}$. By the assumption on $\Delta$, we have $a<3 \Delta$, and thus we obtain

$$
\begin{aligned}
\operatorname{pr}(\|A-\bar{A}\|>a) & \leq 2 n \exp \left(-\frac{a^{2}}{2 v^{2}+2 M a / 3}\right) \\
& \left.\leq 2 n \exp \left(\frac{-4 \Delta \ln (2 n / \epsilon)}{4 \Delta}\right)\right) \\
& =\epsilon
\end{aligned}
$$

To complete the proof, we recall Weyl's Theorem (see, for example, [16]), which states that for Hermitian matrices $M$ and $N, \max _{k}\left|\lambda_{k}(M)-\lambda_{k}(N)\right| \leq$ $\|M-N\|$. Thus, with probability at least $1-\epsilon$, we have that for all $1 \leq i \leq n$, $\left|\lambda_{i}(A)-\lambda_{i}(\bar{A})\right|<\sqrt{4 \Delta \ln (2 n / \epsilon)}$.

Proof of Theorem 2. We will again use Weyl's Theorem, as in the proof of Theorem 1 , so we need only bound $\|L-\bar{L}\|$. For each vertex $v_{i}$, put $d_{i}=\operatorname{deg}\left(v_{i}\right)$ and $t_{i}=\mathrm{E}\left(d_{i}\right)$, the expected degree of the $i$ th vertex. Let $C=I-\bar{D}^{-1 / 2} A \bar{D}^{-1 / 2}$. Then $\|L-\bar{L}\| \leq\|C-\bar{L}\|+\|L-C\|$. We consider each term separately.

Now, $C-\bar{L}=\bar{D}^{-1 / 2}(A-\bar{A}) \bar{D}^{-1 / 2}$. Using notation as in the proof of Theorem 1, let

$$
\begin{aligned}
Y_{i j} & =\bar{D}^{-1 / 2}\left(\left(h_{i j}-p_{i j}\right) A^{i j}\right) \bar{D}^{-1 / 2} \\
& =\frac{h_{i j}-p_{i j}}{\sqrt{t_{i} t_{j}}} A^{i j}
\end{aligned}
$$

Then $C-\bar{L}=\sum_{i j} Y_{i j}$, so we can apply Theorem 5 to bound $\|C-\bar{L}\|$. Notice $\left\|Y_{i j}\right\| \leq\left(t_{i} t_{j}\right)^{-1 / 2} \leq \frac{1}{\delta}$. Moreover,

$$
\mathrm{E}\left(Y_{i j}^{2}\right)=\left\{\begin{array}{cl}
\frac{1}{t_{i} t_{j}}\left(p_{i j}-p_{i j}^{2}\right)\left(A^{i i}+A^{j j}\right) & i \neq j \\
\frac{1}{t_{i}^{2}}\left(p_{i i}-p_{i i}^{2}\right) A^{i i} & i=j
\end{array}\right.
$$

Thus, we obtain

$$
\begin{aligned}
v^{2}=\left\|\sum \mathrm{E}\left(Y_{i j}^{2}\right)\right\| & =\left\|\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{t_{i} t_{j}}\left(p_{i j}-p_{i j}^{2}\right) A^{i i}\right\| \\
& =\max _{i=1, \ldots, n}\left(\sum_{j=1}^{n} \frac{1}{t_{i} t_{j}} p_{i j}-\sum_{j=1}^{n} \frac{1}{t_{i} t_{j}} p_{i j}^{2}\right) \\
& \leq \max _{i=1, \ldots, n}\left(\frac{1}{\delta} \sum_{j=1}^{n} \frac{p_{i j}}{t_{i}}\right)=\frac{1}{\delta}
\end{aligned}
$$

Take $a=\sqrt{\frac{3 \ln (4 n / \epsilon)}{\delta}}$. Take $k$ to be large enough so that $\delta>k \ln n$ implies $a<1$ (in particular, choosing $k>3(1+\ln (\epsilon / 4))$ is sufficient). Applying Theorem 5 , we have

$$
\begin{aligned}
\operatorname{pr}(\|C-\bar{L}\|>a) & \leq 2 n \exp \left(-\frac{\frac{3 \ln (4 n / \epsilon)}{\delta}}{2 / \delta+2 a /(3 \delta)}\right) \\
& \leq 2 n \exp \left(-\frac{3 \ln (4 n / \epsilon)}{3}\right) \\
& \leq \epsilon / 2
\end{aligned}
$$

For the second term, note that by the Chernoff bound (see, for example, [1]), for each $i$,

$$
\operatorname{pr}\left(\left|d_{i}-t_{i}\right|>b t_{i}\right) \leq \frac{\epsilon}{2 n} \text { if } b \geq \sqrt{\frac{\ln (4 n / \epsilon)}{t_{i}}}
$$

Take $b=\sqrt{\frac{\ln (4 n / \epsilon)}{\delta}}$, so that for all $i$, we have $\operatorname{pr}\left(\left|d_{i}-t_{i}\right|>b t_{i}\right) \leq \frac{\epsilon}{2 n}$. Then we obtain

$$
\left\|\bar{D}^{-1 / 2} D^{1 / 2}-I\right\|=\max _{i=1, \ldots, n}\left|\sqrt{\frac{d_{i}}{t_{i}}}-1\right|
$$

Note that for $0<x<1$, we have $|\sqrt{x}-1| \leq|x-1|$. Taking $x=\frac{d_{i}}{t_{i}}>0$, we have that with probability at least $1-\frac{\epsilon}{2}$, this is at most $b=\sqrt{\frac{\ln (4 n / \epsilon)}{\delta}}=\frac{1}{\sqrt{3}} a<1$ for all $i$. Thus we obtain

$$
\left\|\bar{D}^{-1 / 2} D^{1 / 2}-I\right\|=\max _{i=1, \ldots, n}\left|\sqrt{\frac{d_{i}}{t_{i}}}-1\right| \leq \sqrt{\frac{\ln (4 n / \epsilon)}{\delta}}
$$

with probability at least $1-\frac{\epsilon}{2}$.

We note that as the Laplacian spectrum is in $[0,2]$, we have $\|I-L\| \leq 1$. Therefore, with probability at least $1-\frac{\epsilon}{2}$, we have

$$
\begin{aligned}
\|L-C\| & =\left\|I-D^{-1 / 2} A D^{-1 / 2}-I+\bar{D}^{-1 / 2} A \bar{D}^{-1 / 2}\right\| \\
& =\left\|D^{-1 / 2} A D^{-1 / 2}-\bar{D}^{-1 / 2} D^{1 / 2} D^{-1 / 2} A D^{-1 / 2} D^{1 / 2} \bar{D}^{-1 / 2}\right\| \\
& =\left\|(I-L)-\left(\bar{D}^{-1 / 2} D^{1 / 2}\right)(I-L)\left(D^{1 / 2} \bar{D}^{-1 / 2}\right)\right\| \\
& =\left\|\left(\bar{D}^{-1 / 2} D^{1 / 2}-I\right)(I-L) D^{1 / 2} \bar{D}^{-1 / 2}+(I-L)\left(I-D^{1 / 2} \bar{D}^{-1 / 2}\right)\right\| \\
& \leq\left\|\bar{D}^{-1 / 2} D^{1 / 2}-I\right\|\left\|D^{1 / 2} \bar{D}^{-1 / 2}\right\|+\left\|I-D^{1 / 2} \bar{D}^{-1 / 2}\right\| \\
& \leq b(b+1)+b=b^{2}+2 b
\end{aligned}
$$

Finally, as $b=\frac{1}{\sqrt{3}} a$ and $a<1$, we have that with probability at least $1-\epsilon$,

$$
\begin{aligned}
\|L-\bar{L}\| & \leq\|C-\bar{L}\|+\|L-C\| \\
& \leq a+\frac{1}{3} a^{2}+\frac{2 a}{\sqrt{3}} \leq 3 a
\end{aligned}
$$

completing the proof.

## 4 Applications to Several Graph Models

The above theorems apply in a very general random graph setting. Here we discuss the applications of Theorems 1 and 2 for the Erdös-Rényi graph and for the $G(\mathbf{w})$ model, as discussed in section 1 above. We begin by examining the Erdös-Rényi graph.

The Erdös-Rényi graph is a well studied random graph (see, for example, [1], [5]) where $p_{i j}=p$ for $i \neq j$ and 0 for $i=j$ for some $p \in(0,1)$. We denote this graph by $G_{n, p}$. If $J$ represents the $n \times n$ matrix with a 1 in every entry, then for $G_{n, p}, \bar{A}=p(J-I)$ and $\bar{D}=(n-1) p I$. An application of Theorem 1 yields

Theorem 6. For $G_{n, p}$, if $p>\frac{8}{9 n} \ln (\sqrt{2} n)$, then with probability at least 1 $1 / n=1-o(1)$, we have

$$
\left|\lambda_{i}(A)-\lambda_{i}(p(J-I))\right| \leq \sqrt{8 n p \ln (\sqrt{2} n)}
$$

We note that stronger results for the spectrum of the adjacency matrix of $G_{n, p}$ can be found in [21], [14]. Specifically, in [14], it is shown that for $p n \geq$ $c \ln n, \lambda_{1}(A)=p n+O(\sqrt{p n})$, and all other eigenvalues satisfy $\left|\lambda_{i}(A)\right|=O(\sqrt{p n})$. Here, we are at best able to show that $\left|\lambda_{i}(A)-\lambda_{i}(p(J-I))\right| \leq O(p n)$. The spectrum of $p(J-I)$ is $\{p(n-1),-p\}$, where $-p$ has multiplicity $n-1$, so if $i>1$, we have only that $\lambda_{i}(A)=O(p n)$. However, due to the very strong
symmetries in $G_{n, p}$, it seems unlikely that the methods used to investigate this graph in detail will extend to general random graphs.

For the Laplacian of $G_{n, p}$, we obtain $\bar{L}=I-\frac{1}{n-1}(J-I)$. An application of Theorem 2 yields
Theorem 7. If $p n \gg \ln n$, then with probability at least $1-1 / n=1-o(1)$, we have

$$
\left|\lambda_{k}(L)-\lambda_{k}\left(I-\frac{1}{n-1}(J-I)\right)\right| \leq 3 \sqrt{\frac{6 \ln (2 n)}{p n}}=o(1)
$$

for all $1 \leq k \leq n$.
The spectrum of $I-\frac{1}{n-1}(J-I)$ is $\left\{\frac{1}{n-1}, 1+\frac{1}{n-1}\right\}$, where $1+\frac{1}{n-1}$ has multiplicity $n-1$. Thus, we see that if $p n \gg \ln n$, then w.h.p. $L$ has all eigenvalues other than $\lambda_{\min }(L)$ close to 1 . This result is not new (see [10], [11]), and [11] also considers the case where $p n \leq \ln n$.

We now turn to the $G(\mathbf{w})$ model. We begin by precisely defining the model. Given a sequence $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$, we define the random graph $G(\mathbf{w})$ to have vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$, and edges are independently assigned to each pair $\left(v_{i}, v_{j}\right)$ with probability $w_{i} w_{j} \rho$, where $\rho=\frac{1}{\sum w_{i}}$. In this way, the expected degree of $v_{i}$ is $w_{i}$ for each $i$. Moreover, the matrix $\bar{A}$ with $\bar{A}_{i j}=\operatorname{pr}\left(v_{i} \sim v_{j}\right)$ is given by $\bar{A}=\rho \mathbf{w}^{\prime} \mathbf{w}$, and as such has eigenvalues $\rho \sum w_{i}^{2}$ and 0 , where 0 has multiplicity $n-1$. Let $\tilde{d}$ denote the expected second order average degree of $G(\mathbf{w})$, so $\tilde{d}=\frac{\sum w_{i}^{2}}{\sum w_{i}}=\rho \sum w_{i}^{2}$. Applying Theorem 1 with $\epsilon=1 / n$, we immediately obtain Theorem 3.

Similarly, we can apply Theorem 2 to obtain concentration results for the spectrum of the Laplacian matrix for $G(\mathbf{w})$. Notice that the value of $k$ given in Theorem 1 will here be $k(\epsilon)=k(1 / n)>3(1+\ln (1 /(4 n)))$, so the requirement in Theorem 4 that $w_{\min } \gg \ln n$ is sufficient to give that for $n$ sufficiently large, $w_{\min }>k \ln n$. This theorem improves on the bounds for the eigenvalues of the Laplacian given in [10], as seen in section 1 above.

Let $\mathbf{x}=\left(w_{1}^{1 / 2}, w_{2}^{1 / 2}, \ldots, w_{n}^{1 / 2}\right)$. Then we have

$$
\left(\bar{D}^{-1 / 2} \bar{A} \bar{D}^{-1 / 2}\right)_{i j}=\frac{\rho w_{i} w_{j}}{\sqrt{w_{i} w_{j}}}=\rho \sqrt{w_{i} w_{j}}
$$

so $\bar{L}=I-\rho \mathbf{x}^{\prime} \mathbf{x}$. Thus, the eigenvalues of $\bar{L}$ are 0 and 1 , where 1 has multiplicity $n-1$. Applying Theorem 2 with $\epsilon=1 / n$, we obtain Theorem 4.

Recall, as described in section 1, we can use the $G(\mathbf{w})$ model to build random power law graphs. Given a power law exponent $\beta$, maximum degree $m$, and average degree $d$, we take $w_{i}=c i^{-\frac{1}{\beta-1}}$ for each $i$ with $i_{0} \leq i<n+i_{0}$, with $c=\frac{\beta-2}{\beta-1} d n^{\frac{1}{\beta-1}}$ and $i_{0}=n\left(\frac{d(\beta-2)}{m(\beta-1)}\right)^{\beta-1}$. We obtain the following bounds for $\tilde{d}$ (see [9]):

$$
\tilde{d}= \begin{cases}d \frac{(\beta-2)^{2}}{(\beta-1)(\beta-3)}(1+o(1)) & \text { if } \beta>3  \tag{6}\\ \frac{1}{2} d \ln \frac{2 m}{d}(1+o(1)) & \text { if } \beta=3 \\ d \frac{(\beta-2)^{2}}{(\beta-1)(3-\beta)}\left(\frac{m(\beta-1)}{d(\beta-2)}\right)^{3-\beta}(1+o(1)) & \text { if } 2<\beta<3\end{cases}
$$

In [10], bounds are given for the largest eigenvalue of the adjacency matrix of a random power law graph as described. In particular, the authors show that for a random power law graph as above with adjacency matrix $A$,

1. If $\beta \geq 3$ and $m>d^{2} \log ^{3+\epsilon} n$, then a.a.s. $\lambda_{1}(A)=(1+o(1)) \sqrt{m}$.
2. If $2.5<\beta<3$ and $m>d^{\frac{\beta-2}{\beta-2.5}} \ln ^{\frac{3}{\beta-2.5}} n$, then a.a.s. $\lambda_{1}(A)=(1+o(1)) \sqrt{m}$.
3. If $2<\beta<2.5$ and $m>\ln ^{\frac{3}{2.5-\beta}} n$, then a.a.s. $\lambda_{1}(A)=(1+o(1)) \tilde{d}$.

We note that these theorems require specific relationships between $m$ and $d$, as noted. Applying Theorem 3 to a random power law graph, we can eliminate such requirements, although the bounds are less clean:
Theorem 8. Suppose $G(\mathbf{w})$ is a random power law graph as described above. If $m>\frac{8}{9} \ln (\sqrt{2} n)$ then with probability $1-o(1)$, we have

- If $\beta>3$, then

$$
\left|\lambda_{1}(A)-d \frac{(\beta-2)^{2}}{(\beta-1)(\beta-3)}(1+o(1))\right| \leq \sqrt{8 m \ln (\sqrt{2} n)}
$$

- If $\beta=3$, then

$$
\left|\lambda_{1}(A)-\frac{1}{2} d \ln \frac{2 m}{d}(1+o(1))\right| \leq \sqrt{8 m \ln (\sqrt{2} n)}
$$

- If $2<\beta<3$, then

$$
\left|\lambda_{1}(A)-d \frac{(\beta-2)^{2}}{(\beta-1)(3-\beta)}\left(\frac{m(\beta-1)}{d(\beta-2)}\right)^{3-\beta}(1+o(1))\right| \leq \sqrt{8 m \ln (\sqrt{2} n)}
$$

From these bounds, one might be able to derive specific relationships between $m$ and $d$ that lead to particular values for $\lambda_{1}(A)$.

Finally, we can apply Theorem 4 to the random power law graph model described here to obtain bounds on the Laplacian spectrum:
Theorem 9. Suppose $G(\mathbf{w})$ is a random power law graph as described above. If $w_{\min }=c i_{0}^{-\frac{1}{\beta-1}}=m n^{\frac{\beta}{1-\beta}} \gg \ln n$, then with probability $1-o(1)$, we have that for $\lambda_{k}(L)>\lambda_{\min }(L)$,

$$
\left|\lambda_{k}(L)-1\right| \leq 3 \sqrt{\frac{6 \ln (2 n)}{m n^{\frac{\beta}{1-\beta}}}}=o(1) .
$$
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