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Abstract. We study the stability of a flexible beam that is clamped at one end and free at
the other; a mass is also attached to the free end of the beam. To stabilize this system we apply a
boundary control force at the free end of the beam. We prove that the closed-loop system is well-
posed and is exponentially stable. We then analyze the spectrum of the system for a special case
and prove that the spectrum determines the exponential decay rate for the considered case.
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1. Introduction. In this paper, we study the stability of a flexible beam that
is clamped at one end and is free at the other end; a mass is also attached to the free
end. The equations of motion for this system are given by

utt + uxxxx = 0, 0 < x < 1, t ≥ 0,(1.1)

u(0, t) = ux(0, t) = uxx(1, t) = 0, t ≥ 0,(1.2)

−uxxx(1, t) +mutt(1, t) = w(t), t ≥ 0,(1.3)

where m > 0 is the tip mass and w(t) is the boundary control force applied at the
free end of the beam; a subscript letter denotes the partial derivation with respect to
that variable. For simplicity, and without loss of generality, the length of the beam,
the mass per unit length, and the flexural rigidity of the beam are chosen to be unity.
Our problem is to find a feedback control law for w(t) so that the solutions of the
resulting closed-loop system decay uniformly to zero. This can be achieved with a
highly unbounded feedback law; see (2.1).

The model given by (1.1)–(1.3) is a variant of the SCOLE model in the sense that
one has neglected the moment of inertia at x = 1, which has been studied in the past;
see, e.g., [1], [9], [14], [15]. It is known that for such types of models the feedback law

w(t) = −αut(1, t), α > 0, t ≥ 0,(1.4)

is sufficient for strong (i.e., asymptotic) stability but not sufficient for uniform (i.e.,
exponential) stability; see [9], where arbitrarily slow decay is proven by using asymp-
totic estimates of the eigenvalues. In fact, as shown in [14], the control law given by
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1963

(1.4) may be considered as a compact perturbation of the uncontrolled system. It
is well known that such compact perturbations are not sufficient to provide uniform
stabilization; see [6], [17], [20]. Hence, to obtain uniform stability one has to choose
“stronger” feedback terms, such as uxxxt (see [13], [14]), where the lack of uniform
stability for the SCOLE model with usual feedback laws (e.g., velocity feedback; see
(1.4)) was proven by using the compactness argument, and uniform decay of the en-
ergy was obtained by means of higher-order feedback for rather smooth initial data.
Also in [15], decay estimates for a flexible cable with a tip mass were given. Let us
mention that these papers study the asymptotic or uniform decay for hybrid systems
by using energy multipliers; thus the decay is qualitative, and one cannot conclude
on the optimality of the decay rate. In [3] a flexible beam with rate control on the
bending moment was considered, the uniform decay was proven by using the esti-
mates of the resolvent operator on the imaginary axis, and a careful analysis of the
eigenvalues and eigenfunctions was given (similar to the one given in [12] but for a
harder problem). In [1] a three-dimensional model for the SCOLE system, including
the moment of inertia at x = 1, is considered, and then a feedback law similar to
(1.4) and another feedback law based on optimal control techniques are studied. As
stated above, these results also show the asymptotical or uniform decay of energy for
the system considered, but do not give the optimality of the decay rate.

In this paper we investigate the uniform stability of the system given by (1.1)–
(1.3). The paper is organized as follows. In the next section we prove the well-
posedness and the uniform stability of (1.1)–(1.3) with a proper choice for w(t) for a
norm weaker than the one used in [14] by introducing a specific change of variables.
Then we study the spectrum of the system for a particular case and prove that for
the considered case the spectrum determines the exponential decay rate for almost all
α > 0. We also show that in case m = 0 in (1.1)–(1.4) (i.e., the case of the cantilevered
beam with a boundary force control), for almost all α > 0, the spectrum determines
the exponential growth rate (see Appendix). Finally we give some concluding remarks.

2. Stability results. For the system given by (1.1)–(1.3) we propose the fol-
lowing linear feedback control law for w(t):

w(t) = −αut(1, t) + βuxxxt(1, t), t ≥ 0,(2.1)

where α and β are positive constants.
We define the auxiliary function η as

η(t) = −uxxx(1, t) +
m

β
ut(1, t), t ≥ 0.(2.2)

Upon substituting (2.1) and (2.2) into (1.3), the latter becomes

βη̇(t) + η(t) +

(
α− m

β

)
ut(1, t) = 0, t ≥ 0,(2.3)

where a dot represents the time derivative. We note that a similar control law has
been applied to the stabilization of a cable with a tip mass, see [10].

Let us introduce the following spaces:

V = {u : [0, 1]→ R|u ∈ H2(0, 1), u(0) = ux(0) = 0},(2.4)

H = {(u v η)
T |u ∈ V, v ∈ L2(0, 1), η ∈ R},(2.5)
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1964 FRANCIS CONRAD AND ÖMER MORGÜL

where the superscript T stands for the transpose; the spaces L2(0, 1) and Hk(0, 1) are
defined as

L2(0, 1) =

{
y : [0, 1]→ R|

∫ 1

0

y2dx <∞
}
,(2.6)

Hk(0, 1) = {y : [0, 1]→ R|y, y(1), . . . , y(k) ∈ L2(0, 1)}.(2.7)

In H we define the following inner-product:

< y, ỹ >H =

∫ 1

0

(uxxũxx + vṽ)dx+ Kηη̃,(2.8)

where y = (u v η)
T ∈ H, ỹ = (ũ ṽ η̃)

T ∈ H, K > 0 is chosen as

K =
β2

m+ αβ
.(2.9)

The reason for this choice will become clear later. Next we define the unbounded
operator A : D(A) ⊂ H → H as follows:

A

 u
v
η

 =

 v
−uxxxx

− 1
β η − 1

β (α− m
β )v(1)

 ,(2.10)

where the domain D(A) of the operator A is defined as

D(A) =

{
(u v η )

T |u ∈ H4(0, 1) ∩ V, v ∈ V, η ∈ R,(2.11)

uxx(1) = 0, η = −uxxx(1) +
m

β
v(1)

}
.

With the previous notation, (1.1)–(1.2) and (2.3) can be written formally as

ẏ = Ay, y(0) ∈ H,(2.12)

where y = (u v η)
T

, η is defined by (2.2), and v = ut.
Theorem 2.1. The operator A, defined by (2.10) and (2.11), generates a C0

semigroup of contractions on H. (For the terminology on the semigroup theory, the
reader is referred to [11].)

Proof. We apply the Lumer–Phillips theorem; see, e.g., [11, p. 14]. First, for any

y = (u v η)
T ∈ D(A),

〈Ay, y〉H =

∫ 1

0

(uxxvxx − vuxxxx)dx− K

β
η

(
η +

(
α− m

β

)
v(1)

)
= −K

β
u2
xxx(1)− Kmα

β2
v2(1),

(2.13)

where to derive the last equation we integrated by parts twice and used (1.2), (2.2),
and (2.9). Note that due to the particular choice of K given by (2.9), the term
multiplying v(1)uxxx(1) in (2.13) vanishes. It follows from (2.13) that the operator A
is dissipative.
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1965

Next we show that the range of the operator λI −A : D(A) ⊂ H → H is onto for

λ > 0; that is, for any given z = (f g h)
T ∈ H, we have to find y = (u v η)

T ∈ D(A)
so that

(λI −A)y = z,(2.14)

which is equivalent to the following set of equations:

λu− v = f,(2.15)

λv + uxxxx = g,(2.16)

(
λ+

1

β

)
η +

1

β

(
α− m

β

)
v(1) = h.(2.17)

Upon substituting (2.15) into (2.16), the latter becomes

λ2u+ uxxxx = λf + g.(2.18)

By using (2.15) and (2.2) in (2.17), the latter becomes

−
(
λ+

1

β

)
uxxx(1) +

λ(α+mλ)

β
u(1) = h+

mλ+ α

β
f(1) .(2.19)

Therefore to prove that λI−A is onto, we have to prove the existence of a solution
for the following set of equations:

λ2u+ uxxxx = f∗,(2.20)

u(0) = ux(0) = uxx(1) = 0,(2.21)

−uxxx(1) + cu(1) = h∗,(2.22)

where f∗, h∗, and c are given by

f∗ = λf + g ∈ L2(0, 1), h∗ =
β

λβ + 1
h+

mλ+ α

λβ + 1
f(1) ∈ R,(2.23)

c =
λ(mλ+ α)

λβ + 1
> 0.

The existence, as well as the uniqueness and continuous dependence, of a solution
of (2.20)–(2.23) with respect to (f∗, h∗) can be considered as standard. One way to
prove it is to use the weak formulation of (2.20)–(2.23), which is∫ 1

0

uxxϕxxdx + λ2

∫ 1

0

uϕdx+ cu(1)ϕ(1)(2.24)

=

∫ 1

0

f∗ϕdx+ h∗ϕ(1), u ∈ V,∀ϕ ∈ V.

Since c > 0, the left-hand side of (2.24) is a coercive bilinear form of ϕ and u. Then
the existence and uniqueness of a u ∈ V satisfying (2.24) follow from the well-known
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1966 FRANCIS CONRAD AND ÖMER MORGÜL

Lax–Milgram theorem; see e.g. [19, p. 26]. By standard regularity u ∈ H4(0, 1) and
by using particular ϕ, one recovers the boundary conditions in u. Then v given by
(2.15) and η given by (2.17) are unique and (u v η)

T ∈ D(A). This shows that the
operator λI −A is onto for λ > 0, and the proof of the theorem now follows from the
Lumer–Phillips theorem.

Remark 1. It follows from Theorum 2.1 that for (u0 v0 η0)
T ∈ D(A), the prob-

lem (2.12) has a strong solution (u(t) v(t) η(t))
T ∈ C1(R+,V × L2(0, 1) × R) ∩

C0(R+, D(A)). Thus η(t) = −uxxx(1, t) + m
β ut(1, t) is differentiable, but uxxx(1, t)

and ut(1, t) are not guaranteed to be separably differentiable. This will be the case if

(u0 v0 η0)
T ∈ D(A2).

Next we prove that the semigroup generated by the operator A decays exponen-
tially to zero.

Theorem 2.2. Let T (t) be the C0 semigroup of contractions generated by the
operator A on H. Then there exist positive constants M and δ such that the following
holds:

‖T (t)‖L(H) ≤Me−δt, t ≥ 0,(2.25)

where the norm used is the norm induced by the inner-product given by (2.8).
Proof. We first define the following function:

V (t) = tE(t) +

∫ 1

0

x ut(x, t) ux(x, t)dx,(2.26)

where the “energy” E(t) is given by

E(t) =
1

2
‖z(t)‖2H =

1

2

∫ 1

0

(u2
t (x, t) + u2

xx(x, t))dx+
K

2
η2(t),(2.27)

z(t) = (u(·, t) ut(·, t) η(t))
T ∈ H is the solution of (2.12), and K is given by (2.9).

Assume that z(0) ∈ D(A); then by semigroup property we have z(t) = T (t)z(0) ∈
D(A) ∀t ≥ 0. Hence, in view of (2.13), we have

Ė(t) = < Az(t), z(t) >H = −K
β
u2
xxx(1, t)− Kmα

β2
u2
t (1, t) ≤ 0.(2.28)

Next, by using Cauchy–Schwarz and Poincaré’s inequalities, it can easily be shown
that the following holds for a positive constant C:

(t− C)E(t) ≤ V (t) ≤ (t+ C)E(t), t ≥ 0.(2.29)

(One can take C = 1 or even C = 1/
√

2.) By differentiating (2.26) with respect to
time and by using (1.1), we obtain

V̇ (t) = E(t) + tĖ(t) +

∫ 1

0

x uxt(x, t) ut(x, t)dx(2.30)

−
∫ 1

0

x ux(x, t) uxxxx(x, t)dx.

Using integration by parts and (1.2), we obtain∫ 1

0

x ux(x, t) uxxxx(x, t)dx = ux(1, t) uxxx(1, t) +
3

2

∫ 1

0

u2
xx(x, t)dx,(2.31)
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1967∫ 1

0

x uxt(x, t) ut(x, t)dx =
1

2
u2
t (1, t)−

1

2

∫ 1

0

u2
t (x, t) dx.(2.32)

By using (1.2), we obtain

u2
x(1, t) ≤

∫ 1

0

u2
xx(x, t)dx.(2.33)

We also have the following inequalities:

ux(1, t)uxxx(1, t) ≤ δ1u2
x(1, t) +

1

δ1
u2
xxx(1, t),(2.34)

η2(t) ≤ 2u2
xxx(1, t) + 2

m2

β2
u2
t (1, t),(2.35)

where δ1 > 0 is an arbitrary constant. By using (2.28) and (2.31)–(2.35) in (2.30), we
obtain

V̇ (t) ≤ −(1− δ1)

∫ 1

0

u2
xx(x, t)dx−

[
K

β
t−K − 1

δ1

]
u2
xxx(1, t)

−
[
Kmα

β2
t− 1

2
− Km2

β2

]
u2
t (1, t).

(2.36)

By choosing δ1 < 1, the integral term in (2.36) is negative. Hence there exists a
constant T ≥ 0, which depends only on the constants K, m, α, β, and δ1 such that
the following holds:

V̇ (t) ≤ 0, t ≥ T.(2.37)

Now, from (2.29) and (2.37) we obtain the following:

E(t) ≤ T + C

t− C E(0), t > max{C, T}.(2.38)

Note that E(t) = 1
2‖z(t)‖2H = 1

2‖T (t)z(0)‖2H; hence from (2.38) it follows that
‖T (t)‖L(H) < 1 for t > 0 sufficiently large. Hence it follows from the semigroup

property that the exponential decay, i.e., (2.25), holds.
Remark 2. From (2.25) and (2.27) we conclude that both the “energy” associated

with the flexible beam (i.e., the integral terms in (2.27)) and η defined by (2.2) decay
exponentially to zero. However, we cannot conclude that the same holds separately
for the tip mass velocity ut(1, t) and uxxx(1, t). If we assume that z(0) ∈ D(A), then
we also have for the graph norm

‖T (t)z(0)‖D(A) ≤Me−δt‖z(0)‖D(A).

In this case, T (t)z(0) decays exponentially to zero in H4(0, 1)×H2(0, 1)×R. Since,
similar to (2.33), we have

u2
t (1, t) ≤

∫ 1

0

u2
xt(x, t)dx,

we obtain exponential decay of the tip mass velocity ut(1, t) and uxxx(1, t) uniformly
for all smooth initial data z(0) ∈ D(A) bounded in D(A) for the graph norm.
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1968 FRANCIS CONRAD AND ÖMER MORGÜL

3. Analysis of the spectrum. In this section we calculate the spectrum of the
operator A for a special case and claim that the spectrum determines the optimal
exponential decay rate given by (2.25) for the considered case. Our method is to
prove that a system of eigenvectors of A forms a Riesz basis in H. To obtain this
result we compare the flexible beam with a tip mass to the flexible beam without a
tip mass for the spectral properties. Here we have to work in the complexified Hilbert
spaces V, L2(0, 1) and H. For convenience we do not change the notation for these
spaces.

Let λ ∈ C be an eigenvalue of A and let y = (u v η)
T ∈ D(A) be a corre-

sponding eigenvector. To find y we have to solve (2.14), and hence (2.15)–(2.17) for

z = (f g h)
T

= 0. Using (2.15) in (2.16), the latter, together with the boundary
conditions, becomes

λ2u+ uxxxx = 0,(3.1)

u(0) = ux(0) = uxx(1) = 0.(3.2)

Similarly, by using (2.15) and (2.2) in (2.17), the latter becomes (cf. (2.19))

−
(
λ+

1

β

)
uxxx(1) +

λ(α+mλ)

β
u(1) = 0.(3.3)

By solving (3.1)–(3.3) one can find u. Then v and η can be found from (2.15) and
(2.2), respectively.

The solutions of (3.1), together with the first two boundary conditions in (3.2),
can be found as (for 0 ≤ x ≤ 1)

u(x) = c1(cosh τx− cos τx) + c2(sinh τx− sin τx), λ = iτ2,(3.4)

where c1 and c2 are constants to be determined by the remaining boundary conditions,
cosh and sinh are the hyperbolic cosine and sine functions, respectively, and τ is one
square root of λ/i. The choice of the sign is not important since by using −τ instead
of τ nothing changes except the signs of the eigenvectors associated with λ.

By using (3.4) in (3.3) and the last boundary condition in (3.2), we obtain

τ2(cosh τ + cos τ)c1 + τ2(sinh τ + sin τ)c2 = 0,(3.5)

[−q1(λ)τ3(sinh τ − sin τ) + q2(λ)(cosh τ − cos τ)]c1
+[−q1(λ)τ3(cosh τ + cos τ) + q2(λ)(sinh τ − sin τ)]c2 = 0,

(3.6)

where

q1(λ) = λ+
1

β
, q2(λ) =

λ(mλ+ α)

β
.

By writing (3.5)–(3.6) in matrix form and taking the determinant of the coefficient
matrix, it can easily be shown that (3.5)–(3.6) admit nontrivial solutions for c1 and c2
if and only if λ (hence τ) satisfies the following equation with λ necessarily nonzero:

−τ3q1(λ)(1 + cosh τ cos τ) + q2(λ)(sinh τ cos τ − cosh τ sin τ) = 0.(3.7)
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1969

The solutions of (3.7) give the eigenvalues of A; the corresponding eigenvectors can
be found from (3.4)–(3.6), (2.15), and (2.2).

In what follows we analyze the spectrum of A for the case α = m
β . From (2.3)

or (2.10) it is clear that this choice leads to simplifications in the system (1.1)–(1.3)
or (2.12), especially for the asymptotic behavior since the system is then uncoupled,
except for the initial conditions. Then (3.7) can be written in the following form:(

λ+
1

β

)
[−τ3(1 + cosh τ cos τ) + αλ(sinh τ cos τ − cosh τ sin τ)] = 0.(3.8)

From (3.8) it follows that λ∗ = − 1
β is an eigenvalue of A. To find the remaining

eigenvalues of A let us define the function f(·) given by

f(τ) = −τ3(1 + cosh τ cos τ) + αλ(sinh τ cos τ − cosh τ sin τ),(3.9)

which is just the remaining factor of (3.8) after the division by the term (λ + 1
β ).

Hence the remaining eigenvalues of A are precisely the (nonzero) roots of this factor:

−τ3(1 + cosh τ cos τ) + αλ(sinh τ cos τ − cosh τ sin τ) = 0.(3.10)

It is known that (3.10) is just the characteristic equation for the system given by
(1.1)–(1.4) with m = 0, i.e., the clamped-free (cantilevered) beam with boundary force
controller at the free end; see, e.g., [12]. Moreover the eigenvectors of A corresponding
to the roots of (3.10) are also related to the eigenvectors of the cantilevered beam in
a simple way. For these reasons we will briefly study the spectral properties of the
cantilevered beam in the following subsection.

3.1. Spectral analysis of the cantilevered beam. We consider the Euler–
Bernoulli beam with boundary force control:

utt + uxxxx = 0, 0 < x < 1, t ≥ 0,(3.11)

u(0, t) = ux(0, t) = uxx(1, t) = 0, uxxx(1, t) = αut(1, t), t ≥ 0,(3.12)

where α > 0. Note that this system is the same as (1.1)–(1.4) with m = 0.
We define the following spaces:

V = {v ∈ H2(0, 1); v(0) = vx(0) = 0},(3.13)

D(B) = {(u v)
T |u ∈ H4(0, 1) ∩ V, v ∈ V, uxx(1) = 0, uxxx(1) = αv(1)}.(3.14)

The operator B for the problem (3.11)–(3.12) is

B

(
u
v

)
=

(
v

−uxxxx
)
, (u v)

T ∈ D(B).(3.15)

The system given by (3.11), (3.12) can be written formally as

ż(t) = Bz(t), z(0) ∈ V × L2(0, 1),(3.16)

where z = (u(·, t) ut(·, t))T , and the domain of B is given by (3.14).
We first state the following well-known result.
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1970 FRANCIS CONRAD AND ÖMER MORGÜL

Lemma 3.1. Consider the system given by (3.16).
i : B generates an exponentially stable C0 semigroup of contractions in V ×

L2(0, 1).
ii : B has compact resolvent for λ > 0.
iii : The eigenvalues of B are countable and isolated. Moreover each eigenvalue

has finite algebraic multiplicity.
Proof. For i and ii, see [3]. Then iii follows from ii; see, e.g., [8, p. 187], [5,

p. 2292].

Writing z = (u v)
T

and Bz = λz, we get the following well-known characteristic
equation:

f(τ) = −τ3(1 + cosh τ cos τ) + iατ2(sinh τ cos τ − cosh τ sin τ) = 0,(3.17)

where λ = iτ2. Note that λ = 0 is not an eigenvalue of B. Hence the roots of (3.17)
are precisely the eigenvalues of B, and by Lemma 3.1, (3.17) has only countably many
roots; moreover each root is isolated and has finite algebraic multiplicity. Eigenvectors
corresponding to λ = iτ2 can be taken as (ϕ1 λϕ1)

T
, where

ϕ1(τ, x) = ( cosh τ + cos τ)(sinh τx− sin τx)(3.18)

− (sinh τ + sin τ)(cosh τx− cos τx).

All eigenvalues are geometrically simple. For the algebraic multiplicity we have
the following result.

Lemma 3.2. Consider the operator B on V × L2(0, 1) given by (3.15), where
D(B) is given by (3.14). Let λ be an eigenvalue of B and set λ = iτ2. Then the
algebraic multiplicity of λ is 1 if and only if f(τ) = 0 and f ′(τ) 6= 0 (i.e., if and only
if τ is a simple root of (3.17)).

Proof. The algebraic multiplicity of λ is greater than 1 if and only if Ker(B− λI)
2

\Ker(B− λI) 6= ∅, i.e., there exists (ψ1 ψ2)
T

which satisfies

(B − λI)

(
ψ1

ψ2

)
=

(
ϕ1

λϕ1

)
,(3.19)

which is equivalent to the following set of equations:

ψ2 − λψ1 = ϕ1,(3.20)

−ψ1xxxx − λψ2 = λϕ1,(3.21)

ψ1(0) = ψ1x(0) = ψ1xx(1) = 0, ψ1xxx(1) = αψ2(1).(3.22)

By eliminating ψ2, we obtain the following set of equations:

−ψ1xxxx − λ2ψ1 = 2λϕ1,(3.23)

ψ1(0) = ψ1x(0) = ψ1xx(1) = 0, ψ1xxx(1) = αλψ1(1) + αϕ1(1).(3.24)

The general solution of (3.23) satisfying the first three conditions of (3.24) is given
for all λ by ψ1 = dϕ1

dλ + z, where dϕ1

dλ = 1
2iτ

dϕ1

dτ and z satisfies

zxxxx + λ2z = 0,(3.25)
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1971

z(0) = zx(0) = zxx(1) = 0.(3.26)

The last condition of (3.24) becomes

zxxx(1)− αλz(1) = αϕ1(1) + αλ
dϕ1

dλ
(1)−

(
dϕ1

dλ

)
xxx

(1) = µ.(3.27)

By computing µ defined in (3.27) from ϕ1 and dϕ1

dλ we get

µ =
d

dλ
[αλϕ1(1)− ϕ1xxx(1)] = 2

df(τ)

dλ
=

1

iτ
f ′(τ).(3.28)

We conclude that the algebraic multiplicity of λ is larger than 1 if and only if (3.25)–
(3.27) admit a solution z. Multiplying (3.25) by ϕ1, integrating by parts, and using
the boundary conditions on z and ϕ1, we obtain

zxxx(1)ϕ1(1)− z(1)ϕ1xxx(1) = [zxxx(1)− αλz(1)]ϕ1(1) = 0.(3.29)

Since ϕ1 is an eigenfunction of B, it could easily be shown that ϕ1(1) 6= 0 (otherwise
one obtains a contradiction; see, e.g., [4, p. 429]). Hence (3.25)–(3.27) admit a
solution if and only if µ = 0, in which case we could choose z = ϕ1. Hence λ is
algebraically simple if and only if f(τ) = 0 and f ′(τ) 6= 0, i.e., if and only if λ is a
simple root of (3.17).

By Lemma 3.1, B has at most countably many and isolated eigenvalues. Let
λn = iτ2

n, n ∈ Z, be the roots of (3.17). The corresponding eigenvectors of B can be
given as

Fnr =

(
ϕ1(τn, x)
λnϕ1(τn, x)

)
,(3.30)

where ϕ1 is given by (3.18).
Theorem 3.3. Consider the operator B on V × L2(0, 1) given by (3.15), where

D(B) is given by (3.14).
i. For any α > 0, all eigenvalues of B with sufficiently large modulus are alge-

braically simple.
ii. For almost all α > 0, the eigenvalues of B are algebraically simple.
iii. If all eigenvalues are algebraically simple, then the set of eigenvectors {Fnr,

n ∈ Z} is a Riesz basis for V ×L2(0, 1), provided that the normalization of eigenvectors
is suitable.

Proof. The proof requires detailed and lengthy calculations and is given in the
appendix. In this proof we compare the set of eigenfunctions of B for α = 0, denoted
by {Gnr, n ∈ Z} with {Fnr, n ∈ Z}, and show that these two sets are quadratically
close. Since the former set is a Riesz basis for V ×L2(0, 1), we then conclude that the
same is true for the latter set.

3.2. Spectral analysis of the operator A. We now consider the operator
A given by (2.10) for the case α = m/β. The eigenvalues of A are given by (3.8).
From (3.8) it follows that λ∗ = − 1

β is an eigenvalue of A. To find the corresponding

eigenfunction, we again set λ∗ = iτ2
∗ and rewrite (3.5) as (τ∗ 6= 0):

(cosh τ∗ + cos τ∗)c1 + (sinh τ∗ + sin τ∗)c2 = 0.(3.31)
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1972 FRANCIS CONRAD AND ÖMER MORGÜL

Note that since τ∗ is a solution of (3.8), (3.6) is linearly dependent on (3.5) and
hence will not be used to determine c1 and c2.

In (3.31) the coefficients c1 and c2 cannot be zero simultaneously. This follows
easily since τ∗ is not a purely imaginary number (note that λ∗ = − 1

β = iτ2
∗ ). So the

natural choice for c1 and c2 given by (3.5)–(3.6) is:

c1 = −(sinh τ∗ + sin τ∗),(3.32)

c2 = (cosh τ∗ + cos τ∗).(3.33)

Therefore an eigenfunction F∗ corresponding to λ∗ is

F∗ =

 u∗
v∗
η∗

 ,(3.34)

where

u∗(x) = ϕ1(τ∗, x) = (cosh τ∗ + cos τ∗)(sinh τ∗x− sin τ∗x)(3.35)

−(sinh τ∗ + sin τ∗)(cosh τ∗x− cos τ∗x),

v∗ = λ∗u∗(x),(3.36)

η∗ = 2f(τ∗),(3.37)

where f(·) and ϕ1 are given by (3.17) and (3.18), respectively. The remaining eigen-
values of A are precisely the (nonzero) roots of (3.10). From the preceding section
it follows that these eigenvalues are the roots of (3.17), and hence the eigenvalues of
B, i.e., the eigenvalues of the cantilevered beam without a tip mass. By Lemma 3.1,
(3.17) admits countably many distinct roots λn = iτ2

n, n ∈ Z, Re {λn} < 0. We set

un(x) = ϕ1(τn, x) = (cosh τn + cos τn)(sinh τnx− sin τnx)(3.38)

−(sinh τn + sin τn)(cosh τnx− cos τnx),

vn = λnun(x),(3.39)

ηn = 2f(τn) = 0,(3.40)

where ϕ1 is given in (3.18). As before, since Re{λn} < 0 implies that τn is not a
purely imaginary number, the constant factors in (3.18) cannot vanish simultaneously.
Then

Fn =

 un
vn
0

(3.41)

is an eigenvector for A associated with the eigenvalue λn. Note that (un vn)
T

is an
eigenvector of B (i.e., of the cantilevered beam) associated with the same eigenvalue.
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1973

Assume now that all the eigenvalues λn of the cantilevered beam are algebraically
simple. By Lemma 3.2, this assumption can be written as

f(τn) = 0, f ′(τn) 6= 0,(3.42)

where λ = iτ2 and for f(τ) = 0 we have

f ′(τ) = −τ2

(
1 +

τ2

iα

)
(1 + cosh τ cos τ)− 2iατ2 sinh τ sin τ.(3.43)

Under the assumption given by (3.42), we now compute the algebraic multiplicity
of all the eigenvalues (λ∗, λn, n ∈ Z) of A. We note that the algebraic simplicity of λn
as an eigenvalue of B does not imply the algebraic simplicity of λn as an eigenvalue of
A. We have to distinguish two cases: η∗ = 2f(τ∗) 6= 0, in which case λ∗ 6= λn ∀n ∈ Z,
or η∗ = 0, in which case λ∗ = λN for some N ∈ Z.

An easy computation shows that η∗ = 0 if and only if

α =
β∗(2 + cosh 2β∗ + cos 2β∗)

sinh 2β∗ − sin 2β∗
,(3.44)

where β∗ = 1/
√

2β. Hence the case η∗ = 0 is just an exceptional one in the sense that
(α, β) have to belong to the curve defined by (3.44). For instance, if α is sufficiently
small, η∗ is always nonzero.

Let λ̃ be an eigenvalue of A, and let (ũ ṽ η̃)
T

be the corresponding eigenvector.
Let us study when the algebraic multiplicity of λ̃ is equal to one or not.

Obviously Ker(A− λ̃I)
2 \Ker(A − λ̃I) 6= ∅ if and only if there exists (u v η)

T ∈
D(A) such that

A

 u
v
η

− λ̃
 u

v
η

 =

 ũ
ṽ
η̃

 ,(3.45)

which is equivalent to the following:

v = λ̃u+ ũ,(3.46)

−uxxxx − λ̃v = ṽ = λ̃ũ,(3.47)

−
(
λ̃+

1

β

)
η = η̃,(3.48)

where (u v η)
T ∈ D(A). Equations (3.46)–(3.48) have a solution if and only if the

equations

−uxxxx − λ̃2u = 2λ̃ũ,(3.49)

−
(
λ̃+

1

β

)
η = η̃,(3.50)

u(0) = ux(0) = uxx(1) = 0,(3.51)
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1974 FRANCIS CONRAD AND ÖMER MORGÜL

η = −uxxx(1) + αλ̃u(1) + αũ(1)(3.52)

admit a solution.
Lemma 3.4. Let α = m/β and consider the operator A given by (2.10). Let α

be such that the eigenvalues of the operator B given by (3.15) are algebraically simple
(note that this is true for almost all α > 0 by Theorem 3.3). Let (λ∗, F∗) be the
eigenvalue-eigenvector pair of A given by λ∗ = 1/β and (3.34), respectively, and let
(λn, Fn), n ∈ Z be the remaining eigenvalue-eigenvector pairs of A, where λn is a root
of (3.10) and Fn is given by (3.41).

i. If η∗ 6= 0, then all eigenvalues of A are algebraically simple.
ii. If η∗ = 0, then the algebraic multiplicity of λ∗ is exactly 2 and all the eigen-

values λn 6= λ∗ are algebraically simple.
Proof. i. Let η∗ 6= 0, which implies λ∗ 6= λn, n ∈ Z. Then, for λ̃ = λ∗, (3.50)

implies η∗ = 0, which is a contradiction. Thus λ∗ is algebraically simple. Choose now
λ̃ = λn for n ∈ Z, and for simplicity, denote by λ = iτ2 the eigenvalue λn. Then
η̃ = ηn = 0, and since (λ̃+ 1

β ) 6= 0, we get η = 0 so that (3.49)–(3.52) reduces to

−uxxxx − λ2u = 2λun,(3.53)

u(0) = ux(0) = uxx(1) = 0,(3.54)

uxxx(1) = αλu(1) + αun(1).(3.55)

Then, proceeding exactly as in Lemma 3.2, we obtain that (3.53)–(3.55) has a solution
if and only if f ′(τ) = 0 (cf. (3.23), (3.24)). By Lemma 3.2 this implies that λn is
not algebraically simple as an eigenvalue of B, which is a contradiction. Hence by
Lemma 3.2 we see that λn is also algebraically simple as an eigenvalue of A.

ii. For the case η∗ = 0, by the argument given above, all the λn such that λn 6= λ∗
are also algebraically simple.

Let λ∗ = λN for some N ∈ Z, which is denoted by λ for simplicity. Then (3.49)–
(3.52) reduces to

−uxxxx − λ2u = 2λu∗,(3.56)

u(0) = ux(0) = uxx(1) = 0,(3.57)

−uxxx(1) + αλu(1) + αu∗(1) = η.(3.58)

Now proceeding again as in Lemma 3.2, but replacing the right-hand side of (3.27)
by µ− η, we obtain that (3.56)–(3.58) has a solution if and only if

η =
f ′(τ)

iτ
,(3.59)

and hence is nonzero by Lemma 3.2 if λ is an algebraically simple eigenvalue of B.
Consequently it is always possible to compute η∗∗ 6= 0 in a unique way such that
(3.59) is true for η = η∗∗, and then one has a (nonunique) solution u = u∗∗ of (3.56)–
(3.58) with v = v∗∗ = λ∗u∗∗ + u∗ such that (3.46)–(3.48) is satisfied. Thus in case

η∗ = 0, λ∗ has algebraic multiplicity at least two, F∗ = (u∗ v∗ 0)
T

is an eigenvector
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1975

of A, and F∗∗ = (u∗∗ v∗∗ η∗∗)
T

with η∗∗ 6= 0 is a generalized eigenvector (but not
an eigenvector) of A. In fact, λ∗ has algebraic multiplicity exactly two, since for

w = (u v η)
T ∈ D(A), w ∈ Ker(A− λ∗I)3 \Ker(A− λ∗I)2

implies (A − λ∗I)w ∈
Ker(A− λ∗I)2 \ Ker(A− λ∗I); thus (A − λ∗I)w = (u∗∗ v∗∗ η∗∗)

T
. But this implies

that −(λ∗ + 1/β)η = η∗∗ (cf.(3.48)), hence η∗∗ = 0, which is impossible.
We have now the material to write down the Riesz basis property. Recall that

(un vn)
T

are not the functions given exactly by (3.38)–(3.39) but have been suitably
normalized to posses the adequate Riesz basis property for the cantilevered beam,
(see Theorem 3.3).

Theorem 3.5. Let α = m/β, λ∗ = −1/β, λn, n ∈ Z, be the roots of (3.10).
Assume (3.42) and η∗ = 2f(τ∗) 6= 0. Then {F∗, Fn, n ∈ Z} is a Riesz basis for H.
Moreover the estimate (2.25) is valid with δ > 0 such that

− δ = max{−1/β, Re{λn}, n ∈ Z},(3.60)

which is the optimal rate of decay.
Proof. Let z = (u v η)

T ∈ H be given. Since η∗ 6= 0, we can write

z =

 ũ
ṽ
0

+ c∗F∗,(3.61)

where

c∗ = η/η∗, ũ = u− c∗u∗ ∈ V, ṽ = v − c∗v∗ ∈ L2(0, 1).(3.62)

Since (un vn)
T
, n ∈ Z, is a Riesz basis for V × L2(0, 1), we can write(

ũ
ṽ

)
=
∑
n∈Z

cn

(
un
vn

)
,(3.63)

where cn ∈ l2(Z), and there exist positive constants C1, C2 such that

C1

∑
n∈Z

|cn|2 ≤
∥∥∥∥( ũ

ṽ

)∥∥∥∥2

V×L2

≤ C2

∑
n∈Z

|cn|2.(3.64)

Note that∥∥∥∥( ũ
ṽ

)∥∥∥∥2

V×L2

=

∫ 1

0

(ũ2
xx + ṽ2)dx , ‖z‖2H =

∫ 1

0

(u2
xx + v2)dx+Kη2,(3.65)

where K is given by (2.9). By using (3.62) we obtain

u2
xx = ũ2

xx + 2c∗ũxxu∗xx + c2∗u
2
∗xx,(3.66)

v2 = ṽ2 + 2c∗ṽv∗ + c2∗v
2
∗.(3.67)

It follows from Young’s inequality that∣∣∣∣∫ 1

0

2c∗ũxxu∗xxdx
∣∣∣∣ ≤ σ ∫ 1

0

ũ2
xxdx+

1

σ

∫ 1

0

| c∗ |2u2
∗xxdx(3.68)

≤ σ
∫ 1

0

ũ2
xxdx+

M1

σ
η2,
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1976 FRANCIS CONRAD AND ÖMER MORGÜL

where σ > 0 is an arbitrary constant and (using (3.62))

M1 =

∫ 1

0
u2
∗xx

η2∗
.

Similarly we obtain ∣∣∣∣∫ 1

0

2c∗ṽv∗dx
∣∣∣∣ ≤ σ ∫ 1

0

ṽ2dx+
M2

σ
η2,(3.69)

where

M2 =

∫ 1

0
v2
∗

η2∗
.

By using (3.66)–(3.69) in (3.65), we obtain

‖z‖2H ≤ (1 + σ)

∥∥∥∥( ũ
ṽ

)∥∥∥∥2

V×L2

+

(
K +M1 +M2 +

M1

σ
+
M2

σ

)
η2,(3.70)

‖z‖2H ≥ (1− σ)

∥∥∥∥( ũ
ṽ

)∥∥∥∥2

V×L2

+

(
K +M1 +M2 − M1

σ
− M2

σ

)
η2 .(3.71)

From (3.61)–(3.63) it follows that

z =
∑
n∈Z

cnFn + c∗F∗.(3.72)

Next we choose σ > 0 such that

M1 +M2

K +M1 +M2
< σ < 1,

which implies that all coefficients in (3.71) are positive. Since η is proportional to c∗
(see (3.62)), it follows from (3.64), (3.70)–(3.71) that there exist positive constants
C3 and C4 such that the following holds:

C3

(∑
n∈Z

|cn|2 + |c∗|2
)
≤ ‖z‖2H ≤ C4

(∑
n∈Z

|cn|2 + |c∗|2
)
.(3.73)

It follows from (3.72)–(3.73) that the system {F∗, Fn, n ∈ Z} is a Riesz basis in H.
Since F∗, Fn, n ∈ Z are all eigenvectors of A, we then have

T (t)z = T (t)

[∑
n∈Z

cnFn + c∗F∗

]
=
∑
n∈Z

eλntcnFn + eλ∗tc∗F∗.(3.74)

That (3.60) determines the optimal decay rate for the semigroup is now an im-
mediate and general consequence of the Riesz basis property in H.

Theorem 3.6. Let α = m/β, λ∗ = −1/β, λn, n ∈ Z, be the roots of (3.10).
Assume (3.42) and η∗ = 2f(τ∗) = 0. Then {F∗∗, Fn, n ∈ Z} is a Riesz basis for H.
Moreover, for any ε > 0, the estimate (2.25) is valid for δ − ε, where −δ is given by
(3.60). Hence −δ is again the optimal decay rate.
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1977

Proof. We recall that here F∗ = FN for some N ∈ Z, Fn being suitably normalized
eigenvectors of A. The Riesz basis property can be proven as in Theorem 3.5 by just
replacing F∗ by F∗∗ and using the fact that η∗∗ 6= 0, so that with c∗∗ = η/η∗∗ we have

z =

 u
v
η

 =

 ũ
ṽ
0

+ c∗∗F∗∗,(3.75)

and for (ũ ṽ)
T

we use the Riesz basis property of Fn, n ∈ Z. Then we get

z =
∑
n∈Z

cnFn + c∗∗F∗∗,(3.76)

where Fn, n ∈ Z, are the eigenvectors of A, with FN = F∗, λN = λ∗, but F∗∗ ∈
Ker(A− λNI)

2 \Ker(A− λNI). Since F∗∗ satisfies (A− λ∗I)F∗∗ = F∗, we get

d

dt

(
eλ∗t(tF∗ + F∗∗)

)
= eλ∗tA(tF∗ + F∗∗).(3.77)

From (3.76)–(3.77) we get

T (t)z =
∑

n 6=N, n∈Z

eλntcnFn + eλ∗t
(

(cN + tc∗∗)F∗ + c∗∗F∗∗
)
.(3.78)

Now the fact that the estimate (2.25) holds for δ − ε, for any ε > 0, is an immediate
and general consequence of the Riesz basis property. Due to the fact that −δ given
by (3.60) may be achieved by λ∗, ε > 0 comes from the possible compensation of
e2Reλ∗tt2 by e(2Reλ∗+ε)t. If −δ > λ∗ = −1/β, then ε is unnecessary.

4. Conclusion. In this paper we studied the stability of a flexible beam with a
tip mass. The flexible beam is assumed to be clamped at one end and is free at the
other, where a mass is also attached. This model is a variant of the SCOLE model
and has been studied before; see, e.g., [1], [9], [13]. To stabilize this hybrid system we
apply a boundary control force at the free end of the beam. It is well known that for
this model the standard velocity feedback for the control force (e.g., (1.4)), which is
widely used in boundary control systems, yields only asymptotic, but not exponential,
stability; see e.g., [9], [13]. In this paper we proposed a (new) control law (see (2.1)),
which contains the term uxxxt(1, t) in addition to the standard feedback term ut(1, t).
We then proved that the system is well-posed and that the energy associated with the
system decays exponentially to zero if the initial data are in H. We also showed that
if the initial data are sufficiently smooth (i.e., in D(A)), then the tip mass velocity
also decays exponentially to zero. Then we analyzed the spectrum of the system for
the special case m = αβ and proved that the spectrum determines the exponential
decay rate for the considered case for almost all α > 0.

Appendix A. On the Riesz basis property of eigenvectors of the can-
tilevered beam with boundary force control. Here our aim is to prove Theo-
rem 3.3. We will consider the set of eigenvectors of the operator B given by (3.15)
for the cases α = 0 (i.e., uncontrolled cantilevered beam) and α > 0 (i.e., controlled
cantilevered beam) and show that these two sets are quadratically close. Since the
former set of eigenvectors is known to be a Riesz basis in V × L2(0, 1), we conclude
that the latter set is also a Riesz basis in the same space.

D
ow

nl
oa

de
d 

10
/2

6/
17

 to
 1

39
.1

79
.7

2.
19

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



1978 FRANCIS CONRAD AND ÖMER MORGÜL

Before we prove the Riesz basis property, first we will show that the number of
eigenvalues of the uncontrolled and controlled cantilevered beam are the same, count-
ing multiplicities, in sufficiently large disks. This result will enable us to enumerate
the eigenvalues of both systems in a similar way. We recall that the eigenvalues of
B for α ≥ 0 are precisely the roots of (3.10). Since λ = 0 is not an eigenvalue,
equivalently the eigenvalues are the roots of the following function (for λ = iτ2)

h(τ) =
f(τ)

τ2
= τ(1 + cosh τ cos τ)− iα(sinh τ cos τ − cosh τ sin τ);(A.1)

hence for the uncontrolled case (i.e., α = 0), the eigenvalues are the roots of the
following function

g(τ) = τ(1 + cosh τ cos τ).(A.2)

Note that τ = 0 is a simple root of both (A.1) and (A.2) but not an eigenvalue of B
for α ≥ 0. Hence it follows that if h(·) and g(·) have the same number of roots in a
large disk, then the same is true for the eigenvalues of the operator B for α = 0 and
α > 0.

Lemma A.1. There exists a sequence Rk ∈ R such that Rk → ∞ as k → ∞
and the number of roots of (A.1) and (A.2) are the same, counting multiplicities, in
B(0, Rk) where B(0, R) is defined as

B(0, R) = { τ ∈ C | | τ |≤ R }.(A.3)

Proof. Let R > 0 be given and γ = { τ ∈ C | | τ |= R }, i.e., a circle of radius
R. Since both h(·) and g(·) are analytic in B(0, R), by Rouché’s theorem they have
the same number of roots, counting multiplicities, if | h(τ)− g(τ) |<| g(τ) | for τ ∈ γ.
We will show that this is true for some sufficiently large R. For convenience let us
define

s(τ) = iα(sinh τ cos τ − cosh τ sin τ);(A.4)

hence equivalently we need to show the following:∣∣∣∣ s(τ)

g(τ)

∣∣∣∣ < 1, τ ∈ γ.(A.5)

Since both g(·) and s(·) are odd functions it is sufficient to consider the upper
half plane, and since cosh iτ = cos τ , cos iτ = cosh τ , sinh iτ = i sin τ , sin iτ = i sinh τ ,
it is sufficient to consider only the first quadrant, i.e., τ = Reiθ for 0 ≤ θ ≤ π/2.

Let τ = Reiθ. After straightforward calculations it could be shown that the
following holds:

| s(τ) |≤ α

2
(eRD + e−RD + eRS + e−RS),(A.6)

4 cosh τ cos τ = eRDeiRS + eRSe−iRD + e−RSeiRD + e−RDe−iRS ,(A.7)

where D = cos θ − sin θ, S = cos θ + sin θ.

D
ow

nl
oa

de
d 

10
/2

6/
17

 to
 1

39
.1

79
.7

2.
19

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1979

For 0 ≤ θ ≤ π/2 we have S ≥ 1 and S ≥| D |; hence | s(τ) |≤ 2αeRS . For
0 < θ < π/4 we have D > 0; hence for sufficiently large R the following holds:

| s(τ) |
| cosh τ cos τ | ≤

2α

| e−RS cosh τ cos τ | ≤M(A.8)

for some M > 0. For π/4 < θ < π/2 we have D < 0, and from (A.6) and (A.7) it
easily follows that an estimate similar to (A.8) holds. Hence for 0 < θ < π/2 and

θ 6= π/4 we have limR→∞ | s(τ)
g(τ) |= 0. For θ = 0 or θ = π/2 we have D = 1 or D = −1,

respectively; S = 1 and 1 + cosh τ cos τ = 1 + coshR cosR in both cases. Hence if

we choose R = 2nπ, we have limn→∞ | s(τ)
g(τ) |= 0. We note that this holds if R →∞

in such a way that | cosR |≥ δ for any δ > 0. For θ = π/4 we have D = 0, S > 1,

and 4 cosh τ cos τ = 2 cosRS + 2 coshRS; hence limR→∞ | s(τ)
g(τ) |= 0. Therefore, for

τ = Reiθ, R = 2nπ, and 0 ≤ θ ≤ 2π we have limn→∞ | s(τ)
g(τ) |= 0. Hence there exists

a sequence Rk = 2kπ, k ∈ N, and k →∞ such that limk→∞ | s(τ)
g(τ) |< 1 for | τ |= Rk.

Therefore, by Rouchée’s theorem, the number of roots of g(·) and h(·), or equivalently
the eigenvalues of the operator B for the cases α = 0 and α > 0, respectively, are the
same in B(0, Rk), counting multiplicities.

The lemma given above lets us enumerate the eigenvalues of uncontrolled and
controlled cantilevered beam in a similar way, at least if they are algebraically simple
(see Remark 3 for an extension). In what follows we will give asymptotic formulas for
these eigenvalues and then compare the corresponding eigenvectors.

Consider the system and the corresponding eigenvalue problem given by (3.11)–
(3.18). From (3.17) it follows that the eigenvalues occur in complex conjugate pairs.
Since there are countably many eigenvalues and each eigenvalue is isolated (see Lemma 3.1),
the eigenvalues which have positive imaginary part can be numerated by considering
the imaginary parts with increasing order. By using asymptotic analysis it can be
shown that asymptotically the solutions of (3.17) can be given as (λ = iτ2):

λk = −2α+O(1/k2) + i((mπ)
2

+ αO(1/k)),(A.9)

for sufficiently large k ∈ N, where m = k + 1/2; see [12, p. 76]. We note that
this estimate can also be obtained by using the wave propagation method (see [2])
for similar estimates. Here the symbol O(f(k)) denotes any function such that
limk→∞O(f(k))/f(k) exists and is finite.

By using λk = iτ2
k , the corresponding τk can easily be found as

τk = ±
[
(mπ +O(1/k2)) + i

( α

mπ
+O(1/k3)

)]
(A.10)

for sufficiently large k. In what follows we will consider (A.10) with + sign; the same
conclusions hold with - sign as well (see below). By using (A.10), with + sign, we
obtain the following estimates:

eτkx = emπx
(

(1 +O(1/k2)f1(x)) + i
( αx
mπ

+O(1/k3)f2(x)
))

,(A.11)

e−τkx = e−mπx
(

(1 +O(1/k2)f3(x))− i
( αx
mπ

+O(1/k3)f4(x)
))

,(A.12)
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1980 FRANCIS CONRAD AND ÖMER MORGÜL

eiτkx = e−
αx
mπ ((cosmπx+ cosmπx O(1/k3)f5(x)

− sinmπx O(1/k2)f6(x)) + i(sinmπx+ sinmπx O(1/k3)f7(x)(A.13)

+ cosmπx O(1/k2)f8(x))),

e−iτkx = e
αx
mπ ((cosmπx+ cosmπx O(1/k3)f9(x)

− sinmπx O(1/k2)f10(x))− i(sinmπx+ sinmπx O(1/k3)f11(x)(A.14)

+ cosmπx O(1/k2)f12(x))),

where the functions fi(·), i = 1, . . . , 12, are smooth and bounded functions with
bounded derivatives. By using (A.11)–(A.14), we obtain the following estimates:

(cosh τk + cos τk)(sinh τkx− sin τkx) =
eτkeτkx

4
+

(
− emπe−mπx

4

+emπO(1/k2)o1(x) + emπxo2(x)− emπ

2
sinmπx+ o3(x)

)
(A.15)

+i(emπO(1/k)o4(x) + emπxO(1/k)o5(x) + o6(x)),

(sinh τk + sin τk)(cosh τkx− cos τkx) =
eτkeτkx

4
+

(
emπe−mπx

4

+emπO(1/k2)o7(x) + emπxo8(x)− emπ

2
cosmπx+ o9(x)

)
(A.16)

+i(emπO(1/k)o10(x) + emπxO(1/k)o11(x) + o12(x)),

where the functions oi(·), i = 1, . . . , 12, are smooth and bounded functions (as a
function of k), and their derivatives are either bounded or satisfy the following:

o
(n)
i (x) = (kπ)

n
ôi(x), i = 1, . . . , 12, n ∈ N,(A.17)

where the functions ôi(·) are also smooth and bounded functions. By using (A.15)
and (A.16) in (3.18) we obtain

ϕ1(τk, x) =

[
− emπe−mπx

2
+ emπO(1/k2)o13(x) + emπxo14(x)

+
emπ

2
cosmπx− emπ

2
sinmπx+ o15(x)

]
(A.18)

+ i[emπO(1/k)o16(x) + emπxO(1/k)o17(x) + o18(x)],

where the functions oi(·) are of the same form as given in (A.15)–(A.16).
Let λ ∈ C be an eigenvalue of B (see (3.15)), and let E ∈ H = V × L2(0, 1) be

the corresponding (unnormalized) eigenvector given by

E =

(
ϕ1(τ, x)

iτ2ϕ1(τ, x)

)
;(A.19)

see (3.18). The norm of E can be found as

‖E‖2H = (| λ |2 − λ2)

∫ 1

0

ϕ1ϕ̄1dx− αλ| ϕ1(1) |2,(A.20)
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1981

where a bar denotes the complex conjugate. Let λk and Ek be an eigenvalue, (unnor-
malized) eigenvector pair. By using (A.18) it easily follows that∫ 1

0

(Im{ϕ1})2
dx = O(e2kπ/(kπ)

2
)(A.21)

for k sufficiently large. By using the simple integrals∫ 1

0

cos2mπxdx =

∫ 1

0

sin2mπxdx = 1/2,

∫ 1

0

sinmπx cosmπxdx =
1

2mπ

(note that m = k + 1/2), it follows from (A.18) that∫ 1

0

(Re{ϕ1})2
dx = C1e

2kπ +O(e2kπ/(kπ))(A.22)

for k sufficiently large, where C1 > 0 is a constant. By using (A.9), (A.21), and (A.22)
in (A.20) it follows that

‖Ek‖2H = C2(kπ)
4
e2kπ +O(e2kπ(kπ)

3
)(A.23)

for k sufficiently large, where C2 > 0 is a constant. Hence we define the (approxi-
mately) normalized eigenvectors as

Fkr =
1

(kπ)
2
ekπ

(
ϕ1(τk, x)

iτ2
kϕ1(τk, x)

)
,(A.24)

where τk and ϕ1 are given by (3.17) and (3.18), respectively.
Now consider the system (3.11)–(3.12) with α = 0, i.e., uncontrolled system. By

using µ instead of τ , the characteristic equation (3.17) becomes

1 + coshµ cosµ = 0, λ = iµ2,(A.25)

whose roots are asymptotically given by

µk = mπ +O(e−mπ), m = k + 1/2(A.26)

for k sufficiently large. It follows that the corresponding function ϕ1(µk, x) is real.
By following the analysis given above, similar to (A.18), we obtain

ϕ1(µk, x) = −e
mπe−mπx

2
+ emπO(e−mπ)o19(x) + emπxo20(x)

+
emπ

2
cosmπx− emπ

2
sinmπx+ o21(x),

(A.27)

where the functions oi(·) are as given in (A.15)–(A.16). Hence, by following the anal-
ysis given above, we define the (approximately) normalized eigenvector corresponding
to µk as

Gkr =
1

(kπ)
2
ekπ

(
ϕ1(µk, x)

iµ2
kϕ1(µk, x)

)
.(A.28)

Theorem A.2. Consider the (approximately) normalized eigenvectors Fk and
Gk given by (A.24) and (A.28), respectively. Then the estimate

‖Fkr −Gkr‖H = O(1/k)(A.29)

D
ow

nl
oa

de
d 

10
/2

6/
17

 to
 1

39
.1

79
.7

2.
19

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



1982 FRANCIS CONRAD AND ÖMER MORGÜL

holds for sufficiently large k.
Proof. From (A.18) and (A.27) it follows that

ϕ1(τk, x)− ϕ1(µk, x) = emπO(1/k2)o22(x) + emπxo23(x) + o24(x)(A.30)

+ i[emπO(1/k)o25(x) + emπxO(1/k)o26(x) + o27(x)],

where the functions oi(·) are as given in (A.15). Also note that

iτ2
kϕ1(τk, x)− iµ2

kϕ1(µk, x) = iτ2
k [ϕ1(τk, x)− ϕ1(µk, x)](A.31)

+ i(τ2
k − µ2

k)ϕ1(µk, x).

From (A.17), (A.30), and (A.31) it follows that∫ 1

0

| ϕ1xx(τk, x)− ϕ1xx(µk, x) |2dx = O(e2kπ(kπ)
2
),(A.32)

∫ 1

0

| τ2
kϕ1(τk, x)− µ2

kϕ1(µk, x) |2dx = O(e2kπ(kπ)
2
)(A.33)

for k sufficiently large. Hence (A.29) easily follows from (A.32) and (A.33).
Now we consider the algebraic simplicity of the eigenvalues of B for the case α > 0

and prove the statement i of Theorem 3.3.
Lemma A.3. Consider the system given by (3.11)–(3.12) for α > 0. All eigen-

values of B with sufficiently large modulus are algebraically simple.
Proof. Since the operator B has compact resolvent (see Lemma 3.1), it follows

that the spectrum of B consists entirely of isolated points, at most countable, and
each eigenvalue has a finite algebraic multiplicity.

Let τ be a root of (3.17), and let λ = iτ2 be the corresponding eigenvalue. From
Lemma 3.2 it follows that λ has algebraic multiplicity greater than 1 if and only if
f ′(τ) = 0; see (3.43).

First note that by using (A.10), (A.13), (A.14), it follows that

cos τk = −(−1)
kO(1/k2)− i

(
(−1)

k α

mπ
+ (−1)

kO(1/k3)
)
,(A.34)

sin τk = (−1)
k

+ (−1)
kO(1/k2)− i((−1)

kO(1/k3)).(A.35)

By using (A.11), (A.12), (A.34), (A.35) in (3.43) we obtain

−if
′(τk)

τ2
k

= (emπo1(k) + o2(k)) + i(−mπemπ/2 + emπo3(k) + o4(k)),(A.36)

where oi(k), i = 1, . . . , 4 are bounded functions of k. Hence it follows that, for suffi-
ciently large k, we have f ′(τk) 6= 0, which implies that all eigenvalues with sufficiently
large modulus are algebraically simple.

Next we prove that, for almost all α > 0, the eigenvalues of B are algebraically
simple. Moreover the set of α > 0, for which there exists at least one eigenvalue
which is not algebraically simple, does not contain a limit point, i.e., any such α > 0
is necessarily isolated.
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ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1983

Let F (τ) be defined as

F (τ) = G(τ) + iαS(τ),(A.37)

where

G(τ) = −τ(1 + cosh τ cos τ), S(τ) = sinh τ cos τ − cosh τ sin τ.(A.38)

We know that for a given α > 0, λ = iτ2 is an algebraically simple eigenvalue of B if
and only if F (τ) = 0, F ′(τ) 6= 0, (see Lemma 3.2). Note that we have

F ′(τ) = G′(τ) + iαS′(τ).(A.39)

Also note that if for some α > 0 and τ ∈ C we have F (τ) = F ′(τ) = 0, then by
eliminating α in (A.37) and (A.39) we obtain R(τ) = 0, where R(τ) is given by

R(τ) = G′(τ)S(τ)−G(τ)S′(τ).(A.40)

Note that G(τ) = 0 and S(τ) = 0 cannot be satisfied simultaneously. To see that,
assume that for some τ ∈ C we have G(τ) = S(τ) = 0. Then, since τ = 0 is not
an eigenvalue, from (A.38) we obtain cos τ = −1/cosh τ , sin τ = −sinh τ/cosh2τ .
Then, by using sin2τ + cos2τ = 1, we obtain cosh τ = ±1, and then (A.38) implies
cos τ = ∓1. It can now easily be shown that such a τ ∈ C does not exist. Hence if
F (τ) = 0, then both G(τ) 6= 0 and S(τ) 6= 0 must be true.

Lemma A.4. Let, for a > 0, the sets Ca and C∞ be defined as

Ca = {α ∈ R, 0 < α < a|∃τ ∈ C, F (τ) = F ′(τ) = 0},(A.41)

C∞ = {α ∈ R, α > 0|∃τ ∈ C, F (τ) = F ′(τ) = 0}.(A.42)

Then
i. The set C∞, if not empty, is at most countable.
ii. The set Ca, if not empty, contains finitely many points.
Proof. i. For some α > 0 and τ ∈ C we have F (τ) = F ′(τ) = 0. Then we assume

R(τ) = 0, where R(τ) is given by (A.40). Since R(τ) is a nonconstant analytic
function, it follows that its zero set (i.e., the roots of R(τ) = 0) is at most countable;
see, e.g., [16, p. 209, Thm. 10.18]. This also shows that the eigenvalues λ = iτ2 which
are not algebraically simple also satisfy R(τ) = 0, and hence are independent of α.
From (A.37) we obtain

α = i
G(τ)

S(τ)
.(A.43)

Since there are countably many τ ∈ C for which the eigenvalues λ = iτ2 are not
algebraically simple, and since for these τ (A.43) is satisfied, it follows that there are
at most countable many values for α > 0 such that there exists at least one eigenvalue
with algebraic multiplicity greater that one. Hence the set C∞ is countable.

ii. Let a > 0 be given and let 0 < α < a. From Lemma A.3 we know that all
eigenvalues with sufficiently large modulus are algebraically simple. Hence there exists
a M > 0 such that, for all 0 < α < a and for all eigenvalues λ = iτ2 which are not
algebraically simple, we have τ ∈ B(0,M), defined by (A.3). Moreover (A.36) implies
that f ′(τk) 6= 0 for sufficiently large k, uniformly with respect to α, for 0 < α ≤ a.
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1984 FRANCIS CONRAD AND ÖMER MORGÜL

This fact implies that the constant M is independent of α, for 0 < α ≤ a. However
such τ must also satisfy R(τ) = 0, where R(τ) is given by (A.40). Since B(0,M) is a
compact set, the number of roots of R(τ) = 0 in B(0,M) must be finite, for otherwise
there will be a limit point of zeros of R(τ) in B(0,M), which is a contradiction; see,
e.g., [16, p. 209, Thm. 10.18]. Since in B(0,M) there are at most finitely many
candidates of τ for eigenvalues which are not algebraically simple, it follows from
(A.43) that the set Ca also contains finitely many points.

The next corollary now proves assertion ii of Theorem 3.3.

Corollary A.5. i. For almost all α > 0 the eigenvalues of the operator B given
by (3.15) are algebraically simple.

ii. If for some α0 > 0 and τ0 ∈ C, λ0 = iτ2
0 is an eigenvalue which is not

algebraically simple, then there exists an open set U ⊂ R such that α0 ∈ U , and for
α ∈ U, α 6= α0, the eigenvalues of B are algebraically simple.

Proof. i. This follows easily from Lemma A.4.

ii. Note that the right-hand side of (A.43) is an analytic function around any
possible τ ∈ C such that the eigenvalue λ = iτ2 is not algebraically simple. Then
the result follows from, e.g., [16, p. 216, Thm. 10.32], and from the fact that all
eigenvalues with sufficiently large modulus are algebraically simple.

To prove that the generalized eigenfunctions of B form a Riesz basis in H, we
need the following simple fact.

Lemma A.6. Let B be a densely defined closed linear operator in a Hilbert space
H. Assume that the spectrum of B consists entirely of, at most countable, isolated
points, each of which has a finite algebraic multiplicity. Moreover assume that the
eigenvalues are distinct. Then the generalized eigenfunctions are ω-linearly indepen-
dent (for the definition of ω-independence, see, e.g.,[7, p. 316], or [18, p. 50]).

Proof. Proof of this fact is essentially the same as given in [7, p. 329] for bounded
operators. For closed (unbounded) operators with compact resolvent (discrete in
the notation of [5]), we may proceed by using [8, p. 178] or [5, pp. 2292–2293] as
follows. Let λn and νn denote the eigenvalues and their algebraic multiplicity of B,
respectively. Let ψij , i = 1, 2, . . . , n, . . . , j = 1, . . . , νi, denote the set of generalized
eigenfunctions. Since the spectrum of A does not contain an accumulation point, for
each λi we can find a constant ri > 0 such that the circle Ci = {λ ∈ C| | λ−λi |= ri}
does not encircle any eigenvalue other than λi. It is well known that the operator

Pi =
1

2πi

∫
Ci

(λI −A)
−1
dλ,(A.44)

is well defined and is the projection operator onto the generalized eigenspace corre-
sponding to λi; see, e.g., [8, p. 178], [5, pp. 2292–2293]. Now consider the following
equation:

∞∑
i=1

νi∑
j=1

cijψij = 0.(A.45)

By using the projection operator Pi given by (A.44), we obtain

Pi

 ∞∑
i=1

νi∑
j=1

cijψij

 =

νi∑
j=1

cijψij = 0.(A.46)

D
ow

nl
oa

de
d 

10
/2

6/
17

 to
 1

39
.1

79
.7

2.
19

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



ON THE STABILIZATION OF A FLEXIBLE BEAM WITH A TIP MASS 1985

Since νi < ∞ and the generalized eigenfunctions are linearly independent, it follows
from (A.46) that cij = 0, j = 1, . . . , νi. Since this is true for each i ∈ N, it follows
that the generalized eigenfunctions are ω-linearly independent.

Theorem A.7. Let α > 0 be given and assume the eigenvalues of the operator
B are all algebraically simple (note that this condition holds for almost all α > 0; see
Corollary A.5). Then the set of eigenvectors of B forms a Riesz basis for H.

Proof. Let Fkr and Gkr be given by (A.24) and (A.28), respectively. Note that
Fkr and Gkr are the (appropriately) normalized eigenvectors of the operator B, cor-
responding to given α > 0 and α = 0, respectively. We note that by Lemma A.1, it is
possible to enumerate these eigenvectors similarly, and because of algebraic simplicity
we consider only the eigenvectors and not the generalized eigenvectors. This point
is important in Theorum 3.5 and Theorum 3.6 in proving the spectrum-determined
growth property, which is our main aim.

From Theorum A.2 it follows that for some N we have∑
|k|>N

‖Fkr −Gkr‖2H <∞;(A.47)

see (A.29). Since N <∞, it follows that∑
k∈Z

‖Fkr −Gkr‖2H <∞.(A.48)

Hence the set of vectors {Fkr} is quadratically close to the set of vectors {Gkr}. It
is well known that the latter set of vectors forms a Riesz basis for H, since for α = 0
the operator B becomes a skew adjoint operator. Also by Lemma A.6, the former set
of vectors is ω-linearly independent. This implies that the set of vectors {Fkr} also
forms a Riesz basis in H; see, e.g., [18, p. 347, Thm. 11.3].

Remark 3. The requirement that the eigenvalues of B for α > 0 be algebraically
simple is not essential and could be relaxed. Let α > 0, and let λ ∈ C be a root of
(A.1), i.e., an eigenvalue of B. It is not known a priori whether the multiplicity of λ
as a root of (A.1) and the algebraic multiplicity of λ as an eigenvalue of B are the
same. Let us assume that these two multiplicities are the same, and let the set of
vectors {Fkr} include all eigenvectors and the generalized eigenvectors of B. Then by
using Lemma A.1, Lemma A.3, Theorem A.2, and Theorem A.7, we conclude that
the sets {Fkr} and {Gkr} are quadratically close; i.e., (A.48) holds. Hence the set
{Fkr} also forms a Riesz basis in H, and the spectrum-determined growth property
stated in Theorum 3.5 and Theorum 3.6 holds. The assumption on the equality of
the multiplicities stated above seems to be true; however, the proof of this statement
could be rather tedious. If we assume algebraic simplicity, which is generic (i.e., holds
for almost all α > 0), then these two multiplicities are the same; see Lemma 3.2. This
is the basic reason for the assumption on algebraic simplicity.

Corollary A.8. There exists an a > 0 such that, for all 0 < α < a, the set of
eigenfunctions of B forms a Riesz basis for H.

Proof. This fact was proven in [4]. Here we may obtain this result as a corollary
by using Lemma A.4, part ii, and Theorem A.7.

Appendix B. The authors thank the anonymous referees, who suggested many
improvements of the paper, and also Bo Peng Rao, who made valuable comments.
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