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Currently, there is great interest in using solid electrolytes to develop resistive switching based

nonvolatile memories (RRAM) and logic devices. Despite recent progress, our understanding of

the microscopic origin of the switching process and its stochastic behavior is still limited. In order

to understand this behavior, we present a statistical “breakdown” analysis performed on Cu doped

Ge0.3Se0.7 based memory devices under elevated temperature and constant voltage stress

conditions. Following the approach of electrochemical phase formation, the precursor of the “ON

resistance switching” is considered to be nucleation — the emergence of small clusters of atoms

carrying the basic properties of the new phase which forms the conducting filament. Within the

framework of nucleation theory, the observed fluctuations in the time required for “ON resistance

switching” are found to be consistent with the stochastic nature of critical nucleus formation.

VC 2011 American Institute of Physics. [doi:10.1063/1.3631013]

I. INTRODUCTION

Resistive switching phenomena triggered by electrical

stimulus have attracted a lot of attention due to potential

non-volatile memory device applications. In recent years, an

enormous range of materials in metal-insulator-metal config-

urations has been reported to show hysteretic resistance

switching behavior.1–14 Attractive properties of resistive

switching memory devices, commonly known as resistive

random access memory (RRAM), are low fabrication costs,

scalability into the nanometer regime, fast write and read

access, low power consumption and low threshold

voltages.15

Solid electrolyte materials such as Ag and Cu doped

amorphous Ge-Se (Ref. 16), Ge-S (Ref. 17) and (Zn, Cd)S

(Ref. 18) as well as oxide thin films such as SiO2 (Ref. 19)

are some of the most promising candidates in the race for

future RRAM cells. The macroscopic origin of the resistive

switching phenomena in these material systems, when sand-

wiched between an electrochemically active metal, such as

Ag, Cu, or Ni, and an electrochemically inert counter elec-

trode, such as Pt, Ir, or Au, is reasonably well understood. It

is proposed that the electrochemical formation and rupture

of metallic filaments which are composed of the active metal

and bridge the electrodes are responsible for the resistive

switching effect.15

In recent years, much scientific knowledge has been

gained on the basic ingredients of the resistive switching

effect in these material systems and a lot of promising results

have been reported.12–14 However, the emergence of macro-

scopic switching effects from local microscopic events, the

role of disorder during the switching process and the stochas-

tic fluctuations in device performance are some of the open

questions which need still to be addressed prior to industrial

qualification.

There are mainly two crucial tasks in understanding the

physics of resistive switching memory devices which are

based upon these disordered material systems. First, the fila-

ment formation in the resistive switching process is a

dynamic one by nature. In order to understand this process

one must understand both the threshold conditions that trig-

ger this process and the kinetics with which it proceeds. Sec-

ond, one has to identify a model, necessary to elucidate the

microscopic mechanisms underlying the macroscopic behav-

ior. A simple approach in this case would be to match known

information on the temperature and voltage dependence of

the memory device characteristics to the physical parameters

of a microscopic model.

In the past couple of decades, considerable efforts have

been undertaken to investigate breakdown phenomena in

solid materials under constant or dynamical stress conditions

because of their importance in semiconductor industry for

device reliability predictions.20–24 When measuring the

breakdown fields in dynamic tests or the “time-to-break-

down” in static tests, a statistical distribution is generally

found. The breakdown statistics are usually related in some

way to underlying random microscopic physical processes.

Thus, studies on breakdown statistics may help to understand

both the threshold conditions that trigger these processes as

well as the responsible dynamical physical effects.

In this context, the initial idea for the present paper is

straightforward. We have investigated the “breakdown”

behavior, i.e., “ON resistance switching” from the high re-

sistance (HRS) to the low resistance state (LRS), of Cu

doped Ge0.3Se0.7 based memory devices under constant

a)Electronic mail: p.meuffels@fz-juelich.de.
b)Electronic mail: g.staikov@fz-juelich.de.
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voltage stress conditions (the term “breakdown” in the fol-

lowing test serves as a short synonym for “ON resistance

switching from HRS to LRS”). Memory cells with different

active areas and integrated Ge0.3Se0.7 thin film thicknesses in

the HRS were measured at room temperature as well as at

elevated temperatures and the statistical distributions of the

measured “time-to-breakdown” were determined in order to

get an insight into the microscopic resistive switching mech-

anisms and its stochastic nature.

II. EXPERIMENTAL

The memory cells were fabricated as planar capacitor

structures with Ge0.3Se0.7 active layer thicknesses ranging

from 30 to 120 nm and with areas ranging from 50� 50 to

400� 400 lm2. Si (100) wafers with a 400 nm thermal oxide

and a 5 nm TiO2 film as an adhesion layer for the Pt base

electrode deposition were used as substrates. A 30 nm thin

film of Pt was sputtered on top and this bottom Pt electrode

was patterned by standard optical lithography and by reac-

tive ion beam etching (RIBE). The photoresist was removed

with acetone and a buffer layer of 2 �3 nm SiOx was depos-

ited by radio frequency (RF) sputtering at a rate of 0.8 nm

s�1 followed by defining the bottom electrode contact with

optical lithography and RIBE. Afterwards, the top structure

of the memory cell was defined by a lift-off step. The

Ge0.3Se0.7 layers were deposited by RF-sputtering followed

by the deposition of the 150 nm Cu top electrode. The depo-

sition rates for the Ge0.3Se0.7 and Cu layers were around 0.2

and 0.5 nm s�1, respectively. Finally, a lift-off in acetone

was used to finalize the device structure. A schematic of a

planar structure memory device is shown in Fig. 1(a). It is

important to point out that no additional process such as UV

photo or thermal assisted “annealing” was required to diffuse

the copper ions into the Ge0.3Se0.7 layers. We have omitted

such a treatment because, even at room temperature, copper

dissolves easily in amorphous germanium chalcogenide films

of micrometer thickness without the support of UV photo or

thermal assisted “annealing” processes.25 However, there is

no doubt that these processes are widely used to enhance the

diffusion process.

The very thin SiOx buffer layer “with expected pin-

holes” was introduced between the Cu-Ge-Se layer and the

Pt bottom electrode to improve the switching characteristics

and to achieve very low leakage currents. Figure 1(b) shows

typical I-V characteristics of a dual layered memory cell

measured at room temperature with a 500 lA current com-

pliance setting. We observed that the “switch on” voltage

Von varied stochastically from cycle to cycle. More details

on the resistive switching properties of these memory devi-

ces can be found in Refs. 26 and 27.

In order to understand these fluctuations in performance,

we carried through a breakdown analysis by monitoring the

current change of memory cells under constant voltage stress

conditions. All measurements were done using an Agilent

B1500 semiconductor parameter analyzer. To be able to

observe the breakdown within a reasonable time, the stress-

ing voltage was chosen to be equal to or smaller than the

threshold “switch on” voltage Von.

Figure 2 shows some typical examples of the breakdown

behavior of memory cells with a Ge0.3Se0.7 active layer

thickness of 90 nm and a 50� 50 lm2 cross-sectional area

under constant voltage stress of 200 mV at room tempera-

ture. As can be seen, the elapsed times before the final break-

downs (HRS!LRS) varied considerably from device to

device under the same stress conditions indicating that the

underlying breakdown process is of stochastic nature. Simi-

larly, this stochastic behavior was also observed for pre-

breakdown events before the final breakdown.

These preliminary results indicate that a statistical anal-

ysis is important to understand the nature of the breakdown

process. Before going ahead with an analysis of the “time-to-

breakdown” distributions or switching statistics, it is impor-

tant to consider the various electrochemical processes

involved in the “ON resistance switching from HRS to LRS”

of Cu doped Ge0.3Se0.7 based memory cells.

III. PROCESSES INVOLVED IN THE RESISTIVE
SWITCHING OF Cu DOPED Ge0.3Se0.7 BASED
MEMORY CELLS

Under sufficient positive bias applied to the active Cu

electrode, the resistance switching “ON process” involves

the following steps:15

(1) anodic dissolution of Cu according to the reaction

Cu ! Cuzþ þ ze�; (1)

where Cuzþ represents Cu cations with valence number z

(Cuþ or Cu2þ) in the Cu doped Ge0.3Se0.7 thin film;

(2) migration of the Cuzþ cations across the thin film under

the action of the applied electric field;

(3) reduction and electrocrystallization of Cu on the surface

of the inert Pt electrode according to the cathodic deposi-

tion reaction

FIG. 1. (Color online) (a) Schematic of planar structure memory devices.

(b) Typical I-V characteristics of a memory cell measured at room tempera-

ture with a 500 lA compliance current setting.
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Cuzþ þ ze� ! Cu: (2)

In order to identify the most probable process that accounts

(i) for the statistical distribution of the time dependent break-

down events and (ii) for the characteristic switching times of

the memory devices, these processes are discussed below.

The rate of migration of Cuzþ cations across the thin

Ge0.3Se0.7-Cu film is determined by the cation mobility

lCuzþ and the applied electric field E.28–30 It is known that

Ag or Cu doped chalcogenide materials (such as Ge0.3Se0.7)

are good ionic conductors, exhibiting a cation mobility of

the order of 10�2 to 10�4 cm2=Vs.31 The time smig needed

for a Cuzþ ion to migrate across a Ge0.3Se0.7-Cu film with

thickness L can be roughly estimated using the relation

smig¼ L=lCuzþE. With lCuzþ¼ 10�3 cm2=Vs, L¼ 100 nm

and an applied voltage of 200 mV, we estimate smig to be of

the order of <1 ls. If one considers a field dependent ion

mobility which increases with increasing electric field

strength at very high local fields,29 smig will further decrease.

As we were working at time scales � 1 ms in the present

study, this leaves the ion migration [step (2)] out of discus-

sion for the rate limiting step for the breakdown process in

the investigated system.

Let us now consider the electrode reactions involving

transfer of Cuzþ across both electrode=electrolyte interfaces.
The current density for the charge transfer across the electro-

de=electrolyte interface during the anodic oxidation and dis-

solution of metal ions in the electrolyte, step (1), and the

counter reaction representing the cathodic reduction leading

to the metal deposition (i.e., electrocrystallization process) at

the inert electrode, step (3), can generally be described by

the Butler-Volmer equation:32

i ¼ i0 exp
azeg

kBT

� �

� exp �
ð1� aÞzeg

kBT

� �� �

; (3)

where i0 is the exchange current density, a is the cathodic

charge transfer coefficient and g represents the electrochemi-

cal overpotential defined as a difference between the equilib-

rium Nernst-potential ueq of the metal M and the actual

electrode potential u (g¼ueq� u> 0). kB, T and e have their

usual meanings.

For high cathodic overpotentials (g� kBT=ze) Eq. (3)

transforms to

ln i ¼
aze

kBT
gþ ln i0: (3a)

This logarithmic relationship between i and g can be used for

an experimental determination of the charge transfer coeffi-

cient a and the exchange current density i0 and is commonly

known as the Tafel equation.

As discussed previously,15 the anodic dissolution step

(1) will always be very fast. This is because no crystalliza-

tion overpotential is involved and also no concentration

overpotential builds up due to the high electric field E.

Hence, one can also exclude the anodic dissolution as the

rate limiting process in our study. This leaves step (3), the

electrocrystallization of Cu at the inert Pt electrode, as a

most probable rate limiting step for the breakdown process.

Thus, from a physical point of view, the “ON resistance

switching process” can be considered in the category of solid

state transformations, such as crystallization from amorphous or

glassy states, crystallographic changes, order-disorder changes

and second-phase precipitation or dissolution processes.33,34

FIG. 2. (a)–(d) Resistance evolution of different

memory cells, integrated with a 90 nm Ge0.3Se0.7
thin film, under a constant voltage stress of 200 mV

at room temperature.
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A solid state transformation such as metal electrocrystallization

from a solid electrolyte, as in the present case, represents a first

order phase transition involving the initial nucleation of Cu on

the inert Pt electrode and the subsequent growth or electrodepo-

sition of the metal phase.

Nucleation starts with the formation of unstable atom clus-

ters (embryos). Some of the embryos shrink during this initial

process while others eventually grow to reach a certain critical

size beyond which they have a higher probability to grow than

to dissolve, thus becoming a stable nucleus.35,36 After a nucleus

has attained its critical size, the transformation further proceeds

by the growth of the product. The driving force for the nuclea-

tion and growth of the new metal phase is the supersaturation

Dl¼ zeg. In general, the complete transformation phenomenon

is controlled by a complex interplay of nucleation and growth.

In principle, for the case of resistive switching processes in

electrochemical metallization cells, one can also expect a com-

petition between a nucleation and a growth dominated filament

formation. If the nucleation is relatively fast, the time needed to

achieve breakdown or “ON resistance switching” could be

identified with the time needed for the filament growth.15 If the

growth time is relatively fast, the switching time could be iden-

tified with the time required for the formation of a first critical

Cu nucleus on the Pt electrode. In this case, the overall transfor-

mation time would be ruled by the nucleation rate. This implies

that there might be two time scales associated with the switch-

ing process, and we speculate that these correspond to the

nucleation process and the filament growth motion. The sum of

these two time-scales represents the total switching time, i.e.,

nucleation timeþ growth time¼ total switching time. The

interplay between these two processes makes it difficult to

determine which process dominates the switching mechanism.

Both will be discussed in detail in the following section.

IV. BASIC CONCEPTS OF NUCLEATION AND
GROWTH

Before going ahead with the discussion on breakdown

statistics, some basic concepts of nucleation theory, impor-

tant for our analysis, are presented in this section. As men-

tioned above, the transformation starts with the formation of

small, unstable nuclei of the new phase. Eventually, some

nuclei reach a critical size beyond which they are stable.

Nucleation can preferably occur at random positions in the

original phase (homogeneous nucleation) or at preferential sites

like surfaces, interfaces, and lattice defects (heterogeneous

nucleation). The classical thermodynamic treatment of phase

stability by Gibbs provides the fundamentals of nucleation

theory.37 According to this theory, the formation of a new phase

from the parent phase requires the creation of an interface

between two phases, which requires work. Hence, there exists a

free energy barrier to the formation of the new phase, which is

given by the Gibbs free energy change DG for a closed system

at constant volume and temperature. During the initial stage of

nucleation, for small particles, the interfacial energy is much

greater than the volume free energy in transforming to more

stable nuclei. As the size of an embryonic nucleus increases,

however, the interfacial energy becomes smaller with respect to

the volume free energy and, at some critical size, the latter will

predominate. The further accretion of atoms will then lead to

the formation of a stable nucleus.

We consider now a cluster of N atoms which is formed

on a substrate. The total Gibbs free energy change of the sys-

tem associated with the formation of an embryonic nucleus

with size N is35

DG Nð Þ ¼ �Nzegþ UðNÞ: (4)

The first term in this equation is related to the transfer of N

metal ions from the electrolyte to the electrode under the

action of the overpotential g, whereas the second term is

associated with the creation of new interfaces and is propor-

tional to the surface area of the metal cluster. As illustrated

schematically in Fig. 3, the DG(N) relationship displays a

maximum at N¼Ncrit. The Ncrit sized cluster is called critical

nucleus and can grow spontaneously at the applied overpo-

tential. The corresponding energy barrier DG(Ncrit): DGcrit

represents the nucleation energy. According to the classical

nucleation theory, DG(Ncrit) for the formation of 3D nuclei

on an electrode surface is related to Ncrit and g by35,36

DGcrit ¼
4Br3V2

m

27ðze gj jÞ2
; (5a)

¼
Ncritze gj j

2
; (5b)

where B is a geometrical factor depending on the shape of

the critical 3D nucleus, r represents the average specific sur-

face energy of the nucleus and Vm is the volume of an atom

in the nucleus.

According to classical nucleation theory, the stationary

nucleation rate J, i.e., the number of stable nuclei which are

formed per unit time per unit area is given by

J ¼ J0 exp �
DGcrit

kBT

� �

; (6)

where the preexponential factor J0 is only a weak function of

the overpotential and can be roughly treated as a constant.35,36

FIG. 3. Schematic representation of the work DGcrit required to nucleate a

cap-shaped hemispherical nucleus of Ncrit atoms on an electrode surface.
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The corresponding average nucleation time sn is related

to the stationary nucleation rate J and the inert electrode area

A by sn¼ 1=JA and hence we have

sn ¼
1

J0A
exp

DGcrit

kBT

� �

: (7)

Using Eq. (5a), one obtains

sn ¼
1

J0A
exp

4Br3V2
m

27ðze gj jÞ2kBT

" #

: (8)

Note, that Eq. (8) requires the validity of the treatment of the

new phase as a continuum with bulk properties, known as the

“classical approach.” This condition is applicable only for rel-

atively low overpotentials where the critical nucleus is suffi-

ciently large. For higher overpotentials, the number of atoms

which constitute the critical nucleus, Ncrit, decreases drasti-

cally to only a few atoms, or even a single atom. Macroscopic

quantities such as volume, surface, surface energy etc., lose

their physical meaning; hence, the classical approach is no

longer valid in this case and the use of an atomistic force

interaction approach becomes more reasonable.

According to atomistic theory, Ncrit remains constant in

given overpotential intervals, so that in each of these intervals

the corresponding overpotential dependence of the average

nucleation time, sna, can be expressed by the equation
15,35

sna ¼ K Z0;Ncritð Þ exp �
aþ Ncritð Þze

kBT
gj j

� �

; (9)

where the preexponential term K(Z0,Ncrit) depends on Ncrit

and on the number density Z0 of nucleation sites. In general,

this preexponential factor involves overpotential and temper-

ature dependent factors such as the Zeldovich factor and the

attachment probability of the ions to the nucleus.35,36 How-

ever, these dependencies can be disregarded in an analysis of

experimental data if one is merely interested in an approxi-

mate estimation of the nucleation parameters.

As mentioned above, after a nucleus has attained its criti-

cal size, the breakdown processes further proceeds by the

growth of a filament. Following Waser et al.,15 the electrode-

position current density i is related to the normal growth rate

R of the metal phase by Faraday’s law i¼ zeR=Vm, where Vm

is the atomic volume of the metal. Considering the one dimen-

sional growth of a metal filament in our memory cells, the

time sg for bridging both electrodes can be expressed as
15

sg ¼
L

R
¼

Lze

Vmi
; (10)

where L is the Ge0.3Se0.7 film thickness

Using Eq. (3a), one obtains

sg ¼
Lze

Vmi0
exp �

aze

kBT
gj j

� �

: (11)

Note that both the average nucleation time, sna, and the

growth time, sg, show an exponential dependence on overpo-

tential and temperature [cf. Eqs. (9) and (11)]. At a first

glance, it seems difficult to distinguish between these two

processes. However, a comparison of the rate parameters,

charge transfer coefficient a and n¼ (aþNcrit), extracted

from the slope of the ln(sg) vs g and ln(sna) versus g plots,

could make it feasible to differentiate between both. Charge

transfer coefficient values lie in the range 0< a< 1 and are

typically � 0.5 for direct charge transfer electrochemical

reactions.35 Hence, an extracted rate parameter value n> 1

might indicate nucleation as the rate limiting process rather

than the growth of the filament. In such a case, from the

slopes of the curves ln(sn) vs 1=g
2, ln(sna) vs g and ln(sn) vs

1=T, the respective nucleation rate parameters can be

obtained to roughly estimate DGcrit and Ncrit.

In the present study, we now assume that the first current

jump observed in our breakdown measurements (cf. Fig. 2)

corresponds to the time it takes to either form the first critical

nuclei or to grow the bridging filament. As an illustration,

the formation of a cap shaped hemispherical nucleus fol-

lowed by a subsequent filament growth in Cu doped

Ge0.3Se0.7 is depicted in Fig. 4. We have mentioned in chap-

ter 2 that the “time-to-breakdown” seems to be a statistically

distributed quantity. Thus, the probability that a given mem-

ory cell will switch within a given time interval from HRS to

LRS under constant voltage stress conditions is the signifi-

cant quantity. Then, within this context, the dependence of

the breakdown probability distribution on external parame-

ters such as voltage, thickness, temperature and area can be

used to statistically analyze the breakdown phenomena

within the framework of the nucleation and growth model.

V. RESULTS AND DISCUSSION

In general, the statistical distribution of time dependent

failure processes which result from “weakest-link” type of

effects or from physical processes that follow a Poisson dis-

tribution such as nucleation are typically described by means

of the Weibull function,23,38

F tð Þ ¼ 1� exp � t=s
� �b

h i

: (12)

Here, F is the cumulative failure probability, t the time, s the

characteristic failure or breakdown time for F¼ 0.63 and b

the slope parameter of the distribution. The slope parameter

FIG. 4. (Color online) (a) Schematic illustration of a cap-shaped hemispher-

ical nucleus formation in a Ge0.3Se0.7 memory cell. (b) A conductive fila-

ment formation that shorts the electrode.
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represents the slope of a straight line which is obtained by

plotting ln[-ln(1 - F)] for a Weibull distribution against ln(t).

As shown in Eqs. (8), (9), and (11), the natural logarithm

of the average nucleation and growth times, sn, sna, and sg,

depends inversely on both the overpotential g and the tem-

perature T. Therefore, according to the nucleation and

growth model, one would expect a significant decrease in sn,

sna, and sg with increasing voltage and temperature. We now

assume that the “time-to-breakdown,” tBD, when the first cur-

rent jump or first prebreakdown event is observed on a mem-

ory cell under constant voltage stress can be identified as the

time required to form the first critical nucleus or to grow the

bridging filament. Thus, one should expect that the Weibull

characteristic failure time s will depend in the same manner

on the overpotential and the temperature as sn, sna, and sg.

In our breakdown study, constant voltage stress meas-

urements were performed at room temperature as well as at

higher temperatures on planar capacitor structure dual-

layered electrolytic memory cells integrated with different

Ge0.3Se0.7 active layer thicknesses and a constant buffer

layer thickness of �2 nm. A maximum measurement time of

3600 s was set for all experiments and around 30 – 35 devi-

ces were used to arrive at the tBD probability distributions at

particular conditions. A current jump with a change of two

orders of magnitude was specified as the failure criterion

throughout the study.

A. Voltage dependence

Figure 5(a) shows Weibull plots of the cumulative tBD
probability distributions for memory cells with a Ge0.3Se0.7
active layer thickness of 90 nm and 50� 50 lm2 cross-

sectional area, at different constant voltage stresses. All the

corresponding breakdown experiments were performed at

room temperature. The Weibull slope parameters were calcu-

lated by least-square fits of the cumulative tBD probability

distributions with a confidence level of 95%. They do not

show any clear dependence on the applied voltage stress

value in our study.

We found Weibull slope parameters of b¼ 0.72, 0.81,

1.05, 0.96, and 0.65 for constant voltage stresses of V¼ 180,

200, 220, 240, and 260 mV, respectively. The slope parame-

ter is an important factor in reliability analysis. A low value

of the slope parameter (<1) indicates more spread in the dis-

tribution, which is not desirable from an application point of

view. The physical reasons for the observed b< 1 values are

not fully understood yet, but these results might be attributed

to film thickness non-uniformity and to some extent to the

small number of devices used for estimating b values in this

statistical study. Further studies including an area depend-

ence analysis (as shown below) are needed to cross-check

these discrepancies.

Despite the observed randomness in b, one clearly sees

from Fig. 5(a) that the characteristic breakdown time s, as

expected, decreases with increasing voltage stress across the

memory cells. Figure 5(b) depicts ln(s) as a function of the

applied voltage stress. Considering the overpotential g, as a

first approximation, to be equal to the applied voltage stress

V, the observed linear behavior of ln(s) vs V indicates that

our breakdown statistics is consistent with the critical nu-

cleus formation or filament growth concept as expected from

Eqns. (9) and (11). From the slope of the curve, we obtained

103:5 ¼
aze

kBT
; growth model; (13a)

¼
nze

kBT
; nucleation model: (13b)

With T¼ 300 K, one gets a � 2.7=z. As mentioned earlier, in

case of electrochemical reactions, the cathodic charge

FIG. 5. (Color online) (a) Weibull plots of the cu-

mulative “time-to-breakdown” distributions for

memory cells with a 90 nm Ge0.3Se0.7 film at differ-

ent constant voltage stresses. (b) ln(s) vs V plot to

ascertain nucleation rate parameters according to

the atomistic nucleation model. (c) ln(s) vs V�2

plot to ascertain nucleation rate parameters accord-

ing to the classical nucleation model.
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transfer coefficient lies always in the range 0< a< 1. Even

if we assume z¼ 2, we do not get any realistic value for a.

We thus believe that the nucleation process rather than the

filament growth process governs the characteristic break-

down time in our memory cells for the voltage range used in

this study.

According to the atomistic nucleation model, we thus

have n¼ (aþNcrit)¼ 2.7=z. Using a � 0.5 for the direct

charge transfer case and z¼ 1, we find Ncrit � 2.2, i.e., the

critical nucleus consists of approximately 2–3 atoms in the

voltage interval 0.18 – 0.26 V.

Next, we have used the classical nucleation model to

roughly estimate the critical Gibbs nucleation energy, DGcrit,

and critical nucleus size, Ncrit. Figure 5(c) presents the experi-

mental data for the characteristic breakdown time s in a ln(s) vs

1=V2 plot. An analysis based on Eqs. (8), (5a), and (5b) shows

that, in the studied voltage stress interval of 0.18 – 0.26 V,

DGcrit varies between 0.40 and 0.19 eV, while Ncrit varies

between 4.4 and 1.5. It is important to point out that the number

of atoms comprising the critical nucleus at 0.22 V, Ncrit � 2.1,

agrees well for both the classical and atomistic treatments. This

indicates that both equations, the classical Eq. (8) and the atom-

istic Eq. (9), coincide in the high overpotential region, but that

the value of Ncrit is too small to make the classical treatment ac-

ceptable. However, going to lower overpotentials where the crit-

ical nucleus is sufficiently large, a classical representation could

be more informative.35,36

Recently, Russo et al.39 have studied the voltage de-

pendence of the programming time for the “ON resistance

switching” on a comparable system, Ag doped Ge-S (active

layer thickness 60 nm). For applied cell voltages >0.4 V,

they found a clear exponential decrease of the programming

or switching time with increasing voltage. Based upon a fit

of their experimental data and the resulting fit parameters,

Russo et al.39 suppose that at voltages >0.4 V the program-

ming speed might be controlled by an electrochemical reac-

tion like charge transfer or by ion migration processes. At

voltages <0.4 V, however, considerable deviations were

found (see Fig. 6 in Ref. 39) which could not simply be

explained by a charge transfer or ion migration model. These

findings might indicate that at lower applied voltages another

process starts to dictate the overall switching behavior and it

is reasonable to assume that nucleation processes might

come into play. Generally, as the nucleation, charge transfer

and ion migration rate have a different exponential depend-

ence on the applied voltage, one can expect a transition from

a charge transfer or ion migration to a nucleation controlled

filament formation within a certain voltage range.

B. Temperature dependence

In the previous section, information about DGcrit and

Ncrit has been obtained from the voltage dependence of the

characteristic breakdown time s. As a test of the robustness

of our nucleation model, these values have to be compared

with results from the temperature dependence of the charac-

teristic breakdown time.

Therefore, we have investigated the tBD probability dis-

tributions under a constant voltage stress of 120 mV at dif-

ferent temperatures for 90 nm Ge0.3Se0.7 films integrated in

planar structures with 50� 50 lm2 cross-sectional area. The

Cu top electrode was covered with a 30 nm sputtered Pt film

to prevent oxidation at higher temperatures. Figure 6(a)

shows Weibull plots of the cumulative distributions of the

measured tBD for different temperatures. As expected, the

characteristic time s decreases with increasing temperature.

DGcrit was calculated from the Arrhenius plot of ln(s) vs 1=T
as shown in Fig. 6(b) and was found to be around 0.71 eV.

Extrapolating to V¼ 0.22 V, one finds by means of Eq. 5(a)

DGcrit¼ 0.71 eV* (0.12 V)2= (0.22 V)2 � 0.21 eV, a value

which is in good agreement with that calculated from the

voltage dependence.

Using Eq. 5(b) with DGcrit¼ 0.71 eV, z¼ 1 and V¼ 0.12

V, we assess Ncrit to be approximately 12 atoms. In case the

critical nucleus has the form of a hemisphere and considering

that the atoms are closely packed, the diameter of this hemi-

sphere will be around 1 nm. This calculated diameter of the

critical nucleus might give a rough estimation of the mini-

mum feature size of filaments formed in these memory cells

during the prebreakdown process.

Thus, from the above discussion, at least for the voltage

range used in this study, both the voltage and temperature

dependence of the characteristic breakdown times and the

derived values for the involved physical quantities strongly

indicate that nucleation dominates the “ON resistance

switching” speed. However, one can expect a crossover from

nucleation to a growth rate limited switching within a certain

voltage range varying for different material systems.

FIG. 6. (Color online) (a) Weibull plots of the cumulative “time-to-break-

down” distributions for memory cells with a 90 nm Ge0.3Se0.7 thin film at

different temperatures (constant voltage stress: 120 mV). (b) The Arrhenius

plot of ln(s) vs 1=T.
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C. Thickness dependence

The high scaling possibilities of RRAM based future

non-volatile memories is one of the main driving forces

behind the growing scientific and technological interests.15

Though we have qualitatively estimated the size of the fila-

ment based on a nucleation model which is quite promising

from the scalability point of view, it is still too early to pre-

dict the scalability of RRAM based memory devices as long

as the various fundamental issues related to these memory

devices such as underlying switching mechanism,15 reliabil-

ity26 and noise properties40 are not addressed thoroughly. In

the literature, breakdown analysis is commonly used as a

unique tool to investigate the scaling effects on device reli-

ability and performance.20–24 Hence, not only to verify the

compatibility of the proposed nucleation model, but also

from the device reliability point of view, it becomes impor-

tant to investigate the thickness and area dependencies of the

tBD probability distributions on Cu doped Ge0.3Se0.7 solid

electrolyte based memory devices.

Figure 7(a) shows Weibull plots of the cumulative tBD
probability distributions for Ge0.3Se0.7 films with thicknesses

ranging from 30 to 120 nm. The measurements were per-

formed at room temperature by applying a constant voltage

stress of 180 mV on memory cells with 50� 50 lm2 cross-

sectional area. As can be seen, the Weibull slope parameter

b is approximately the same for memory devices with differ-

ent thicknesses. The characteristic breakdown time increases

exponentially with increasing the thickness of integrated

Ge0.3Se0.7 thin film as shown in Fig. 7(b).

Given that, based on the above discussion, the classical

nucleation model accounts fairly well for the randomness

observed in our breakdown study, one is then left with the

question of a possible physical explanation for the depend-

ence of the characteristic breakdown time on the integrated

thickness of the active material. Though the exact physical

explanation is yet not clear, there are some possible reasons

for this observation.

On the one hand, one has to take into account that Cu

doped Ge0.3Se0.7 is an inhomogeneous material system. As

in the case of Ag doped Se-rich GexSe1-x,
16 Cu doped

Ge0.3Se0.7 probably consists of nanosized, mixed ionic-

electronic conducting Cu2Se precipitates which are sepa-

rately dispersed in a continuous, high-resistivity Ge-rich Ge-

Se matrix (cf. Fig. 4). Under polarizing conditions, the elec-

tric field will distribute in a complex manner inside the Cu

doped Ge-Se film owing both to inhomogeneous local elec-

tronic and ionic conductivities and to the inner surfaces that

can give rise to the build-up of space charge regions. It is

thus reasonable to assume that the average voltage drop at

the interface Pt cathode=electrolyte which establishes the

overpotential might be only a fraction of the externally

applied voltage. In case this fraction decreases with increas-

ing film thickness, one would expect some exponential de-

pendence of the characteristic breakdown time on film

thickness. Under this point of view, the values for the critical

nucleus size as determined in sections (A) and (B) should be

regarded as minimum limiting values.

On the other hand, we believe that direct electric field

effects on the nucleation process could be another possible

reason for the observed thickness dependence. This is partic-

ularly important in case of thin film material systems, such

as our memory devices, where the strong electric field across

the memory cell could significantly influence the nucleation

process and, hence, the resistive switching process. The high

electric field E across the growing nucleus, in addition to the

applied overpotential, could further increase the nucleation

probability by suppressing the nucleation barrier through the

decrease in the electrostatic energy FE and could thus con-

tribute significantly to the free energy change for the forma-

tion of stable nuclei. Considering the electric field effect, Eq.

(4) can be generalized as

DG Nð Þ ¼ �Nzegþ U Nð Þ þ FE: (14)

Field induced nucleation becomes dominant when the

decrease in DG(N) owing to FE exceeds the contribution of

the supersaturation. Following the approach of the high field

induced nucleation model for threshold switching behavior

in PCRAM, as proposed by Kaprov et al.,41,42 the nucleation

time varies as

sE� exp
DGcritð Þ0
kBT

E0

E

� �

; (15)

where (DGcrit)0 is the classical critical Gibbs nucleation

energy and E0 is a characteristic electric field. E should be

FIG. 7. (Color online) Weibull plots of the cumulative “time-to-breakdown”

distributions for memory cells with different Ge0.3Se0.7 active layer thick-

nesses at room temperature (constant voltage stress:180 mV). (b) Exponen-

tial dependence of the characteristic breakdown time s on the thickness of

the integrated Ge0.3Se0.7 thin film.
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approximately related to the external voltage V and film

thickness L such as E�V=L.
In principle, this model explains very well the observed

exponential dependence of the characteristic breakdown

time on the thickness of integrated Ge0.3Se0.7 thin film, as

shown in Fig. 7(b). However, we know that (DGcrit)0 itself

depends on the overpotential. Therefore, within this model,

it becomes difficult to distinguish between an electric field

and overpotential dominated nucleation on base of the data

presented. Further analysis at low electric field strengths

could shed more light to make a distinction between these

two regimes.

D. Area dependence

As shown above, nucleation and thus the ensuing break-

down events obey a statistical distribution which can be ana-

lyzed according to Weibull statistics. One property of the

Weibull function F is that F should scale with the electrode

area A of the devices if the nucleation sites are randomly dis-

tributed on the electrode:23

ln �lnð1� F0Þ½ � � ln � ln 1� Fð Þ½ � ¼ ln
A0

A

� �

: (16)

From this equation it follows that if the area is increased by a

factor (A0=A) then the tBD probability distribution shifts verti-

cally by ln(A0=A) along the Weibull scale and the character-

istics time s decreases to s0, according to23

s0

s
¼

A

A0

� �1
b

: (17)

By measuring the tBD distribution functions on devices with

different areas, one can verify whether the nucleation sites

are randomly distributed. To check this property, we investi-

gated the influence of the memory device cross-sectional

area on the tBD probability distributions. The measurements

were performed at room temperature under a constant volt-

age stress of 200 mV on memory devices with a 90 nm

Ge0.3Se0.7 film. Figure 8(a) shows the cumulative tBD distri-

bution for different electrode areas ranging from 50� 50 to

400� 400 lm2. As can be seen, there is a clear shift verti-

cally along the Weibull scale with increasing device area.

Further, the power law dependence of s on area [Eq. (17)]

can be used to extract a more exact value for the slope pa-

rameter b rather than using a linear fit of a single Weibull

distribution. Figure 8(b) shows the linear dependence of

ln(s0=s) on ln (A=A0) according to Eq. (17). The calculated

value of b is found to be �1, which indicates that the break-

down process in our memory cells is of intrinsic nature.

Indeed, in the future, this approach has to be followed to

carefully cross-check the observed randomness of the Wei-

bull slope parameters as found in the present breakdown

study on Ge0.3Se0.7 based memory cells.

VI. CONCLUSIONS

In summary, the “ON resistance switching” statistics

was studied to understand the stochastic nature of the resist-

ance switching behavior of Cu doped Ge0.3Se0.7 based mem-

ory devices. Based upon an analysis of the voltage and

temperature dependence of the characteristic switching time,

the observed switching statistics was found to be related to

the stochastic nature of underlying nucleation processes

which induce the formation of the conducting filament. For

the voltage range used in this study, we obtained a critical

Gibbs nucleation energy in the range 0.71 �0.22 eV, corre-

sponding to a number of atoms forming the critical nucleus

in the range 12 – 2.3. A linear dependence of the characteris-

tic breakdown time on the film thickness probably indicates

that an electric field effect needs to be considered in addition

to overpotential driven nucleation.

At the end, though our breakdown analysis on Cu doped

Ge0.3Se0.7 based memory cells indicates that “ON resistance

switching” is governed by nucleation effects, yet there are

some critical points which need to be considered in future to

improve our understanding. First, the influence of the disor-

der on nucleation and, hence, on the fluctuations in device

performance is not included in the proposed model. To be

precise, disorder can come into play in many ways during

the resistive switching process. The switching process

enhances an initially present disorder through the nucleation

of new local conductive paths and branches or, simply, due

to the heterogeneity of the electric field stress that results

from the complex geometrical rearrangement of existing

local conductive paths. Even a small initially present disor-

der in the material systems can be enormously amplified dur-

ing switching. Additionally, the enormous statistical

FIG. 8. (Color online) (a) Weibull plots of the cumulative “time-to-break-

down” distributions for memory cells with different cross-sectional areas

and a 90 nm Ge0.3Se0.7 thin film at room temperature (constant voltage

stress: 200 mV). (b) The normalized characteristic breakdown time ln(s0=s)
as a function of the normalized memory devices cross-sectional area

ln(A=A0).
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fluctuations in the electrical field in disordered material sys-

tems could easily lead to enormous statistical fluctuations in

the time required for “ON resistance switching.”

Second, in our analysis, we have not considered the lat-

eral growth of the filament after the first prebreakdown event

(see Fig. 2), the dynamics of which could be important for a

further understanding of the retention behavior of these

memory cells.

Third, for industrial applications, these memory devices

should display fast (ns-scale) writing speed. In this time

scale, all the processes discussed above, i.e., ion migration,

nucleation and filament growth, could play an essential role

in the switching behavior. Hence, it becomes important to

distinguish between the rate limiting processes for reliable

and fast switching memory devices.

Finally, although the approach used in this article pro-

vides a route to understand the stochastic nature of the resis-

tive switching behavior, the above mentioned critical points

highlight some of the challenges ahead for developing reli-

able RRAM based memory devices for future applications.
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