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Abstract

In this paper, we study the structure of a general framed vertex operator algebra
(VOA). We show that the structure codes (C, D) of a framed VOA V satisfy certain
duality conditions. As a consequence, we prove that every framed VOA is a simple
current extension of the associated binary code VOA VC . This result suggests
the feasibility of classifying framed vertex operator algebras, at least if the central
charge is small. In addition, the pointwise frame stabilizer of V is studied. We
completely determine all automorphisms in the pointwise stabilizer, which are of
order 1, 2 or 4. The 4A-twisted sector and the 4A-twisted orbifold theory of the
famous moonshine VOA V \ are also constructed explicitly. We verify that the top
module of this twisted sector is of dimension 1 and of weight 3/4 and the VOA
obtained by 4A-twisted orbifold construction of V \ is isomorphic to V \ itself.
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1 Introduction

A framed vertex operator algebra V is a simple vertex operator algebra (VOA) which

contains a sub VOA F called a Virasoro frame isomorphic to a tensor product of n-

copies of the simple Virasoro VOA L(1/2, 0) such that the conformal element of F is the

same as the conformal element of V . There are many important examples such as the

moonshine VOA V \ and the Leech lattice VOA. In [DGH], a basic theory of framed

VOAs was established. A general structure theory about the automorphism group and

the frame stabilizer, the subgroup which stabilizes F setwise, was also included. Moreover,

Miyamoto [M3] showed that if V = ⊕n∈ZVn is a framed VOA over R such that V has a

positive definite invariant bilinear form and V1 = 0, then the full automorphism group

Aut(V ) is finite (see also [M1, M2]). Hence, the theory of framed VOA is very useful in

studying certain finite groups such as the Monster.

It is well-known (cf. [DMZ, DGH, M3]) that for any framed VOA V with a frame F ,

one can associate two binary codes C and D to V as follows.

Since F ' L(1/2, 0)⊗n is a rational vertex operator algebra, V is completely reducible

as an F -module. That is,

V =
⊕

hi∈{0,1/2,1/16}
mh1,...,hnL(1/2, h1)⊗ · · ·⊗L(1/2, hn),

where mh1,...,hr is the multiplicity of the F -module L(1/2, h1)⊗ · · ·⊗L(1/2, hn) in V . In

particular, all the multiplicities are finite and mh1,...,hr is at most 1 if all hi are different

from 1/16.

Let M = L(1/2, h1)⊗ · · ·⊗L(1/2, hn) be an irreducible module over F . The 1/16-word

(or τ -word) τ(M) of M is a binary codeword β = (β1, . . . , βn) ∈ Zn
2 such that

βi =





0 if hi = 0 or 1/2,

1 if hi = 1/16.
(1.1)

For any α ∈ Zn
2 , define V α as the sum of all irreducible submodules M of V such that

τ(M) = α. Denote D := {α ∈ Zn
2 | V α 6= 0}. Then D is an even linear subcode of Zn

2

and we obtain a D-graded structure on V = ⊕α∈DV α such that V α · V β = V α+β. In

particular, V 0 itself is a subalgebra and V can be viewed as a D-graded extension of V 0.

For any γ = (γ1, . . . , γn) ∈ Zn
2 , denote V (γ) := L(1/2, h1)⊗ · · ·⊗L(1/2, hn) where hi =

1/2 if γi = 1 and hi = 0 elsewhere. Set

C := {γ ∈ Zn
2 | mγ1/2,...,γn/2 6= 0}.

Then V (0) = F and V 0 = ⊕γ∈CV (γ). The sub VOA V 0 forms a C-graded simple current

extension of F which has a unique simple VOA structure [M2]. A VOA of the form

V 0 = ⊕γ∈CV (γ) is often referred to as a code VOA associated to C.
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The codes C and D are very important parameters for V and we shall call them the

structures codes of V with respect to the frame F . One of the main purposes of this

paper is to study the precise relations between the structure codes C and D. As our

main result, we shall show in Theorem 5.5 that for any α ∈ D, the subcode Cα := {β ∈
C | supp(β) ⊂ supp(α)} contains a doubly even subcode which is self-dual with respect

to α. From this we can prove that every framed VOA forms a D-graded simple current

extension of a code VOA associated to C in Theorem 5.6. This shows that one can obtain

any framed VOA by performing simple current extensions in two steps: first extend F to

a code VOA VC associated to C, then form a D-graded simple current extension of VC

by adjoining suitable irreducible VC-modules. The structure and representation theory of

simple current extensions is well-developed by many authors [DM1, M2, L3, Y1, Y2]. It is

known that a simple current extension has a unique structure of a simple vertex operator

algebra. Since F is rational, this implies there exist only finitely many inequivalent framed

VOAs with a given central charge. Therefore, together with the conditions on (C, D) in

Theorem 5.5, our results provide a method for determining all framed VOAs with a fixed

central charge, at least if the central charge is small. It is well-known that the structure

codes (C,D) of a holomorphic framed VOA must satisfy C = D⊥ (cf. [DGH, M3]). In this

case, we shall describe some necessary and sufficient conditions which C has to satisfy.

Namely, we shall show in Theorem 5.17 that there exists a holomorphic framed VOA with

structure codes (C,C⊥) if and only if C satisfies the following.

(1) The length of C is divisible by 16.

(2) C is even, every codeword of C⊥ has a weight divisible by
8, and
C⊥ ⊂ C.

(3) For any α ∈ C⊥, the subcode Cα of C contains a doubly
even subcode
which is self-dual with respect to α.

We shall call such a code an F -admissible code.

Since the conditions above provide quite strong restrictions on a code C, it is possi-

ble to classify all the codes satisfying these conditions if the length is small. Once the

classification of the F -admissible codes of a fixed length is done, one can consider the

classification of holomorphic framed VOAs with the corresponding central charge since a

holomorphic framed VOA is always a simple current extension of a code VOA. Based on

the results of the present paper, one can also characterize the moonshine vertex operator

algebra as the unique holomorphic framed vertex operator algebra of central charge 24

with trivial weight one subspace (cf. [LY], see also Remark 5.18). It is a special case of

the famous uniqueness conjecture of Frenkel-Lepowsky-Meurman [FLM].

In our argument, doubly even self-dual codes play an important role in prescribing
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structures of framed VOAs, and it is also revealed that if we omit the doubly even property,

then we lose the self-duality of certain summands V α of V which will give rise to an

involutive symmetry analogous to the lift of the (−1)-isometry on a lattice VOA VL. By

the standard notation as in [FLM], a lattice VOA has a form

VL =
⊕
α∈L

Mh(α), (1.2)

where Mh(α) denotes the irreducible highest weight representation over the free bosonic

vertex operator algebra Mh(0) associated to the vector space h = C⊗Z L with highest

weight α ∈ h∗ = h. Since the fusion algebra associated to Mh(0) is canonically isomorphic

to the group algebra C[h], one has a duality relation Mh(α)∗ ' Mh(−α). This shows

that there exists an order two symmetry inside the decomposition (1.2), namely, we can

define an involution θ ∈ Aut(VL) such that θMh(α) = Mh(−α) which is an extension of an

involution on Mh(0). However, since a framed VOA V has a decomposition V = ⊕α∈DV α

graded by an elementary abelian 2-group D, one cannot see the analogous symmetry

directly from the decomposition. We shall show that by breaking the doubly even property

in (C,D), we can find a pair of structure subcodes (C0, D0) with [C : C0] = [D : D0] = 2

such that one can obtain a decomposition

V =

( ⊕

α∈D0

V α+ ⊕ V α−
)⊕ ( ⊕

α∈D1

V α+ ⊕ V α−
)

(1.3)

which forms a (D0 ⊕ Z4)-graded simple current extension of a code VOA associated to

C0, where D1 is the complement of D0 in D. Actually, the main motivation of the present

work is to obtain the decomposition above. In the study of McKay’s E8-observation on

the Monster simple group [LYY1, LYY2], the authors found that McKay’s E8-observation

is related the conjectural Zp-orbifold construction of the moonshine VOA from the Leech

lattice VOA for p > 2, where the case p = 2 is solved in [FLM, Y3]. Based on the

decomposition (1.3), we can perform a Z4-twisted orbifold construction on V \.

The order four symmetry defined by the decomposition in (1.3) can be found as an

automorphism fixing F pointwise. The group of automorphisms which fixes F pointwise

is referred to as the pointwise frame stabilizer of V . We shall show that the pointwise

frame stabilizer only has elements of order 1, 2 or 4 and it is completely determined by

the structure codes (C, D). As an example, we compute the pointwise stabilizer of the

Moonshine VOA V \ associated with a frame given in [DGH, M3]. A 4A-element of the

Monster is described as an element of the pointwise frame stabilizer and the associated

McKay-Thompson series is computed in the proof of Theorem 7.5. In addition, the 4A-

twisted sector and the 4A-twisted orbifold theory of V \ are constructed. We shall verify

that the lowest degree subspace of this twisted sector is of dimension 1 and of weight 3/4,
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and the VOA obtained by the 4A-twisted orbifold construction of V \ is isomorphic to V \

itself.
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Notation and Terminology In this article, N, Z and C denote the set of non-negative

integers, integers, and the complex numbers, respectively. For disjoint subsets A and B

of a set X, we use A t B to denote the disjoint union. Every vertex operator algebra

is defined over the complex number field C unless otherwise stated. A VOA V is called

of CFT-type if it has the grading V = ⊕n≥0Vn with V0 = C1l. For a VOA structure

(V, Y (·, z), 1l, ω) on V , the vector ω is called the conformal vector1 of V . For simplicity,

we often use (V, ω) to denote the structure (V, Y (·, z), 1l, ω). The vertex operator Y (a, z)

of a ∈ V is expanded as Y (a, z) =
∑

n∈Z a(n)z
−n−1. For subsets A ⊂ V and B ⊂ M of a

V -module M , we set

A ·B := SpanC{a(n)v | a ∈ A, v ∈ B, n ∈ Z}.

If M has an L(0)-weight space decomposition M = ⊕∞n=0Mn+h with Mh 6= 0, we call Mh

the top level or top module of M and h the top weight of M . The top level and top weight

of a twisted module can be defined similarly.

For c, h ∈ C, let L(c, h) be the irreducible highest weight module over the Virasoro

algebra with central charge c and highest weight h. It is well-known that L(c, 0) has a

simple VOA structure. An element e ∈ V is referred to as a Virasoro vector with central

charge ce ∈ C if e ∈ V2 and it satisfies e(1)e = 2e and e(3)e = (1/2)ce1l. It is well-known

that by setting Le(n) := e(n+1), n ∈ Z, we obtain a representation of the Virasoro algebra

on V (cf. [M1]), i.e.,

[Le(m), Le(n)] = (m− n)Le(m + n) + δm+n,0
m3 −m

12
ce.

Therefore, a Virasoro vector together with the vacuum element generates a Virasoro VOA

inside V . We shall denote this subalgebra by Vir(e).

1We have changed the definition of the conformal vector and the Virasoro vector. In our past works,
their definitions are opposite.
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In this paper, we define a sub VOA of V to be a pair (U, e) such that U is a subalgebra

of V containing the vacuum element 1l and e is the conformal vector of U . Note that (U, e)

inherits the grading of V , that is, U = ⊕n≥0Un with Un = Vn ∩ U , but e may not be the

conformal vector of V . In the case that e is also the conformal vector of V , we shall call

the sub VOA (U, e) a full sub VOA2.

For a positive definite even lattice L, we shall denote the lattice VOA associated to

L by VL (cf. [FLM]). We adopt the standard notation for VL as in [FLM]. In particular,

V +
L denotes the fixed point subalgebra of VL by a lift of (−1)-isometry on L. The letter Λ

always denotes the Leech lattice, the unique even unimodular lattice of rank 24 without

roots.

Given an automorphism group G of V , we denote by V G the fixed point subalgebra

of G in V . The subalgebra V G is called the G-orbifold of V in the literature. For a

V -module (M,YM(·, z)) and σ ∈ Aut(V ), we set Y σ
M(a, z) := YM(σa, z) for a ∈ V . Then

the σ-conjugate module Mσ of M is defined to be the module (M,Y σ
M(·, z)).

We denote the ring Z/pZ by Zp with p ∈ Z and often identify the integers 0, 1, . . . , p−1

with their images in Zp. An additive subgroup C of Zn
2 together with the standard Z2-

bilinear form is called a linear code. For a codeword α = (α1, . . . , αn) ∈ C, we define

the support of α by supp(α) := {i | αi = 1} and the weight by wt(α) := |supp(α)|. For

a subset A of C, we define supp(A) := ∪α∈Asupp(α). For a binary codeword γ ∈ Zn
2

and for any linear code C ⊂ Zn
2 , we denote Cγ := {α ∈ C | supp(α) ⊂ supp(γ)} and

C⊥γ := {β ∈ C⊥ | supp(β) ⊂ supp(γ)}, where C⊥ = {δ ∈ Zn
2 | 〈α, δ〉 = 0 for all α ∈ C}.

A subcode H of C is called self-dual with respect to β ∈ C if supp(H) = supp(β) and

H⊥β = H (see also Definition 4.16). The all-one vector is a codeword (11 . . . 1) ∈ Zn
2 . For

α = (α1, . . . , αn) and β ∈ (β1, . . . , βn) ∈ Zn
2 , we define

α · β := (α1β1, . . . , αnβn) ∈ Zn
2 .

That is, the product α · β is taken in the ring Zn
2 . Note that α · β ∈ (Zn

2 )α ∩ (Zn
2 )β.

2 Preliminaries on simple current extensions

We shall present some basic facts on simple current extensions of a rational C2-cofinite

vertex operator algebra of CFT-type.

2.1 Fusion algebras

We recall the notion of the fusion algebra associated to a rational VOA V . It is known

that a rational VOA V has finitely many inequivalent irreducible modules (cf. [DLM2]).

2It is also called a conformal sub VOA in the literature.
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Let Irr(V ) = {X i | 1 ≤ i ≤ r} be the set of inequivalent irreducible V -modules. It

is shown in [HL] that the fusion product X i £V Xj exists for a rational VOA V . The

irreducible decomposition of X i £V Xj is referred to as the fusion rule

X i £
V

Xj =
r⊕

k=1

Nk
ij Xk, (2.1)

where the integer Nk
ij ∈ Z denotes the multiplicity of Xk in the fusion product, and is

called the fusion coefficient which is also the dimension of the space of all V -intertwining

operators of type X i×Xj → Xk. We shall denote by
(

Xk

Xi Xj

)
V

the space of V -intertwining

operators of type X i ×Xj → Xk. We define the fusion algebra (or the Verlinde algebra)

associated to V by the linear space V(V ) = ⊕r
i=1CX i spanned by a formal basis {X i |

1 ≤ i ≤ r} equipped with a product defined by the fusion rule (2.1). By the symmetry

of fusion coefficients, the fusion algebra V(V ) is commutative (cf. [FHL]). Moreover, it is

shown in [H3] that if V is rational, C2-cofinite and of CFT-type, then V(V ) is associative.

In this subsection, we assume that V is rational, C2-cofinite and of CFT-type.

A V -module M is called a simple current if for any irreducible V -module X, the

fusion product M £V X is also irreducible. In other words, a simple current V -module M

induces a permutation on Irr(V ) via X 7→ M £V X for X ∈ Irr(V ). Note that V itself is

a simple current V -module.

Next we shall recall the notion of the dual module. For a graded V -module M =

⊕n∈NMn+h such that dim Mn+h < ∞, define its restricted dual by M∗ = ⊕n∈NM∗
n+h,

where M∗
n+h := HomC(Mn+h,C) is the dual space of Mh+n. Let YM(·, z) be the vertex

operator on M . We can introduce the contragredient vertex operator Y ∗
M(·, z) on M∗

defined by

〈Y ∗
M(a, z)x, v〉 := 〈x, YM(ezL(1)(−z−2)L(0)a, z−1)v〉 (2.2)

for a ∈ V , x ∈ M∗ and v ∈ M (cf. [FHL]). The module (M∗, Y ∗
M(·, z)) is called the dual

(or contragredient) module of M .

Note that if the dual module M∗ of M is isomorphic to N , there exists a V -isomorphism

f ∈ HomV (N, M∗). Then f induces a V -intertwining operator of type V × N → M∗.

This implies that
(

V ∗
M N

)
V
6= 0 or equivalently M £V N ⊃ V ∗. A V -module M is called

self-dual if M∗ ' M . It is obvious that the space of V -invariant bilinear forms on an

irreducible self-dual V -module is one-dimensional.

Lemma 2.1. ([Y2]) Let U,W be V -modules such that U £V W = V in the fusion algebra.

Then both U and W are simple current V -modules.

Proof: First, we show that U £V M 6= 0 for any V -module M . We may assume that M

is irreducible as V is rational. Since the fusion product is commutative and associative, we

have (U £V M) £V W = (U £V W ) £V M = V £V M = M . This shows that U £V M 6=
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0. Similarly, W £V M 6= 0. Now assume that U £V M = M1⊕M2 for V -submodules M1

and M2. Then W £V (U £V M) = (W £V M1)⊕ (W £V M2). On the other hand,

W £
V

(U £
V

M) = (W £
V

U) £
V

M = V £
V

M = M.

Therefore, (W £V M1) ⊕ (W £V M2) = M . Since W £V M i 6= 0 if M i 6= 0, we see

that U £V M is irreducible if M is. This shows that U , and also W , are simple current

V -modules.

Corollary 2.2. Assume that V is simple, rational, C2-cofinite, of CFT-type and self-dual.

Then the following hold.

(1) Every simple current V -module is irreducible.

(2) A V -module U is simple current if and only if U £V U∗ = V .

(3) The set of simple current V -modules forms a multiplicative abelian group in V(V )

under the fusion product.

Proof: Let U be a simple current V -module. Then U = V £V U is irreducible as V is

simple. By the symmetry of fusion rules
(

U
V U

)
V
' (

U
U V

)
V
' (

V ∗
U U∗

)
V

(cf. [FHL]) and the

assumption V ∗ ' V , we have U £V U∗ ⊃ V . Since U and U∗ are irreducible, we have

U £V U∗ = V . This shows (1) and (2). Now let A be the subset of V(V ) consisting of

all the (inequivalent) simple current V -modules. Since a fusion product of simple current

modules is again a simple current, A is closed under the fusion product. Clearly V ∈ A
so that A contains a unit element. Finally, if U ∈ A, then U £V U∗ = V so that the

inverse U∗ ∈ A by (2). This completes the proof.

2.2 Simple current extensions

We review some basic results about simple current extensions from [L3, Y1]. Let V 0 be a

simple rational C2-cofinite VOA of CFT type and let {V α | α ∈ D} be a set of inequivalent

irreducible V 0-modules indexed by an abelian group D. A simple VOA VD = ⊕α∈DV α

is called a D-graded extension of V 0 if V 0 is a full sub VOA of VD and VD carries a

D-grading, i.e., V α · V β ⊂ V α+β for α, β ∈ D. In this case, the dual group D∗ of D acts

naturally and faithfully on VD. If all V α, α ∈ D, are simple current V 0-modules, then

VD is referred to as a D-graded simple current extension of V 0. The abelian group D is

automatically finite since V 0 is rational (cf. [DLM2]).

Proposition 2.3. ([ABD, DM2, L3, Y1]) Let V 0 be a simple rational C2-cofinite VOA

of CFT type. Let VD = ⊕α∈DV α be a D-graded simple current extension of V 0. Then

(1) VD is rational and C2-cofinite.

(2) If ṼD = ⊕α∈DṼ α is another D-graded simple current extension of V 0 such that Ṽ α '
V α as V 0-modules for all α ∈ D, then VD and ṼD are isomorphic VOAs over C.
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(3) For any subgroup E of D, a subalgebra VE := ⊕α∈EV α is an E-graded simple current

extension of V 0. Moreover, VD is a D/E-graded simple current extension of VE.

A representation theory of simple current extensions is developed in [L3, Y1]. It is

shown that each irreducible module over a simple current extension corresponds to an

irreducible module over a finite dimensional semisimple associative algebra. Moreover, it

is also proved that any V 0-module can be extended to certain twisted modules over VD.

Let M be an irreducible VD-module. Since V 0 is rational, we can take an irreducible

V 0-submodule W of M . Define DW := {α ∈ D | V α £V 0 W 'V 0 W}. Then DW is a

subgroup of D. Note that the subgroup DW is independent of the choice of the irreducible

V 0-module W in M . In other words, DW = DW ′ for any irreducible V 0-submodules W

and W ′ of M . We call M D-stable if DW = 0. In this case, V α £V 0 W 'V 0 V β £V 0 W

if and only if α = β and by setting Mα := V α £V 0 W , we have a D-graded isotypical

decomposition M = ⊕α∈DMα(' V £V 0 W ) as a V 0-module.

Theorem 2.4. ([L3, Y1]) Let W be an irreducible V 0-module. Then there exists a unique

χW ∈ D∗ ⊂ Aut(VD) such that W can be extended to an irreducible χW -twisted VD-module.

If DW = 0, then the extension of W to an irreducible χW -twisted VD-module is unique

and D-stable. Moreover, the extension of W is given by VD £V 0 W as a V 0-module.

One can easily compute fusion rules among irreducible D-stable modules.

Proposition 2.5. ([SY, Y1]) Let VD be a D-graded simple current extension of a simple

rational C2-cofinite VOA V 0 of CFT-type. Let M i, i = 1, 2, 3 be irreducible D-stable VD-

modules. Denote by M i = ⊕α∈D(M i)α a D-graded isotypical decomposition of M i. Then

the following linear isomorphism holds:

(
M3

M1 M2

)

VD

'
(

(M3)γ

(M1)α (M2)β

)

V 0

,

where α, β, γ ∈ D are arbitrary.

We shall need the following result on Z2-graded simple current extensions.

Proposition 2.6. Let V 0 be a simple rational C2-cofinite self-dual VOA of CFT-type.

Let V 1 be a simple current V 0-module not isomorphic to V 0 such that V 1 £V 0 V 1 = V 0.

Assume that V 1 has an integral top weight and the invariant bilinear form on V 1 is

symmetric. Then there exists a unique simple VOA structure on V = V 0 ⊕ V 1 as a

Z2-graded simple current extension of V 0.

Proof: For a, b ∈ V 0 and u, v ∈ V 1, define a vertex operator Y (·, z) as follows:

Y (a, z)b := YV 0(a, z)b, Y (a, z)u := YV 1(a, z)u, Y (u, z)a := ezL(−1)Y (a,−z)u,
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and Y (u, z)v is defined by means of the matrix coefficients

〈Y (u, z)v, a〉V 0 = 〈v, Y (ezL(1)(−z−2)L(0)u, z−1)a〉V 1 ,

where 〈·, ·〉V i denotes the invariant bilinear form on V i, i = 0, 1. Since the invariant bi-

linear form on V 1 is symmetric, we have the skew-symmetry Y (u, z)v = ezL(−1)Y (v,−z)u

for any u, v ∈ V 1 by Proposition 5.6.1 of [FHL]. It is also shown in [FHL, Li2] that

(V 0⊕V 1, Y (·, z)) forms a Z2-graded simple vertex operator algebra if and only if we have

a locality for any three elements in V 1, that is, for any u, v ∈ V 1, there exists N ∈ N such

that for any w ∈ V 1 we have

(z1 − z2)
NY (u, z1)Y (v, z2)w = (z1 − z2)

NY (v, z2)Y (u, z1)w.

By Huang [H3, Theorem 3.5] (see also Theorem 3.2 and 3.5 of [H1]), it is shown that

there exists λ ∈ C∗ such that for any u, v, w ∈ V 1 and sufficiently large k ∈ Z, we have

(z0 + z2)
kY (u, z0 + z2)Y (v, z2)w = λ(z2 + z0)

kY (Y (u, z0)v, z2)w. (2.3)

We shall show that the associativity above leads to the locality. The idea of the following

argument comes from [R]. Let N ∈ Z such that zNY (u, z)v ∈ V 0[[z]]. Take sufficiently

large s, t ∈ Z such that zsY (v, z)w ∈ V 0[[z]] and (2.3) holds for (u, v, w) and (v, u, w) with

k = t, s. Then

zt
1z

s
2(z1 − z2)

NY (u, z1)Y (v, z2)w

= e−z2∂z1

(
(z1 + z2)

tzs
2z

N
1 Y (u, z1 + z2)Y (v, z2)w

)

= λe−z2∂z1

(
(z2 + z1)

tzs
2z

N
1 Y (Y (u, z1)v, z2)w

)

= λe−z2∂z1

(
(z2 + z1)

tzs
2z

N
1 Y (ez1L(−1)Y (v,−z1)u, z2)w

)

= λe−z2∂z1ez1∂z2

(
zt
2(z2 − z1)

szN
1 Y (Y (v,−z1)u, z2)w

)
.

Define p(z1, z2) := zt
2(z2 − z1)

szN
1 Y (Y (v,−z1)u, z2)w. The equations above show that

p(z, w) ∈ V 1[[z1, z2]]. On the other hand,

zt
1z

s
2(−z2 + z1)

NY (v, z2)Y (u, z1)w

= e−z1∂z2

(
zt
1(z2 + z1)

s(−z2)
NY (v, z2 + z1)Y (u, z1)w

)

= λe−z1∂z2

(
zt
1(z1 + z2)

s(−z2)
NY (Y (v, z2)u, z1)w

)

= λe−z1∂z2p(−z2, z1).

Thus the locality follows from

e−w∂zez∂wp(z, w) = e−w∂zp(z, w + z) = e−w∂zp(z, z + w) = p(z − w, z)

and e−z∂wp(−w, z) = p(−w + z, z) = p(z − w, z).

The uniqueness has already been shown in [DM2] in a general fashion.

Later, we shall consider a construction of framed VOAs. The following extension

property will be used frequently.
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Theorem 2.7. (Extension property [Y2, Theorem 4.6.1]) Let V (0,0) be a simple rational

C2-cofinite VOA of CFT-type, and let D1, D2 be finite abelian groups. Assume that

we have a set of inequivalent irreducible simple current V (0,0)-modules {V (α,β) | (α, β) ∈
D1⊕D2} with D1⊕D2-graded fusion rules V (α1,β1) £V (0,0) V (α2,β2) = V (α1+α2,β1+β2) for any

(α1, β1), (α2, β2) ∈ D1⊕D2. Further assume that all V (α,β), (α, β) ∈ D1⊕D2, have integral

top weights and we have D1- and D2-graded simple current extensions VD1 = ⊕α∈D1V
(α,0)

and VD2 = ⊕β∈D2V
(0,β). Then VD1⊕D2 := ⊕(α,β)∈D1⊕D2V

(α,β) possesses a unique structure

of a simple vertex operator algebra as a (D1 ⊕ D2)-graded simple current extension of

V (0,0).

3 Ising frame and framed VOA

We shall review the notion of an Ising frame and a framed vertex operator algebra.

3.1 Miyamoto involutions

We begin by the definition of an Ising vector.

Definition 3.1. A Virasoro vector e is called an Ising vector if Vir(e) ' L(1/2, 0). Two

Virasoro vectors u, v ∈ V are called orthogonal if [Y (u, z1), Y (v, z2)] = 0. A decomposition

ω = e1 + · · · + en of the conformal vector ω of V is called orthogonal if ei are mutually

orthogonal Virasoro vectors.

Let e ∈ V be an Ising vector. By definition, Vir(e) ' L(1/2, 0). It is well-known that

L(1/2, 0) is rational, C2-cofinite and has three irreducible modules L(1/2, 0), L(1/2,1/2) and

L(1/2,1/16). The fusion rules of L(1/2, 0)-modules are computed in [DMZ]:

L(1/2,1/2) £ L(1/2,1/2) = L(1/2, 0), L(1/2,1/2) £ L(1/2,1/16) = L(1/2,1/16),

L(1/2,1/16) £L(1/2,1/16) = L(1/2, 0)⊕ L(1/2,1/2).
(3.1)

By (3.1), one can define some involutions in the following way. Let Ve(h) be the sum of

all irreducible Vir(e)-submodules of V isomorphic to L(1/2, h) for h = 0, 1/2, 1/16. Then

one has the isotypical decomposition

V = Ve(0)⊕ Ve(1/2)⊕ Ve(1/16).

Define a linear automorphism τe on V by

τe =





1 on Ve(0)⊕ Ve(1/2),

−1 on Ve(1/16).
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Then by the fusion rules in (3.1), τe defines an automorphism on the VOA V (cf. [M1]).

On the fixed point subalgebra V 〈τe〉 = Ve(0)⊕ Ve(1/2), one can define another linear auto-

morphism σe by

σe =





1 on Ve(0),

−1 on Ve(1/2).

Then σe also defines an automorphism on V 〈τe〉 (cf. [M1]). The automorphisms τe ∈
Aut(V ) and σe ∈ Aut(V 〈τe〉) are often called Miyamoto involutions.

3.2 Framed VOAs and their structure codes

Let us define the notion of a framed VOA.

Definition 3.2. ([DGH, M3]) A simple vertex operator algebra (V, ω) is called framed

if there exists a set {e1, . . . , en} of Ising vectors of V such that ω = e1 + · · · + en is an

orthogonal decomposition. The full sub VOA F generated by e1, . . . , en is called an Ising

frame or simply a frame of V . By abuse of notation, we sometimes call the set of Ising

vectors {e1, . . . , en} a frame, also.

Let (V, ω) be a framed VOA with an Ising frame F . Then

F ' Vir(e1)⊗ · · ·⊗Vir(ei) ' L(1/2, 0)⊗n

and V is a direct sum of irreducible F -submodules ⊗n
i=1 L(1/2, hi) with hi ∈ {0, 1/2, 1/16}.

For each irreducible F -module W = ⊗n
i=1 L(1/2, hi), we define its binary 1/16-word (or

τ -word) τ(W ) = (α1, · · · , αn) ∈ Zn
2 by αi = 1 if and only if hi = 1/16. For α ∈ Zn

2 , denote

by V α the sum of all irreducible F -submodules of V whose 1/16-words are equal to α.

Define a linear code D ⊂ Zn
2 by D = {α ∈ Zn

2 | V α 6= 0}. Then we have the 1/16-word

decomposition V = ⊕α∈DV α. By the fusion rules of L(1/2, 0)-modules, it is easy to see

that V α · V β ⊂ V α+β. Hence, the dual group D∗ of D acts on V . In fact, the action of

D∗ coincides with the action of the elementary abelian 2-group generated by Miyamoto

involutions {τei | 1 ≤ i ≤ n}. Therefore, all V α, α ∈ D, are irreducible V 0-modules by

[DM1]. Since there is no L(1/2,1/16)-component in V 0, the fixed point subalgebra V D∗ = V 0

has the following shape:

V 0 =
⊕

hi∈{0,1/2}
mh1,...,hnL(1/2, h1)⊗ · · ·⊗L(1/2, hn),

where mh1,...,hn ∈ N denotes the multiplicity. On V 0 we can define Miyamoto involu-

tions σei for i = 1, . . . , n. Denote by Q the elementary abelian 2-subgroup of Aut(V 0)

generated by {σei | 1 ≤ i ≤ n}. Then the fixed point subalgebra (V 0)Q = F and each

mh1,··· ,hnL(1/2, h1)⊗ · · ·⊗L(1/2, hn) is an irreducible F -submodule again by [DM1]. Thus
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mh1,··· ,hn ∈ {0, 1} and we obtain an even linear code C := {(2h1, · · · , 2hn) ∈ Zn
2 | hi ∈

{0,1/2}, mh1,··· ,hn 6= 0}, namely,

V 0 =
⊕

α=(α1,··· ,αn)∈C

L(1/2, α1/2)⊗ · · ·⊗L(1/2, αn/2). (3.2)

Since L(1/2, 0) and L(1/2,1/2) are simple current L(1/2, 0)-modules, V 0 is a C-graded simple

current extension of F . By Proposition 2.3, the simple VOA structure on V 0 is unique.

The simple VOA V 0 of the form (3.2) is called the code VOA associated to C and de-

noted by VC . It is clear that VC is simple, rational, C2-cofinite and of CFT-type. Since

L(1)(VC)1 = 0 by its F -module structure, VC has a non-zero invariant form and thus is

self-dual as a VC-module by [Li1]. Similarly, we also have L(1)V1 = 0 and V is self-dual

as a V -module.

Summarizing, there exists a pair (C, D) of even linear codes such that V is an D-graded

extension of a code VOA VC associated to C. We call the pair (C,D) the structure

codes of a framed VOA V associated with the frame F . Since the powers of z in an

L(1/2, 0)-intertwining operator of type L(1/2,1/2) × L(1/2,1/2) → L(1/2,1/16) are half-integral,

the structure codes (C, D) satisfy C ⊂ D⊥.

Notation Let V be a framed VOA with the structure codes (C, D), where C, D ⊂ Zn
2 .

For a binary codeword β ∈ Zn
2 , we define:

σβ :=
∏

i∈supp(β)

σei ∈ Aut(V 0) and τβ :=
∏

i∈supp(β)

τei ∈ Aut(V ). (3.3)

Namely, by associating Miyamoto involutions to a codeword of Zn
2 , σ : Zn

2 → Aut(V 0)

and τ : Zn
2 → Aut(V ) define group homomorphisms. It is also clear that ker σ = C⊥ and

ker τ = D⊥.

4 Representation of code VOAs

Since every framed VOA is an extension of its code sub VOA, it is quite natural to study

a framed VOA as a module over its code sub VOA. Let us first review a structure theory

for the irreducible modules over a code VOA.

4.1 Central extension of codes

Let ν1 = (10 . . . 0), ν2 = (010 . . . 0), . . . , νn = (0 . . . 01) ∈ Zn
2 . Define ε : Zn

2 ×Zn
2 → C∗ by

ε(νi, νj) := −1 if i > j and 1 otherwise, (4.1)

and extend to Zn
2 linearly. Then ε defines a 2-cocycle in Z2(Zn

2 ,C∗). By definition,

ε(α, β)ε(β, α) = (−1)〈α,β〉+wt(α)wt(β) and ε(α, α) = (−1)wt(α)(wt(α)−1)/2 (4.2)
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for all α, β ∈ Zn
2 . In particular, ε(α, α) = (−1)wt(α)/2 and ε(α, β)ε(β, α) = (−1)〈α,β〉 if

α, β ∈ Zn
2 are even.

Let G be the central extension of Zn
2 by C∗ with associated 2-cocycle ε. Recall that

G = Zn
2 × C∗ as a set, but the group operation is given by

(α, u)(β, v) = (αβ, ε(α, β)uv)

for all α, β ∈ Zn
2 and u, v ∈ C∗. Let C be a binary even linear code of Zn

2 . Since ε takes

values in {±1}, we can take a subgroup C̃ = {(α, u) ∈ G | α ∈ C, u ∈ {±1}} of G so that

C̃ forms a central extension of C by {±1}:

1 −→ {±1} −→ C̃
π−→ C −→ 1. (4.3)

We shall note that the radical of the standard bilinear form 〈·, ·〉 on C is given by R =

C ∩ C⊥ and thus by (4.2), the preimage R̃ = π−1(C ∩ C⊥) is the center of C̃. Take a

subgroup D of C such that C = R ⊕ D. Then the form 〈·, ·〉 is non-degenerate on D.

It follows from (4.2) that the preimage D̃ := π−1(D) is an extra-special 2-subgroup of

C̃. The central extension C̃ is then isomorphic3 to the central product of D̃ and R̃ over

{±1} ⊂ C∗ which we shall denote by D̃ ∗{±1} R̃.

We identify the multiplicative group C∗ with the central subgroup (0,C∗) = {(0, u) ∈
G | u ∈ C∗} of G, and let C∗C̃ = {(α, u) ∈ G | α ∈ C, u ∈ C∗} be the subgroup of G

generated by C∗ = (0,C∗) and C̃. Then we have the exact sequence:

1 −→ C∗ −→ C∗C̃ πC∗−→ C −→ 1. (4.4)

Since C∗ is injective in the category of abelian groups, the preimage of C ∩ C⊥ in C∗C̃
splits and one has an isomorphism

C∗C̃ ' (C ∩ C⊥)× (C∗ ∗{±1} D̃).

Now let ψ : C → End(V ) be a ε-projective representation of C on V , that is,

ψ(α)ψ(β) = ε(α, β)ψ(α + β) for α, β ∈ C. Then one defines a linear representation

ψ̃ of C∗C̃ via ψ̃(α, u) := uψ(α) ∈ End(V ) for α ∈ C and u ∈ C∗. Since C∗C̃ is isomorphic

to a direct product of R = C ∩C⊥ and C∗ ∗{±1} D̃, ψ̃ is a tensor product of a linear char-

acter of R and an irreducible non-linear character of D̃ if ψ̃ is irreducible. Since D̃ is an

3Note that the isomorphism type of D̃ is determined by the dimension of maximal isotropic sub-
spaces of D with respect to the quadratic form q(α) = ε(α, α) (cf. [Go] and [FLM, Section 5.3]),
which depends on the choice of the complement D if R is not doubly even. For example, we
can take C = SpanZ2

{(11000), (00110), (00101)}. Then the radical R = {(00000), (11000)}. Set
D = {(00000), (00110), (00101), (00011)} and D′ = {(00000), (11110), (00101), (11011)}. Then both D
and D′ are complement of R in C but D̃ 6' D̃′, for D̃ is a quaternion group whereas D̃′ is a dihedral
group of order 8. Nevertheless, the central product D̃ ∗{±1} R̃ is still uniquely determined by C up to
isomorphisms.
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extra-special 2 group, D has only one non-linear irreducible character up to isomorphisms

(cf. [Go] and [FLM, Theorem 5.5.1]). Therefore, the number of inequivalent irreducible

ε-projective representation of C is equal to the order of R = C ∩ C⊥.

Let us review the structure of the irreducible non-linear character of D̃ in more de-

tail. Let H be a maximal self-orthogonal subcode of D. Then by (4.2) the preim-

age π−1
C∗ (H) of H in C∗C̃ splits. Hence, there exists a map ι : H → C∗ such that

ε(α, β) = (∂ι)(α, β) = ι(α)ι(β)/ι(α + β) for all α, β ∈ H. Since ε(α, β) ∈ {±1}, one also

has ε(α, β) = ε(α, β)−1 = ι(α + β)/ι(α)ι(β). Then the section map H 3 α 7→ (α, ι(α)) ∈
π−1
C∗ (H) is a group homomorphism. Let χ be a linear character of H and define a linear

character χ̃ of π−1
C∗ (H) by χ̃(α, ι(α)u) = uχ(α) for α ∈ H and u ∈ C∗. Since the preimage

H̃ := π−1(H) is a subgroup of π−1
C∗ (H), we may view χ̃ as a linear character of H̃. Then

the irreducible non-linear character of D̃ is realized by the induced module IndD̃
H̃

χ̃ (cf.

Theorem 5.5.1 of [FLM]). Summarizing, we have:

Proposition 4.1. (Theorem 5.5.1 of [FLM]) Let ψ be an irreducible ε-projective represen-

tation of C. Then the associated linear representation ψ̃ of C∗C̃ is of the form λ⊗C IndD̃
H̃

χ̃,

where λ is a linear character of C ∩ C⊥, H̃ is the preimage of a maximal self-orthogonal

subcode H of D in C̃, and χ̃ is a linear character of H̃ such that χ̃(0,−1) = −1. In

particular, ψ̃ is induced from a linear character of a maximal abelian subgroup of C̃.

4.2 Structure of modules

Let C be an even linear code of Zn
2 . For a codeword α = (α1, . . . , αn) ∈ C, we set

V (α) := L(1/2, α1/2)⊗ · · ·⊗L(1/2, αn/2).

Let VC = ⊕α∈CV (α) be the code VOA associated to C. Since V (0) = L(1/2, 0)⊗n is a

rational full sub VOA of VC , every VC-module is completely reducible as a V (0)-module.

We shall review the structure theory of irreducible VC-modules from [M2, L3, Y1, Y2].

Let M be an irreducible VC-module. Take an irreducible V (0)-submodule W of M ,

which is possible as V (0) is rational. Let τ(W ) ∈ Zn
2 be the binary 1/16-word of W as

defined in (1.1) (see also Section 3.2). Then it follows from the fusion rules of L(1/2, 0)-

modules that τ(W ) ∈ C⊥ and τ(W ) = τ(W ′) for any irreducible V (0)-submodule W ′

of M . Set CW := {α ∈ C | V (α) £V (0) W ' W}. Then CW = {α ∈ C | supp(α) ⊂
supp(τ(W ))} and CW ′ = CW for any irreducible V (0)-submodule W ′ of M . Let {αi |
1 ≤ i ≤ r} be the coset representatives for CW in C. By the definition of CW , it follows

V (αi) £V (0) W 6' V (αj) £V (0) W if i 6= j, because if V (β) £V (0) W = V (γ) £V (0) W in

the fusion algebra then W = V (β) £V (0) V (γ) £V (0) W = V (β + γ) £V (0) W for β, γ ∈ C.

Note that the fusion algebra associated to V (0) is associative and V (β) £V (0) V (γ) =

V (β + γ). For simplicity, we set W i := V (αi) £V (0) W . Then we have the following
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isotypical decomposition:

M =
r⊕

i=1

W i⊗HomV (0)(W
i,M).

In the decomposition above, each homogeneous component

W i⊗HomV (0)(W
i,M)

of M forms an irreducible VCW
-submodule, where VCW

is the code VOA associated to

CW . Let U := HomV (0)(W,M). It is shown in [M2, L3, Y2] that U is an irreducible ε-

projective representation of CW so that U is also an irreducible C∗C̃W -module. Moreover,

the VC-module structure on M is uniquely determined by the C∗C̃W -module structure on

U .

Theorem 4.2. ([M2, L3, Y2]) Let C be an even linear code and VC = ⊕α∈CV (α) the

associated code VOA. Let W be an irreducible V (0)-module such that τ(W ) ∈ C⊥. Then

there is a one to one correspondence between the isomorphism classes of irreducible ε-

projective representations of CW and the isomorphism classes of irreducible VC-modules

containing W as a V 0-submodule.

In the following, we shall give an explicit construction of irreducible VC-modules from

irreducible ε-projective CW -modules.

An explicit construction Let W be an irreducible V (0)-module such that the 1/16-

word τ(W ) ∈ C⊥. Let H be a maximal self-orthogonal subcode of CW = {α ∈ C |
supp(α) ⊂ supp(τ(W ))}. Since the preimage π−1

C∗ (H) of H in (4.4) splits, there is a map

ι : H → C∗ such that (α, ι(α))(β, ι(β)) = (α + β, ι(α + β)) for all α, β ∈ H. Let χ be a

linear character of H. Then we can define a linear character χ̃ι of π−1
C∗ (H) by

χ̃ι(α, ι(α)u) = uχ(α) for α ∈ H, u ∈ C∗. (4.5)

In this case, χ̃ι is also a linear character on the preimage H̃ = π−1(H) of H in (4.3). Let

Cε[C] be the twisted group algebra associated to the 2-cocycle ε ∈ Z2(C,C∗) defined in

(4.1). That means Cε[C] = SpanC{eα | α ∈ C} as a linear space and eαeβ = ε(α, β)eα+β.

By (4.2), we have

eαeβ = (−1)〈α,β〉eβeα. (4.6)

It is clear that Cε[CW ] = ⊕α∈CW
Ceα and Cε[H] = ⊕β∈HCeβ are subalgebras of Cε[C].

Moreover, Cε[H] ' C[H] as C-algebras. Let {α1, . . . , αr} be a set of coset representatives

for CW in C and let {β1, . . . , βs} be a set of coset representatives for H in CW . Consider

an induced module IndC̃
H̃

χ̃ι. As a linear space, it is defined by

IndC̃
H̃

χ̃ι =
r⊕

i=1

s⊕
j=1

C eαi+βj ⊗
Cε[H̃]

vχ̃ι ,
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where Cvχ̃ι is a Cε[H]-module affording the character χ̃ι, that is, ι(α)eα · vχ̃ι = χ(α)vχ̃ι

for all α ∈ H. Note also that the components

U i :=
s⊕

j=1

Ceαi+βj ⊗
Cε[H̃]

vχ̃ι , 1 ≤ i ≤ r,

are irreducible Cε[CW ]-modules. Set W i := V (αi) £V (0) W for 1 ≤ i ≤ r. Let Iα,i(·, z)

be a V (0)-intertwining operator of type V (α) × W i → V (α) £V (0) W i. Since all V (α),

α ∈ C, are simple current V (0)-modules, Iα,i(·, z) are unique up to scalars. It is possible

to choose these intertwining operators such that

(z0 + z2)
mIα,j′(xα, z0 + z2)I

β,j(xβ, z2)w
j

= ε(α, β)(z2 + z0)
mIα+β,j(YVC

(xα, z0)x
β, z2)w

j

for xα ∈ V α, xβ ∈ V β, wj ∈ W j, αj′ + CW = β + αj + CW and m À 0 (cf. [M2, Y2]). We

can also choose I0,i(·, z) so that I0,i(1l, z) = idW i . Now put

M = IndVC
VH

(W, χ̃ι) :=
r⊕

i=1

W i⊗
C

U i

and define a vertex operator Y (·, z) : VC ×M → M((z)) by

Y (xα, z)wi⊗
C

ui := Iα,i(xα, z)wi⊗
C
(eα · ui)

for xα ∈ V α, wi ∈ W i and ui ∈ U i.

Theorem 4.3. ([M2, L3, Y1]) The induced module IndVC

V 0(W, χ̃ι) equipped with the vertex

operator defined above is an irreducible VC-module. Moreover, every irreducible VC-module

is isomorphic to an induced module.

Remark 4.4. Even if τ(W ) 6∈ C⊥, one can still define an irreducible Z2-twisted VC-

module structure on IndVC
VH

(W, χ̃) (cf. [L1, Y1]).

Parameterization by a pair of binary codewords The irreducible VC-modules can

also be parameterized by a pair of binary codewords. For given β ∈ C⊥ and γ ∈ Zn
2 , we

define a weight vector hβ,γ = (h1
β,γ, . . . , h

n
β,γ), hi

β,γ ∈ {0, 1/2, 1/16} by

hi
β,γ :=





1

16
if βi = 1,

γi

2
if βi = 0.

Let

L(hβ,γ) := L(1/2, h
1
β,γ)⊗ · · ·⊗L(1/2, h

n
β,γ)
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be the irreducible L(1/2, 0)⊗n-module with the weight hβ,γ. Set Cβ := {α ∈ C | supp(α) ⊂
supp(β)} and let Rβ = Cβ ∩ (Cβ)⊥ be the radical of Cβ. Fix a map ι : Rβ → C∗ such

that the section map Rβ 3 α 7→ (α, ι(α)) ∈ π−1
C∗ (R

β) is a group homomorphism. Take

a maximal self-orthogonal subcode H of Cβ. Then Rβ ⊂ H and we can extend ι to

H such that the section map H 3 α 7→ (α, ι(α)) ∈ π−1
C∗ (H) is a group homomorphism.

For, there exists a map  : H → C∗ such that H 3 α 7→ (α, (α)) ∈ π−1
C∗ (H) is a group

homomorphism. Then µ = ι/ restricted on Rβ is a character since ∂µ = ∂ι/∂ =

ε/ε = 1 on Rβ. Take a complement K such that H = Rβ ⊕ K and extend µ to H

by letting µ(K) = 1. Then µ coincides with ι on Rβ as desired. Define a character

χγ of H by χγ(α) := (−1)〈γ,α〉 for α ∈ H and extend to a character χ̃γ;ι of π−1
C∗ (H) by

χ̃γ;ι(α, ι(α)u) := χγ(α)u for α ∈ H and u ∈ C∗. Note that χ̃γ;ι also defines a linear

character on H̃. Moreover, every character ϕ of H̃ such that ϕ(0,−1) = −1 is of the form

χ̃γ;ι for some γ ∈ Zn
2 . Then by Theorem 4.3, the pair (β, γ) determines an irreducible

VC-module

MC(β, γ; ι) := IndVC
VH

(L(hβ,γ), χ̃γ;ι).

Note that if C is self-orthogonal and supp(C) ⊂ supp(β), then MC(β, γ; ι) ' L(hβ,γ) as

a V (0)-module. If β = 0, then H = 0 and ι is trivial. We shall simply denote MC(0, γ; ι)

by MC(0, γ). It is also obvious that

MC(0, γ) =
⊕

α=(α1,...,αn)∈C+γ

L(1/2, α1/2)⊗ · · ·⊗L(1/2, αn/2).

This module is called a coset module in [M2]4. We sometimes denote MC(0, γ) by VC+γ,

also.

We shall review some basic properties of MC(β, γ; ι).

Lemma 4.5. ([DGL]) The module structure of MC(β, γ; ι) is independent of the choice

of the maximal self-orthogonal subcode H of Cβ and the choice of the extension of ι from

Rβ to H.

Proof: Let H ′ be a maximal self-orthogonal subcode of Cβ and ι′ : H ′ → C∗ an ex-

tension of ι to H ′ such that the section map H ′ 3 α 7→ (α, ι′(α)) ∈ π−1
C∗ (H

′) is a group

homomorphism. Define a linear character χ̃′γ;ι′ of π−1
C∗ (H

′) by χ̃′γ;ι′(α, ι′(α)u) := (−1)〈γ,α〉u

for α ∈ H ′ and u ∈ C∗. Then χ̃′γ;ι′ is also a linear character of the preimage H̃ ′ of H ′ in

(4.3). We shall show that

IndVC
VH′

(L(hβ,γ), χ̃γ;ι′) ' IndVC
VH

(L(hβ,γ), χ̃γ,ι).

4This name has nothing to do with so-called the coset construction (cf. [FZ, GKO]) of a commutant
subalgebra.
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For this, it suffices to show that Ind
C̃β

H̃
χ̃γ;ι ' Ind

C̃β

H̃′ χ̃
′
γ;ι′ by Theorem 4.2 and the construc-

tion of induced modules. By definition, it is clear that χ̃γ;ι|Rβ = χ̃′γ;ι′|Rβ . For simplicity,

we denote it by λ.

Let K be a compliment of Rβ in H + H ′ and take D be a complement of Rβ in Cβ

such that K ⊂ D. Then H = Rβ ⊕ (H ∩K), H ′ = Rβ ⊕ (H ′ ∩K) and C̃β ' R̃β ∗{±1} D̃.

It is obvious that both H1 = H ∩ K and H2 = H ′ ∩ K are maximal self-orthogonal

subcodes of D. Therefore, by Proposition 4.1, we have Ind
C̃β

H̃
χ̃γ;ι ' λ⊗C IndD̃

H̃1
χ̃γ;ι|H̃1

and

Ind
C̃β

H̃′ χ̃
′
γ;ι′ ' λ⊗C IndD̃

H̃2
χ̃′γ;ι′|H̃2

. Since there is only one linear representation of D̃ such

that (0,−1) acts non-trivially, we have IndD̃
H̃1

χ̃γ;ι ' IndD̃
H̃2

χ̃′γ;ι′ and Ind
C̃β

H̃
χ̃γ;ι ' Ind

C̃β

H̃′ χ̃
′
γ;ι

as desired

Remark 4.6. If we choose another map ι′ : Rβ → C∗ such that the section map Rβ 3
α 7→ (α, ι′(α)) ∈ π−1

C∗ (R
β) is a group homomorphism, then ι/ι′ is a linear character of Rβ.

Thus, there exists ξ ∈ (Zn
2 )β such that ι(α)/ι′(α) = (−1)〈α,ξ〉 for α ∈ Rβ. Hence, for any

α ∈ Rβ and u ∈ C∗, we have

χ̃γ;ι′(α, ι(α)u) = χ̃γ;ι′(α, (−1)〈α,ξ〉ι′(α)u) = (−1)〈α,ξ〉 · (−1)〈α,γ〉u

= (−1)〈α,γ+ξ〉u = χ̃γ+ξ;ι(α, ι(α)u).

Hence, χ̃γ;ι′ = χ̃γ+ξ;ι on R̃β and we have MC(β, γ; ι′) ' MC(β, γ + ξ; ι).

Similarly, one can show the following by considering linear characters of H̃.

Lemma 4.7. ([DGL]) Let β, β′ ∈ C⊥ and γ, γ′ ∈ Zn
2 . Then the irreducible VC-modules

MC(β, γ; ι) and MC(β′, γ′; ι) are isomorphic if and only if

β = β′ and γ + γ′ ∈ C + H⊥β ,

where H is a maximal self-orthogonal subcode of Cβ and H⊥β = {α ∈ Zn
2 | supp(α) ⊂

supp(β) and 〈α, δ〉 = 0 for all δ ∈ H}.

Proof: Assume that MC(β, γ; ι) ' MC(β′, γ′; ι). Then clearly β = β′ by 1/16-word

decompositions. It is also obvious from the definition of MC(β, γ; ι) that MC(β, γ; ι) '
MC(β, γ + δ; ι) for any δ ∈ H⊥β . Let {α1, . . . , αr} and {δ1, . . . , δs} be transversals for Cβ

in C and H in Cβ, respectively. Then by definition we have a decomposition

MC(β, γ; ι) =
r⊕

i=1

s⊕
j=1

(
V (αi) £

V (0)
L(hβ,γ)

)
⊗
C

(
eαi+δj ⊗

Cε[H]
χ̃γ;ι

)
.

It follows from (4.6) that
(

V (αi) £
V (0)

L(hβ,γ)

)
⊗
C

(
eαi+δj ⊗

Cε[H]
χ̃γ;ι

)
' MH(β, γ + αi + δj; ι) (4.7)
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as a VH-submodule. Therefore, we have the following decompositions:

MC(β, γ; ι) =
⊕

δ+H∈C/H

MH(β, γ + δ; ι),

MC(β, γ′; ι) =
⊕

δ+H∈C/H

MH(β, γ′ + δ; ι).

Since H = Cβ∩H⊥β by the maximality of H, all MH(β, γ+δ; ι), δ ∈ C/H, are inequivalent

irreducible VH-submodules. Thus, if MC(β, γ; ι) ' MC(β, γ′; ι), then χ̃γ′;ι = χ̃γ+δ;ι for

some δ ∈ C. This is possible if and only if γ+γ′ ∈ C+H⊥β . Conversely, if γ+γ′ ∈ C+H⊥β ,

then MC(β, γ; ι) and MC(β, γ′; ι) contain isomorphic irreducible VH-submodules. Since

VC-module structures on MC(β, γ; ι) and MC(β, γ′; ι) are uniquely determined by their

VH-module structures, they are isomorphic.

In the proof above, we have shown the following useful fact.

Corollary 4.8. Let MC(β, γ; ι) be an irreducible VC-module. Let H be a maximal self-

orthogonal subcode of Cβ. Then as a VH-module,

MC(β, γ; ι) =
⊕

δ+H∈C/H

MH(β, γ + δ; ι).

In particular, every irreducible VH-submodule of MC(β, γ; ι) is multiplicity-free.

Lemma 4.9. Let R be the radical of Cβ with respect to the standard bilinear form and

H a maximal self-orthogonal subcode of Cβ. Then Cβ + H⊥β = R⊥β and hence the code

C + H⊥β = C + R⊥β is again independent of the choice of the maximal self-orthogonal

subcode H.

Proof: Since R ⊂ H, we have H⊥β ⊂ R⊥β . By definition, it is also clear that Cβ ⊂ R⊥β

and we have Cβ + H⊥β ⊂ R⊥β . Since the bilinear form 〈·, ·〉 restricted on the quotient

space Cβ/R is non-degenerate and H/R is a maximal self-orthogonal subspace, we have

dim Cβ/R = 2 dim H/R and hence dim Cβ = 2 dim H − dim R. On the other hand,

dim(Cβ + H⊥β) = dim Cβ + dim H⊥β − dim(Cβ ∩H⊥β)

= dim Cβ + wt β − 2 dim H = wt β − dim R = dim R⊥β .

Thus, we have Cβ + H⊥β = R⊥β

4.3 Dual module

We shall determine the structure of the dual module of a VC-module MC(β, γ; ι). Recall

that the dual module of a V -module M = ⊕n∈NMn+h is defined to be its restricted dual

M∗ = ⊕n∈NM∗
n+h equipped with a vertex operator Y ∗

M(·, z) defined by (2.2).
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First, we consider the case when the code is self-orthogonal. Let H be a self-orthogonal

code of Zn
2 . In this case, one can define a character ϕ of H by ϕ(α) = (−1)wt(α)/2 for

α ∈ H. So there exists a codeword κ ∈ Zn
2 such that ϕ(α) = (−1)〈κ,α〉 for all α ∈ H.

Lemma 4.10. Let H ⊂ Zn
2 be a self-orthogonal code. For any γ ∈ Zn

2 , the dual module of

MH((1n), γ; ι) is isomorphic to MH((1n), γ + κ; ι), where κ ∈ Zn
2 is given by (−1)〈κ,α〉 =

(−1)wt(α)/2 for all α ∈ H.

Proof: By assumption, MH((1n), γ; ι) = L(1/2,1/16)⊗n⊗ χ̃γ;ι is an irreducible V (0) =

L(1/2, 0)⊗n-module. Therefore,

MH((1n), γ; ι)∗ ' MH((1n), γ′; ι) for some γ′ ∈ Zn
2 .

Since L(1/2,1/16)⊗n is a self-dual V (0)-module, we have a V (0)- isomorphism f : M → M∗.

Let Y (·, z) and Y ∗(·, z) be the vertex operators on M and M∗, respectively. For α ∈ H,

let xα ∈ V (α) be a non-zero highest weight vector of weight wt(α)/2. Then Y ∗(xα, z)f

and fY (xα, z) are V (0)-intertwining operators of type

V (α)×MH((1n), γ; ι) → MH((1n), γ; ι)∗.

Since the space of V (0)-intertwining operators of this type is one-dimensional, there exists

a scalar λα ∈ C∗ such that Y ∗(xα, z)f = λαfY (xα, z). Let v be a non-zero highest weight

vector of MH((1n), γ; ι). Then by (2.2), one has

〈Y ∗(xα, z)fv, v〉 = (−1)wt(α)/2z−wt(α)〈fv, Y (xα, z−1)v〉
= (−1)wt(α)/2z−wt(α)/2〈fv, xα

(wt(α)/2−1)v〉.

On the other hand,

〈Y ∗(xα, z)fv, v〉 = λα〈fY (xα, z)v, v〉
= λαz−wt(α)/2〈fxα

(wt(α)/2−1)v, v〉.

Since xα
(wt(α)/2−1)v = tv for some t ∈ C∗ and 〈fv, v〉 6= 0, we have λα = (−1)wt(α)/2 =

(−1)〈κ,α〉. Therefore, by considering the linear character associated to MH((1n), γ; ι)∗, we

see that MH((1n), γ; ι)∗ ' MH((1n), γ + κ; ι).

Proposition 4.11. Let C be an even linear code, β ∈ C⊥ and γ ∈ Zn
2 . Let H be a

maximal self-orthogonal subcode of Cβ. Then the dual module MC(β, γ; ι)∗ is isomorphic

to MC(β, γ + κH ; ι) where κH ∈ Zn
2 is such that supp(κH) ⊂ supp(β) and (−1)〈κH ,α〉 =

(−1)wt(α)/2 for all α ∈ H.

Proof: By Corollary 4.8, MC(β, γ; ι) contains a VH-submodule

MH(β, γ; ι) ' L(hβ,γ)⊗ χ̃γ;ι.
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By the previous lemma, the dual module MC(β, γ; ι)∗ contains a VH-submodule isomorphic

to

MH(β, γ; ι)∗ ' MH(β, γ + κH ; ι) = L(hβ,γ)⊗ χ̃γ+κH ;ι.

Therefore, by the structure of irreducible VC-modules,

MC(β, γ; ι)∗ ' IndVC
VH

(L(hβ,γ), χ̃γ+κH ;ι)

and hence MC(β, γ; ι)∗ ' MC(β, γ + κH ; ι).

As an immediate corollary, we have:

Corollary 4.12. With reference to the proposition above, MC(β, γ; ι) is self-dual if and

only if κH ∈ C. In particular, MC(0, γ) is self-dual for all γ ∈ Zn
2 .

4.4 Fusion rules

We shall compute the fusion rules among some irreducible VC-modules. First, we recall a

result from [M2] which is a direct consequence of Proposition 2.5.

Lemma 4.13. ([M2]) For α, β ∈ Zn
2 , MC(0, α) £VC

MC(0, β) = MC(0, α + β).

By the lemma above, we see that MC(0, α) £VC
MC(0, α) = MC(0, 0) ' VC . Therefore,

all MC(0, α), α ∈ Zn
2 , are simple current VC-modules by Corollary 2.2. It also follows

that MC(0, α) £VC
MC(β, γ; ι) is an irreducible VC-module with the 1/16-word β. The

corresponding fusion rules are also computed by Miyamoto [M3] in the case supp(α) ⊂
supp(β).

Lemma 4.14. ([M3]) Let α, β, γ ∈ Zn
2 with β ∈ C⊥. Then

MC(0, α) £
VC

MC(β, γ; ι) = MC(β, α + γ; ι).

Moreover, the difference of the top weight of MC(β, γ; ι) and the top weight of MC(β, α +

γ; ι) is congruent to 〈α, α + β〉/2 modulo Z.

Proof: The assertion is proved in Lemma 3.27 of [M3] in the case supp(α) ⊂ supp(β).

We generalize his argument to obtain the desired fusion rule. Since MC(0, α) is a simple

current VC-module, we know that there exists γ′ ∈ Zn
2 such that

MC(0, α) £
VC

MC(β, γ; ι) ' MC(β, γ′; ι).

Therefore, if we can construct a non-zero VC-intertwining operator of type MC(0, α) ×
MC(β, γ; ι) → MC(β, α + γ; ι), then we are done. To do this, we have to extend VC

to a larger algebra. The case α ∈ C is trivial so that we assume that α 6∈ C. Set
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C ′ = C t (C + α). We can define a simple vertex operator (super)algebra structure on

the space VC′ = VC ⊕ VC+α = MC(0, 0) ⊕MC(0, α). This is a VOA if α is even, and an

SVOA if α is odd.

Set H ′ := C ′
β ∩ H⊥, which is the unique maximal subcode of C ′

β containing H such

that its preimage H̃ ′ is a maximal abelian subgroup of C̃ ′
β in the extension (4.3). We can

take  : H ′ → C∗ such that |H = ι and the section map H ′ 3 δ 7→ (δ, (δ)) ∈ π−1
C∗ (H

′)

defines a group homomorphism. In the definition of the induced module MC(β, γ; ι) =

IndVC
VH

L(hβ,γ , χ̃γ;ι), if we use Cε[C ′] instead of Cε[C] and replace ι by , then we obtain an

irreducible VC′-module

MC′(β, γ; ) := Ind
VC′
VH′

(L(hβ,γ, χ̃γ,)

which contains MC(β, γ; ι) = IndVC
VH

(L(hβ,γ , χ̃γ,|H ) as a VC-submodule. The induced mod-

ule MC′(β, γ; ) is an untwisted VC′-module if 〈α, β〉 = 0 and otherwise it is a Z2-twisted

VC′-module (cf. [Y2]). Nevertheless, the subspace M = VC+α ·MC(β, γ; ι) of MC′(β, γ; )

is an irreducible VC-submodule. It follows from (4.6) and (4.7) that there exists an irre-

ducible VH-submodule of M isomorphic to MH(β, α+γ; |H). Then M ' MC(β, α+γ; |H)

by the structure of an irreducible VC-module. Since M ' MC(0, α) £VC
MC(β, γ; ι), we

obtain the desired fusion rule.

Since the L(1/2, 0)-intertwining operators of types L(1/2, h)×L(1/2,1/16) → L(1/2,1/16), h ∈
{0, 1/2}, keep the top weights but the L(1/2, 0)-intertwining operators of type L(1/2, 1/2)×
L(1/2, 0) → L(1/2,1/2) and L(1/2, 1/2) × L(1/2,1/2) → L(1/2, 0) change the top weights by 1/2

or −1/2, the difference of top weights is as in the assertion.

By this lemma, we can compute the following fusion rule.

Proposition 4.15. Let β ∈ C⊥ and γ ∈ Zn
2 . Let H be a maximal self-orthogonal subcode

of Cβ. Then

MC(β, γ; ι) £
VC

MC(β, γ; ι)∗ =
∑

δ+C∈C+H
⊥β

MC(0, δ),

where δ ∈ Zn
2 runs over a transversal for C in C + H⊥β .

Proof: It follows from the 1/16-word decomposition that the fusion product

MC(β, γ; ι) £
VC

MC(β, γ; ι)∗

contains only modules of type MC(0, δ). Now assume that
(

MC(0,δ)
MC(β,γ;ι) MC(β,γ;ι)∗

)
VC

6= 0.

Then by the symmetry of fusion rules, we have
(

MC(0, δ)

MC(β, γ; ι) MC(β, γ; ι)∗

)

VC

'
(

MC(β, γ; ι)

MC(β, γ; ι) MC(0, δ)

)

VC

6= 0.

Since MC(β, γ; ι) £VC
MC(0, δ) = MC(β, γ + δ; ι) by the previous lemma, this is possible

if and only if δ ∈ C +H⊥β by Lemma 4.7. Therefore, we have the fusion rule as stated.

24



By the lemma above, we introduce the following definition.

Definition 4.16. Let β ∈ Zn
2 and H a subcode with supp(H) ⊂ supp(β). H is said to

be self-dual with respect to β if H = H⊥β .

Remark 4.17. Note that if H is a self-dual subcode of Cβ w.r.t. β then C + H⊥β = C.

By Corollary 2.2 and Proposition 4.15, we have

Corollary 4.18. MC(β, γ; ι) is a simple current module if and only if Cβ contains a

self-dual subcode w.r.t. β.

Remark 4.19. Now suppose MC(β, 0; ι) £VC
MC(β, 0; ι)∗ =

∑p
i=1 MC(0, δi). Let H be a

maximal self-orthogonal subcode of Cβ, and let κH ∈ (Zn
2 )β such that 〈κH , α〉 = 〈α, α〉/2

mod 2 for all α ∈ H as in Proposition 4.11. Then

MC(β, 0; ι)∗ = MC(β, κH ; ι) = MC(0, κH) £
VC

MC(β, 0; ι)

and thus MC(β, 0; ι) = MC(0, κH) £VC
MC(β, 0; ι)∗. Using this, we can compute the fol-

lowing fusion rule:

MC(β, γ1; ι) £
VC

MC(β, γ2; ι)

=

{
MC(0, γ1) £

VC

MC(β, 0; ι)

}
£
VC

{
MC(0, γ2) £

VC

MC(β, 0; ι)

}

= MC(0, γ1 + γ2) £
VC

MC(β, 0; ι) £
VC

MC(β, 0; ι)

= MC(0, γ1 + γ2) £
VC

MC(β, 0; ι) £
VC

{
MC(0, κH) £

VC

MC(β, 0; ι)∗
}

= MC(0, γ1 + γ2 + κH) £
VC

MC(β, 0; ι) £
VC

MC(β, 0; ι)∗

= MC(0, γ1 + γ2 + κH) £
VC

{
p∑

i=1

MC(0, δi)

}

=

p∑
i=1

MC(0, γ1 + γ2 + κH + δi).

5 Structure of framed VOAs

We shall prove that every framed VOA is a simple current extension of a code VOA. This

result has many fruitful consequences. For example, the irreducible representations of a

framed VOA can be determined by a notion of induced modules. Another interesting

result is the conditions on possible structure codes of holomorphic framed VOAs, namely

we obtain a necessary and sufficient condition for a pair of codes (C,D) to be the structure

codes of some holomorphic framed VOAs in Theorem 5.17.
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5.1 Simple current structure

In this subsection we discuss how a code VOA can be extended to a framed VOA. First,

we give a construction of a non-trivial simple current extension.

Lemma 5.1. Let C be an even linear subcode of Zn
2 and β ∈ C⊥ a non-zero codeword.

Let γ ∈ Zn
2 be a binary codeword such that the irreducible VC-module MC(β, γ; ι) has an

integral top weight. If Cβ contains a doubly even self-dual subcode w.r.t. β, then there

exists a unique structure of a framed VOA on VC ⊕MC(β, γ; ι) which forms a Z2-graded

simple current extension of VC.

Proof: Let H be a doubly even self-dual subcode of Cβ w.r.t. β. By Proposition 4.11,

MC(β, γ; ι) is self-dual, and by Corollary 4.18, MC(β, γ; ι) is a simple current VC-module.

By Corollary 4.8, MC(β, γ; ι) has a VH-module structure

MC(β, γ; ι) =
⊕

δ+H∈C/H

MH(β, γ + δ; ι)

where all irreducible VH-submodules MH(β, γ + δ; ι) are self-dual by Proposition 4.11.

It is clear that a VC-invariant bilinear form on MC(β, γ; ι) induces a non-degenerate

VH-invariant bilinear form on MH(β, γ + δ; ι). It is shown in [Li1] that a VC-invariant

bilinear form on MC(β, γ; ι) is either symmetric or skew-symmetric. Since the top level

of MH(β, γ + δ; ι) is one-dimensional, the VC-invariant bilinear form on MC(β, γ; ι) must

be symmetric. Therefore, VC ⊕MC(β, γ; ι) forms a Z2-graded simple current extension of

VC by Proposition 2.6.

Lemma 5.2. Let β ∈ C⊥ and γ ∈ Zn
2 with β 6= 0. Assume that V = VC ⊕MC(β, γ; ι)

forms a framed VOA. Then there exists a maximal self-orthogonal subcode K of Cβ which

is doubly even .

Proof: Let H be a maximal self-orthogonal subcode of Cβ. If H is doubly even, then

we are done. So we assume that H contains a codeword whose weight is congruent to

2 modulo 4. Since V = VC ⊕MC(β, γ; ι) forms a simple VOA, MC(β, γ; ι) is a self-dual

VC-module. Therefore, by Corollary 4.12, there exists a codeword κH ∈ Cβ such that

(−1)〈κH ,α〉 = (−1)wt(α)/2 for all α ∈ H. By Corollary 4.8, MC(β, γ; ι) has the following

decomposition as a VH-module:

MC(β, γ; ι) =
⊕

δ+H∈C/H

MH(β, γ + δ; ι).

By our choice of H, κH 6∈ H⊥β so that MH(β, γ; ι) and its dual MH(β, γ + κH ; ι) are

inequivalent irreducible VH-submodules of V . We consider a sub VOA U generated by
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MH(β, γ; ι) ⊕MH(β, γ + κH ; ι). By the fusion rule given in Proposition 4.15, U has the

following shape as a VH-module:

U = MH(0, 0)⊕MH(0, κH)⊕MH(β, γ; ι)⊕MH(β, γ + κH ; ι). (5.1)

Note that H = C∩H⊥β by the maximality of H. Set H ′ := Ht(H+κH), H0 := H∩〈κH〉⊥
and take any α′ ∈ H \H0. Then

H ′ = H0 t (H0 + α′) t (H0 + κH) t (H0 + α′ + κH).

We set K := H0 t (H0 + κH). It is clear that U also possesses a symmetric invariant

bilinear form which we shall denote by 〈·, ·〉U . Since MH(β, γ; ι) and MH(β, γ +κH ; ι) are

dual to each other, we have

〈MH(β, γ; ι),MH(β, γ; ι)〉U = 〈MH(β, γ + κH ; ι),MH(β, γ + κH ; ι)〉U = 0.

By Lemma 4.7, MH(β, γ; ι) and MH(β, γ + κH ; ι) are isomorphic irreducible VH0-modules

and there exists a VH0-isomorphism ϕ : MH(β, γ; ι) → MH(β, γ + κH ; ι). Let u be a

non-zero highest weight vector of MH(β, γ; ι). Since the top level of MH(β, γ; ι) is one-

dimensional, we may assume that 〈u, ϕ(u)〉U = 1. Now consider the decomposition (5.1)

of U with respect to a series of sub VOAs VH0 ⊂ VK ⊂ VH′ of U . It is clear that

MH(0, 0) ⊕MH(0, κH) = MK(0, 0) ⊕MK(0, α′). Therefore, there exists a decomposition

of U as a VK-module

U = MK(0, 0)⊕MK(0, α′)⊕W

with W = MH(β, γ; ι) ⊕ MH(β, γ + κH ; ι). Let W 0 be an irreducible VK-submodule of

W . Since K is a self-orthogonal subcode of Cβ, the top level of W 0 is one-dimensional.

Let v ∈ W 0 be a non-zero highest weight vector. As we mentioned, MH(β, γ; ι) and

MH(β, γ + κH ; ι) are isomorphic VH0-submodules. But MH(β, γ; ι) and MH(β, γ + κH ; ι)

cannot form VK-submodules by the fusion rule of VH-modules. Therefore, we can write

v = c1u + c2ϕ(u) with c1, c2 6= 0. This shows that 〈v, v〉U = 2c1c2 6= 0 so that W 0

is a self-dual VK-submodule. Then K is a doubly even code by Corollary 4.12. Since

|K| = |H| = 2|H0|, K is a maximal self-orthogonal subcode of Cβ. Therefore, Cβ contains

the desired subcode K.

We recall the following fact from the coding theory.

Theorem 5.3. ([McST]) Let n be divisible by 8 and H a doubly even code of Zn
2 containing

the all-one vector (11 . . . 1) ∈ Zn
2 . Then there exists a doubly even self-dual code H ′ such

that H ⊂ H ′.

Now we begin to prove that every framed VOA is a simple current extension of a code

VOA. For this, it suffices to show the following proposition.
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Proposition 5.4. Let β ∈ C⊥ and γ ∈ Zn
2 . Assume that V = VC ⊕MC(β, γ; ι) forms a

framed VOA. Then Cβ contains a doubly even self-dual subcode w.r.t. β.

Proof: By Lemma 5.2, Cβ contains a maximal self-orthogonal subcode H which is

doubly even. By Corollary 4.8, V has a decomposition

V =
⊕

δ+H∈C/H

MH(0, δ)⊕MH(β, γ + δ; ι)

as a VH-module. By the fusion rule in Proposition 4.15, the subspace

U := VH ⊕MH(β, γ; ι)

forms a sub VOA of V , since H = Cβ ∩ H⊥β . If H is not self-dual, then there exists a

doubly even self-dual subcode H ′ of Zn
2 w.r.t. β such that H ∪ (H + β) ⊂ H ′ by Theorem

5.3. Note that the weight of β is divisible by 8 since MC(β, γ; ι) has an integral top weight.

Let us consider the code VOA VH′ associated to H ′. Since H ⊂ H ′, it is clear that VH′

contains VH as a sub VOA. We can also take a map  : H ′ → C∗ such that |H = ι and the

section map H ′ 3 α 7→ (α, (α)) ∈ π−1
C∗ (H

′) is a group homomorphism. By the structure

theory in Theorem 4.3, we can define an irreducible VH′-module MH′(β, γ; ) such that

MH′(β, γ; )|VH
' MH(β, γ; ι) as a VH-module. For simplicity, we shall denote MH′(β, γ; )

by W . Since the top level of W is one-dimensional, the VH′-invariant bilinear form on W

is symmetric. Therefore, by Proposition 2.5, we can define a framed VOA structure on

U ′ := VH′ ⊕W.

We denote the vertex operator on U ′ by Y ′(·, z). Now suppose H is a proper subcode of

H ′. Then

VH′ =
⊕

δ+H∈H′/H

Vδ+H , Vδ+H = MH(0, δ),

as a VH-module. Let πδ+H : VH′ → Vδ+H be the projection map. Then for u, v ∈ W , we

have

Y ′(u, z)v =
∑

δ+H∈H′/H

πδ+HY ′(u, z)v.

Since the simple VOA structure is unique on VH′⊕W , we may assume that πHY ′(u, z)v =

YV (u, z)v. Take any α ∈ H ′ \H and set K := H t (H + α). We shall show the following

claim:

Claim For u, v ∈ W , there exists N = N(u, v) ∈ N such that

(z1 − z2)
NY ′(u, z1)πH+αY ′(v, z2)w = (z1 − z2)

NY ′(v, z2)πH+αY ′(u, z1)w (5.2)

28



for any w ∈ W .

Take any a ∈ VH+α. Since U = VH ⊕MH(β, γ; ι) forms a framed VOA by assumption,

there exists N = N(u, v) ∈ N such that

(z1 − z2)
NY ′(u, z1)πHY ′(v, z2)w = (z1 − z2)

NY ′(v, z2)πHY ′(u, z1)w. (5.3)

Take a sufficiently large k ∈ N. Then one has

(z1 − z2)
N(z0 − z1)

k(z0 − z2)
kY ′(u, z1)πH+αY ′(v, z2)Y

′(a, z0)w

= (z1 − z2)
N(z0 − z1)

k(z0 − z2)
kY ′(a, z0)Y

′(u, z1)πHY ′(v, z2)w

= (z1 − z2)
N(z0 − z1)

k(z0 − z2)
kY ′(a, z0)Y

′(v, z2)πHY ′(u, z1)w

= (z1 − z2)
N(z0 − z1)

k(z0 − z2)
kY ′(v, z2)πH+αY ′(u, z1)Y

′(a, z0)w.

Since the expansions of both sides of the equations have only finitely many negative powers

of z0, we get

(z1 − z2)
NY ′(u, z1)πH+αY ′(v, z2)w = (z1 − z2)

NY ′(v, z2)πH+αY ′(u, z1)w.

Note that Y ′(a, z)πH = πH+αY ′(a, z) on VH′ and W = VH+α ·W .

By the Claim above, we can introduce a framed VOA structure on

X := VK ⊕MK(β, γ; |K)

as follows. Since W as a VK-module is isomorphic to MK(β, γ; |K), we can identify these

structures. For a, b ∈ VK and u, v ∈ MK(β, γ; |K), we define the vertex operator map

YX(·, z) by

YX(a, z)b := Y ′(a, z)b, YX(a, z)u := Y ′(a, z)u, YX(u, z)a := Y ′(u, z)a,

and

YX(u, z)v := πHY ′(u, z)v + πH+αY ′(u, z)v.

Let 〈·, ·〉U ′ be an non-zero invariant bilinear form on U ′, which is unique up to scalar

multiples. Since VK is a subalgebra of U ′, we can define an invariant bilinear form 〈·, ·〉VK

on VK by 〈a, b〉VK
:= 〈a, b〉U ′ . In addition, since W as a VK-module is isomorphic to

MK(β, γ; |K), we may view 〈·, ·〉U ′ restricted on W as a VK-invariant bilinear form on

MK(β, γ; |K). Then

〈a, YX(u, z)v〉VK
= 〈a, πHY ′(u, z)v〉VK

+ 〈a, πH+αY ′(u, z)v〉VK

= 〈a, πHY ′(u, z)v〉U ′ + 〈a, πH+αY ′(u, z)v〉U ′
= 〈a, Y ′(u, z)v〉U ′
= 〈Y ′(ezL(1)(−z−2)L(0)u, z−1)a, v〉U ′ .
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By the equality above, it follows from Section 5.6 of [FHL] and [Li2] that YX(·, z) satisfies

the Jacobi identity if and only if we have a locality for any three elements in MK(β, γ; |K),

which follows from (5.2) and (5.3). Therefore, (X, YX(·, z)) is also a framed VOA. In fact,

one can define a framed VOA structure on VE ⊕ME(β, γ; |E) for any subcode E of H ′

containing H in a similar way. We shall deduce a contradiction from this observation.

Let W 1 and W 2 be VH-modules isomorphic to MH(β, γ; ι). Since W i and MK(β, γ; |K)

are isomorphic VH-modules, we have VH-isomorphisms ϕi : W i → MK(β, γ; |K) ⊂ X for

i = 1, 2. Set

X ′ := VH ⊕ VH+α ⊕W 1 ⊕W 2.

We shall define a vertex operator YX′ on X ′ as follows.

For a0, b0 ∈ VH , a1, b1 ∈ VH+α, u1, v1 ∈ W 1 and u2, v2 ∈ W 2, define

YX′(a0, z) :=




YX(a0, z) 0 0 0
0 YX(a0, z) 0 0
0 0 ϕ−1

1 YX(a0, z)ϕ1 0
0 0 0 ϕ−1

2 YX(a0, z)ϕ2


 ,

YX′(a1, z) :=




0 YX(a1, z) 0 0
YX(a1, z) 0 0 0

0 0 0 ϕ−1
1 YX(a1, z)ϕ2

0 0 ϕ−1
2 YX(a1, z)ϕ1 0


 ,

YX′(u1, z)

:=




0 0 πHYX(ϕ1u
1, z)ϕ1 0

0 0 0 πH+αYX(ϕ1u
1, z)ϕ2

ϕ−1
1 YX(ϕ1u

1, z) 0 0 0
0 ϕ−1

2 YX(ϕ1u
1, z) 0 0


 ,

YX′(u2, z)

:=




0 0 0 πHYX(ϕ2u
2, z)ϕ2

0 0 πH+αYX(ϕ2u
2, z)ϕ1 0

0 ϕ−1
1 YX(ϕ2u

2, z) 0 0
ϕ−1

2 YX(ϕ2u
2, z) 0 0 0


 ,

on t[b0, b1, v1, v2] ∈ VH ⊕ VH+α ⊕ W 1 ⊕ W 2. Note that YX(·, z) is considered as a VH-

intertwining operator and πH : X → VH and πα+H : X → Vα+H are VH-projections on VH

and Vα+H , respectively. By (5.2) and (5.3), it is straightforward to check that YX′(·, z)

satisfies the locality and hence (X ′, YX′(·, z)) itself forms a VOA. In fact, we have defined

a VOA structure on X ′ such that

V 1 ·W 1 = W 2, V 1 ·W 2 = W 1, W 1 ·W 1 = W 2 ·W 2 = V 0 and W 1 ·W 2 = V 2

based on the framed VOA structure on X.
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Now take a subspace

Z := {a0 + b0 + u1 + ϕ−1
2 ϕ1u

1 ∈ X ′ | a0 ∈ VH , b0 ∈ VH+α, u1 ∈ W 1}.
Then it follows from the definition of YX′(·, z) that Z is a subalgebra of X ′ and the linear

isomorphism

ψ : a0 + b0 + u1 + ϕ−1
2 ϕ1u

1 7−→ a0 + b0 +
√

2ϕ1u
1, a0 ∈ VH , b0 ∈ VH+α, u1 ∈ W 1,

defines a vertex operator algebra isomorphism between Z and X. Since X is a framed

VOA and every framed VOA is rational, X ′ is a completely reducible Z-module. However,

since the quotient X ′/Z has no 1/16-word component corresponding to a codeword 0, we

obtain ψ−1(MK(β, γ; |K)) · (X ′/Z) = 0 which is a contradiction by Proposition 11.9 of

[DL]. This contradiction comes from the assumption that H 6= H ′. Hence, H = H ′ as

desired.

Now we present the main theorem of this paper:

Theorem 5.5. Let V = ⊕α∈DV α be a framed VOA with structure codes (C, D). Then

(1) For every non-zero α ∈ D, the subcode Cα of C contains a doubly even self-dual

subcode w.r.t. α.

(2) C is even, every codeword of D has a weight divisible by 8, and D ⊂ C ⊂ D⊥.

Proof: (1) follows from Proposition 5.4 since V 0 ⊕ V α is a framed sub VOA of V for

any non-zero α ∈ D. (2) follows from (1), since a self-dual subcode of Cα w.r.t. α always

contains the codeword α.

As a corollary, we can also prove the following theorem.

Theorem 5.6. Let V = ⊕α∈DV α be a framed VOA with structure codes (C,D). Then

V = ⊕α∈DV α is a D-graded simple current extension of the code VOA V 0 = VC.

Proof: The assertion follows immediately from Theorem 5.5 and Corollary 4.18.

There are many applications of Theorems 5.5 and 5.6.

Corollary 5.7. For a positive integer n, the number of isomorphism classes of framed

VOAs with a fixed central charge n/2 is finite.

Proof: By Theorem 5.6, every framed VOA is a simple current extension of a code VOA.

A code VOA is uniquely determined by its structure code by Proposition 2.3, and it has

finitely many irreducible representations as it is rational. In particular, there are finitely

many inequivalent simple current modules over a code VOA. Therefore, the number of

isomorphism classes of framed VOAs of given central charge is finite by the uniqueness of

a simple current extension in Proposition 2.3.

By Theorem 5.6, we can immediately classify all irreducible (both untwisted and Z2-

twisted) modules over a framed VOA.
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Corollary 5.8. Let V = ⊕α∈DV α be a framed VOA with structure codes (C,D). Let W

be an irreducible V 0-module. Then there exists η ∈ Zn
2 , which is unique modulo D⊥, such

that W can be uniquely extended to an irreducible τη-twisted V -module which is given by

V £V 0 W as a V 0-module. In particular, every irreducible untwisted V -module is D-stable.

Proof: Let β ∈ C⊥ be the 1/16-word of W . Since all V α, α ∈ D, are simple current

V 0-submodules, the fusion product Wα := V α £V 0 W is again irreducible. It is clear

that the binary 1/16-word of W α is α + β so that all W α, α ∈ D, are inequivalent V 0-

modules. Therefore, there exists a unique untwisted or Z2-twisted V -module structure on

IndV
V 0W = V £V 0 W = ⊕α∈DWα by Theorem 2.4. Since any element in the dual group

D∗ ' Zn
2/D

⊥ is realized as a Miyamoto involution τη associated to a codeword η ∈ Zn
2 ,

the induced module IndV
V 0W is indeed a τη-twisted V -module.

Remark 5.9. By the corollary above and Proposition 2.5, we can compute the fusion

rules of V -modules from those of VC-modules,

Corollary 5.10. ([DGH, M3]) A framed VOA V with structure codes (C,D) is holomor-

phic if and only if C = D⊥.

Proof: That a framed VOA having a structure code (D⊥, D) is holomorphic is proved

in [M3] by showing that every module contains a vacuum-like vector (cf. [Li1]). The

converse is also proved in [DGH] by using modular forms. Here we give another, rather

representation-theoretical proof. Let V be a holomorphic framed VOA with structure

codes (C, D) and the 1/16-word decomposition V = ⊕α∈DV α. Take any codeword δ ∈ D⊥.

By the previous corollary, a VC-module MC(0, δ) can be uniquely extended to either an

untwisted or Z2-twisted V -module. As a V 0-module, it is given by an induced module

V £
VC

MC(0, δ) =
⊕
α∈D

V α £
VC

MC(0, δ).

By Lemma 4.14, the top weight of V α and that of V α £VC
MC(0, δ) are congruent modulo

Z for all α ∈ D. Therefore, the induced module V £VC
MC(0, δ) is an irreducible untwisted

V -module and thus isomorphic to V itself, as V is holomorphic. Then by considering the

1/16-word decomposition we see that MC(0, δ) = V 0 = MC(0, 0). Therefore, δ ∈ C by

Lemma 4.7 and hence D⊥ = C.

5.2 Construction of a framed VOA

In [M3, Y2], certain constructions of a framed VOA are discussed. Assume the following:

(1) (C,D) is a pair of even linear codes of Zn
2 such that
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(1-i) C ⊂ D⊥,

(1-ii) for each α ∈ D, there is a subcode Eα ⊂ Cα such that
Eα is a direct sum of the [8,4,4]-Hamming codes.

(2) V 0 is a code VOA associated to C.

(3) {V α | α ∈ D} is a set of irreducible V 0-modules such that

(3-i) the 1/16-word of V α is α,

(3-ii) all V α, α ∈ D, have integral top weights,

(3-iii) the fusion product V α £V 0 V β contains V α+β for all
α, β ∈ D.

Then it is shown in [M3, Y2] that the space V := ⊕α∈DV α forms a framed VOA with

structure codes (C,D). Instead of the condition (1-ii), assume that

(1-iii) for each α ∈ D, Cα contains a doubly even self-dual subcode w.r.t. α.

Then we have already shown in Lemma 5.1 that V 0 ⊕ V α forms a framed VOA. So by

the extension property of simple current extensions in Theorem 2.7, we can again show

that V = ⊕α∈DV α forms a framed VOA with structure codes (C,D) under the other

conditions. The key idea in [M3, Y2] is to use a special symmetry of the code VOA

associated to the [8,4,4]-Hamming code to form a minimal Z2-graded extension V 0⊕ V α.

Thanks to Lemma 5.1, we can transcend this step without the [8,4,4]-Hamming code.

Theorem 5.11. With reference to the conditions (1)–(3) above, assume the condition

(1-iii) instead of (1-ii). Then V = ⊕α∈DV α forms a framed VOA with structure codes

(C, D).

Proof: Let {αi | 1 ≤ i ≤ r} be a linear basis of D and set D(j) := SpanZ2
{αj | 1 ≤ j ≤

i}. By induction on i, we show that the space V [i] = ⊕α∈D(i)V α forms a framed VOA

with structure codes (C,D(i)). The case i = 0 is trivial, and the case i = 1 is done in

Lemma 5.1. Now assume that V [i] forms a framed VOA for i ≥ 1. Then we have two

simple current extensions V [i] = ⊕α∈D(i)V α and V 0 ⊕ V αi+1
. Applying Theorem 2.7 to

a set {V α | α ∈ D(i+1)} of simple current V 0-modules, we obtain a D(i+1)-graded simple

current extension V [i + 1] = ⊕α∈D(i+1)V α of V 0. Repeating this, finally we shall obtain

the desired framed VOA structure on V [r] = ⊕α∈DV α.

We can also generalize Theorem 7.4.9 of [Y2] as follows:

Theorem 5.12. Let V = ⊕α∈DV α be a framed VOA with structure codes (C, D). For

any even subcode E such that C ⊂ E ⊂ D⊥, the space

IndE
CV :=

⊕
α∈D

IndVE
VC

V α =
⊕
α∈D

VE £
VC

V α

forms a framed VOA with structure codes (E,D).
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Proof: The idea of the proof is almost the same as that of Theorem 7.4.9 of [Y2]. Let

{γi + C | 1 ≤ i ≤ r} be a transversal for C in E. It is clear that VE = ⊕r
i=1VC+γi

is an E/C-graded simple current extension of VC by Proposition 2.3. First, we show

that V α is uniquely extended to an untwisted VE-module. For this, it suffices to show

that VC+γi £VC
V α, 1 ≤ i ≤ r, are inequivalent VC-module. Assume VC+γ £VC

V α '
VC+δ £VC

V α. It follows from a given framed VOA structure and Theorem 5.5 that

V α £VC
V α ' V 0 ' VC . Since the fusion product is commutative and associative, by

multiplying the both sides of VC+γ £VC
V α ' VC+δ £VC

V α by V α with respect to the

fusion product, we have

VC+γ ' VC+γ £
VC

V α £
VC

V α ' VC+δ £
VC

V α £
VC

V α ' VC+δ.

Thus, γ ≡ δ mod C and hence all VC+γi £VC
V α, 1 ≤ i ≤ r, are inequivalent VC-modules.

Since E ⊂ D⊥, the top weight of V α and that of VC+γi £VC
V α are congruent modulo Z by

Lemma 4.14. Therefore, V α is uniquely extended to an irreducible untwisted VE-module

IndVE
VC

V α = VE £VC
V α by Theorem 2.4. Since all IndVE

VC
V α, α ∈ D, are E/C-stable

VE-modules, we have the fusion rule

(
IndVE

VC
V α

)
£
VE

(
IndVE

VC
V β

) ' IndVE
VC

(
V α £

VC

V β

)
' IndVE

VC
V α+β

by Proposition 2.5. Therefore, the space

IndVE
VC

V =
⊕
α∈D

IndVE
VC

V α

forms a framed VOA with structure codes (E, D) by Theorem 5.11.

By Theorem 5.5, its corollaries and Theorem 5.11, a pair of structure codes (C, C⊥)

of a holomorphic framed VOA satisfies the following conditions.

Condition 1. (F -admissible condition)

(1) The length of C is divisible by 16.

(2) C is even, every codeword of C⊥ has a weight divisible by
8, and
C⊥ ⊂ C.

(3) For any α ∈ C⊥, the subcode Cα of C contains a doubly
even self-dual subcode w.r.t. α.

For simplicity, we will call a code C F -admissible if it satisfies Condition 1. Indeed,

we can construct a holomorphic framed VOA starting from an F -admissible code.

Remark 5.13. A linear code C is F -admissible if and only if its dual C⊥ satisfies the

following three conditions:
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(i) the length of C⊥ is divisible by 16,

(ii) C⊥ contains the all-one vector,

(iii) C⊥ is triply even, that is, wt(α) is divisible by 8 for any α ∈ C⊥.

For, let D satisfy the conditions (i), (ii) and (iii) above. Then for any α, β ∈ D, the

weight of their intersection α · β is divisible by 4 and so α · D is doubly even. Then

there exists a doubly even code E containing α · D such that E is self-dual w.r.t. α by

Theorem 5.3. For any δ ∈ (α ·D)⊥α, we have 〈δ,D〉 = 〈δ ·α, D〉 = 〈δ, α ·D〉 = 0, showing

E ⊂ (α ·D)⊥α ⊂ (D⊥)α. Therefore, D⊥ is F -admissible.

Let C be an F -admissible code. Then the all-one vector 1 = (11 . . . 1) is contained in

C⊥. Since n = wt(1) is divisible by 16, all irreducible VC-modules with the 1/16-word 1

have integral top weights. Let V 1 be an irreducible VC-modules with the 1/16-word 1.

Then V 1 is a self-dual simple current VC-module.

Lemma 5.14. Let C be an F -admissible code. For α ∈ C⊥, α 6∈ {0,1}, there exists

an irreducible VC-module Wα such that τ(W α) = α and both Wα and the fusion product

V 1 £VC
W α have integral top weights.

Proof: Clearly, we can find an irreducible VC-module X such that τ(X) = α and X has

an integral top weight. The 1/16-word of the fusion product V 1 £VC
X is then 1 + α and

its weight is divisible by 8. Thus, the top weight of V 1 £VC
X is in either Z or Z+1/2. In

the former case, we just set Wα = X. If the top weight is in Z+1/2, we take a codeword

δ ∈ (Zn
2 )α such that δ is odd. By Lemma 4.14, the VC-module (V 1 £VC

X) £VC
MC(0, δ)

has an integral top weight. Set W α = X £VC
MC(0, δ). Since supp(δ) ⊂ supp(α), the

top weight of X is congruent to that of W α modulo Z by Lemma 4.14, which is integral.

Moreover, V 1 £VC
Wα ' V 1 £VC

(X £VC
MC(0, δ)) ' (V 1 £VC

X) £VC
MC(0, δ) also has

an integral top weight as desired.

Proposition 5.15. Let C be an F -admissible code and D a proper subcode of C⊥ con-

taining 1. Suppose that we have a framed VOA V = ⊕α∈DV α with structure codes (C,D).

Then for β ∈ C⊥ \ D, there exist a self-dual simple current V -module W such that W

has the 1/16-word decomposition W = ⊕α∈DWα+β and Ṽ = V ⊕W forms a framed VOA

with structure codes (C,D + 〈β〉).

Proof: By the previous lemma, we can take an irreducible VC-module W β such that

τ(W β) = β and both W β and V 1 £VC
W β are of integral weights. Since β ∈ C⊥, it

follows from (3) of Condition 1 that W β is a self-dual simple current VC-module. Then

the induced module IndV
V 0W β = ⊕α∈DV α £VC

W β is an irreducible τη-twisted V -module

for some η ∈ Zn
2 by Corollary 5.8. If η ∈ D⊥, then the space V ⊕ IndV

V 0W β forms a framed

VOA with structure codes (C, D + 〈β〉) by Theorem 5.11.
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If η 6∈ D⊥, then τη is not trivial. Set D+ := {α ∈ D | 〈α, η〉 = 0} and D− := {α ∈ D |
〈α, η〉 = 1}. Then D = D+ tD− and D± 6= ∅. By our choice of W β, the all-one vector 1

is in D+ so that η is an even codeword. We set

V ± :=
⊕

α∈D±
V α, W± :=

⊕

α∈D±
V α £

VC

W β.

Then all V ±, W± are irreducible V +-modules. The top weight of W+ is integral but the

top weight of W− is in Z+1/2. We shall deform W− so that it has an integral top weight,

also.

Since [(D+)⊥ ∩ 〈β〉⊥, D⊥ ∩ 〈β〉⊥] = 2, there exists a codeword γ ∈ (D+)⊥ ∩ 〈β〉⊥ such

that 〈γ, D−〉 = 1 mod 2. Then it follows from Corollary 5.8 that

W̃± := VC+γ £
VC

W±

are irreducible untwisted V +-modules. Moreover, by our choice of γ, both of W̃± have

integral top weights since the top weight of W̃+ is congruent to 〈γ, γ + β〉/2 modulo

Z, whereas the top weight of W̃− is congruent to 〈γ, β + γ + D−〉/2 + 1/2 modulo Z.

Therefore, by Theorem 5.11, we have a framed VOA structure on

Ṽ := V + ⊕ V − ⊕ W̃+ ⊕ W̃−

with structure codes (C,D + 〈β〉). Now setting W := W̃+ ⊕ W̃−, we have the desired

extension of V . This completes the proof.

Remark 5.16. In the proof above, we can construct another extension of V + which also

has the structure codes (C, D + 〈β〉) in the following way. Take a codeword γ ∈ D⊥ with

〈γ, β〉 = 1, which is possible as [D⊥ : D⊥ ∩ 〈β〉⊥] = 2, and set Ṽ − = VC+γ £VC
V − and

W̃− = VC+γ £VC
W−. Then one can similarly verify that the space V +⊕ Ṽ −⊕W+⊕ W̃−

also forms a framed VOA with structure codes (C,D + 〈β〉).

Theorem 5.17. There exists a holomorphic framed VOA with structure codes (C, C⊥) if

and only if C is F -admissible, i.e., C satisfies Condition 1.

Proof: Let {α1, . . . , αr} be a linear basis of C⊥ with α1 = 1 and set D[i] := SpanZ2
{αj |

1 ≤ j ≤ i} for 1 ≤ i ≤ r. By Lemma 5.1 we can construct a framed V [1] := VC ⊕ V 1

with structure codes (C, D[1]). By Proposition 5.15, we can construct a framed VOA

V [2] with structure codes (C, D[2]) which is a Z2-graded simple current extension of V [1].

Recursively, we can construct a Z2-graded simple current extension V [i+1] of V [i] which

has structure codes (C, D[i + 1]) and we shall obtain a holomorphic framed VOA V [r]

with structure codes (C, D[r]) = (C, C⊥).
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Remark 5.18. Condition 1, especially (2) and (3), give quite strong restrictions on a

code C. Roughly speaking, C must be much bigger than its dual C⊥ by (3) of Condition

1. In addition, if we assume that the minimum weight of C is greater than 2, then the

corresponding framed VOA may have a finite full automorphism group (cf. [LSY, Corollary

3.9]). It seems possible to classify all F -admissible codes C if the length is small. It

suggests a possibility for classifying all holomorphic framed VOAs of small central charge.

The most interesting (and the first non-trivial) case would be the classification of c = 24

holomorphic framed VOAs. In fact, one can prove that the moonshine vertex operator

algebra V \ is the unique holomorphic framed VOA of central charge 24 whose weight

one subspace is trivial, which is a variant of the famous uniqueness conjecture of the

moonshine vertex operator algebra proposed in [FLM] (see also [DGL]). The key point is

that the structure codes of V \ (or any holomorphic framed VOA V of central charge 24

and V1 = 0) are closely related to those of the Leech lattice VOA VΛ. If V = ⊕α∈C⊥V α

with V 0 ' VC is a holomorphic framed VOA of central charge 24 and V1 = 0, then the

minimal weight of C is greater than or equal to 4. In this case, for any δ ∈ Z48
2 of weight

2, the τδ-twisted orbifold construction yields a VOA

V (τδ) =
⊕
α∈D

(
V α ⊕ VC+δ £

VC

V α

)
, D = {α ∈ C⊥ | 〈α, δ〉 = 0},

which is isomorphic to the Leech lattice VΛ and a pair (Ct(δ+C), D) will be the structure

codes of VΛ. Note that the weight one subspace of V (τδ) forms an abelian Lie algebra with

respect to the bracket [a, b] = a(0)b. We shall give more details on this point in our next

work [LY].

6 Frame stabilizers and order four symmetries

In Section 5, we have seen that structure codes (C,D) of a framed VOA V = ⊕α∈DV α

satisfy certain duality conditions. The main property is that for any α ∈ D, the subcode

Cα contains a doubly even self-dual subcode w.r.t. α and V α is a simple current V 0-

module. However, it is shown in Corollary 4.18 that V α is a simple current module

without the assumption on the doubly even property. In this section, we shall discuss the

role of the doubly even property. It turns out that by relaxing the doubly even property,

we can obtain a refinement of the 1/16-word decomposition and define an automorphism

of order four in the pointwise frame stabilizer.

We begin by defining the frame stabilizer and the pointwise frame stabilizer of a framed

VOA.

Definition 6.1. Let V be a framed VOA with a frame F = Vir(e1)⊗ · · ·⊗Vir(en). The

frame stabilizer of F is the subgroup of all automorphisms of V which stabilizes the
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frame F setwise. The pointwise frame stabilizer is the subgroup of Aut(V ) which fixes F

pointwise. The frame stabilizer and the pointwise frame stabilizer of F are denoted by

StabV (F ) and Stabpt
V (F ), respectively.

Let (C, D) be the structure code of V with respect to F , i.e.,

V =
⊕
α∈D

V α, τ(V α) = α and V 0 = VC .

For any θ ∈ Stabpt
V (F ), it is easy to see that τei = τθei = θτeiθ−1 and thus θ centralizes

〈τe1 , . . . , τen〉. Therefore, the group τ(Zn
2 ) = 〈τe1 , . . . , τen〉 generated by the τ -involutions

is a central subgroup of Stabpt
V (F ) isomorphic to Zn

2/D
⊥. In addition, we have θV α = V α

for all α ∈ D and hence θ|V 0 is an automorphism of V 0.

The following results can be proved easily using the fusion rules.

Lemma 6.2. Let V = ⊕α∈DV α be a framed VOA.

(1) Let φ ∈ Aut(V 0) such that φ|F = idF . Then φ ∈ σ(Zn
2 ) = 〈σe1 , . . . , σen〉.

(2) Let g ∈ Aut(V ) such that g|V 0 = idV 0. Then g ∈ τ(Zn
2 ) = 〈τe1 , . . . , τen〉.

Proof: (1) Consider the 1/2-word decomposition

V 0 =
⊕

β=(β1,...,βn)∈C

L(1/2, β1/2)⊗ · · ·⊗L(1/2, βn/2)

of V 0 as an F = Vir(e1)⊗ · · ·⊗Vir(en)-module. Since φ|F = idF , it follows from Schur’s

lemma that φ|V 0 acts on L(1/2, β1/2)⊗ · · ·⊗L(1/2, βn/2) by a non-zero scalar aα for each

α ∈ C. Moreover, it follows from the fusion rules of L(1/2, 0)-modules in (3.1) that

aαaβ = aα+β for all α, β ∈ C. Thus the association C 3 α 7→ aα ∈ C defines a character

of C and hence there is a codeword ξ ∈ Zn
2 such that aα = (−1)〈ξ,α〉. Now it is easy to see

that φ|V 0 is realizable as a product of σei , 1 ≤ ei ≤ n, that is, φ|V 0 = σξ.

(2) Since each V α, α ∈ D, is an irreducible V 0-module, it follows from Schur’s lemma

that g acts on V α by a non-zero scalar tα ∈ C. Then again by the fusion rules of L(1/2, 0)-

modules in (3.1) we have tαtβ = tα+β so that the map α 7→ tα defines a character of D.

Therefore, there exists a codeword η ∈ Zn
2 such that g = τη ∈ 〈τe1 , . . . , τen〉.

As a corollary, we have the following theorem.

Theorem 6.3. Let V be a framed VOA with a frame F = Vir(e1)⊗ · · ·⊗Vir(en). For

any θ ∈ Stabpt
V (F ), there exist ξ and η ∈ Zn

2 such that

θ|V 0 = σξ and θ2 = τη.

In particular, we have θ4 = 1.
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Let θ ∈ Stabpt
V (F ). Then θ|V 0 = σξ for some ξ ∈ Zn

2 . That means θ is an extension

of a σ-involution on V 0 to the whole framed VOA V . In this section, we shall give a

necessary and sufficient condition on whether a σ-involution σξ can be extended to the

whole V . Our argument is based on the representation theory of code VOAs developed

in Section 4 and 5.

First let us consider θ ∈ Stabpt
V (F ) such that θ|V 0 = σξ 6= idV 0 , i.e., ξ /∈ C⊥. Set

C0 := {α ∈ C | 〈ξ, α〉 = 0} and C1 := {α ∈ C | 〈ξ, α〉 = 1}. Then C0 is a subcode of C,

[C : C0] = 2 and C = C0 tC1. Note also that VC0 is fixed by θ and θ acts by −1 on VC1 .

In other words, V 0 = VC0 ⊕ VC1 is the eigenspace decomposition of θ on V 0.

Now assume that θ2 = τη for some η ∈ Zn
2 . For each non-zero α ∈ D, it is clear

that V 0 ⊕ V α is a subalgebra of V and θ stabilizes V 0 ⊕ V α. If α ∈ D ∩ 〈η〉⊥, then

θ2 acts as an identity on V 0 ⊕ V α and the eigenvalues of θ on V α are ±1. Let V α+

and V α− be the eigenspaces of θ with eigenvalues +1 and −1, respectively. Note that

both V α± are non-zero inequivalent irreducible V 0+-submodules. For if V α+ = 0, then

V 0− · V α− = V α+ = 0, which contradicts Proposition 11.9 of [DL]. Since the subalgebra

V 0⊕V α = V 0+⊕V 0−⊕V α+⊕V α− affords a faithful action of a group Z2×Z2 of order 4,

V α± are inequivalent irreducible V 0+-submodules by the quantum Galois theory [DM1].

If α ∈ D \ 〈η〉⊥, then θ2 = −1 on V α and the eigenvalues of θ on V α are ±√−1.

Let V α± be the eigenspace of θ of eigenvalues of ±√−1 on V α. Then V α = V α+ ⊕ V α−.

V α± are again non-zero inequivalent irreducible V 0+-submodules. The argument above

actually shows that θ is of order 2 if and only if 〈η, D〉 = 0, i.e., η ∈ D⊥.

By the observation above, we have

Lemma 6.4. For any α ∈ D, let V α± be defined as above. Then the dual V 0+-module

(V α±)∗ is isomorphic to V α± if and only if α ∈ 〈η〉⊥. Otherwise, (V α±)∗ is isomorphic to

V α∓.

Proof: Since any framed VOA is self-dual, the sub VOA V 0⊕V α of V is also self-dual.

Since V α± · V α± = V 0+ if and only if α ∈ 〈η〉⊥, the duality is as in the assertion.

We have shown that for any θ ∈ Stabpt
V (F )\ τ(Zn

2 ), |θ| = 2 if and only if all irreducible

V 0+-submodules of V are self-dual, and otherwise |θ| = 4. We rewrite this condition in

terms of the structure codes as follows.

Lemma 6.5. Let θ ∈ Stabpt
V (F ) such that θ|V 0 = σξ and θ2 = τη for some ξ ∈ Zn

2 \ C⊥

and η ∈ Zn
2 . Set C0 = {α ∈ C | 〈ξ, α〉 = 0} and C1 = {α ∈ C | 〈ξ, α〉 = 1}.

(1) For α ∈ D ∩ 〈η〉⊥, (C0)α contains a doubly even self-dual subcode w.r.t. α.

(2) For α ∈ D \ 〈η〉⊥, (C0)α contains a self-dual subcode w.r.t. α, but (C0)α does not

contain any doubly even self-dual subcode w.r.t. α.
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Proof: (1) For α ∈ D ∩ 〈η〉⊥, let V α = V α+ ⊕ V α− be the eigenspace decomposition

such that θ acts on V α± by ±1. In this case the subspace V 0+⊕ V α+ forms a framed sub

VOA of V . By Proposition 5.4, (C0)α contains a doubly even self-dual subcode w.r.t. α.

(2) For α ∈ D \ 〈η〉⊥, let V α = V α+⊕V α− be the eigenspace decomposition such that

θ acts on V α± by ±√−1. In this case the restriction of θ on the sub VOA

V 0 ⊕ V α = V 0+ ⊕ V 0− ⊕ V α+ ⊕ V α−

is of order 4. By the quantum Galois theory [DM1], V α+ and V α− are inequivalent

irreducible V 0+ = VC0-modules. By Lemma 6.4, V α+ and V α− are dual to each other.

Therefore, by Proposition 4.11, any maximal self-orthogonal subcode of (C0)α is not

doubly even. Let H be a doubly even self-dual subcode of Cα w.r.t. α and H0 a maximal

self-orthogonal subcode of (C0)α. Since (C0)α does not contain a doubly even self-dual

subcode w.r.t. α, (C0)α is a proper subgroup of Cα so that [Cα : (C0)α] = 2. It follows from

Theorem 4.3 that V α is a direct sum of [C : Cα] inequivalent V (0)-submodules with the

multiplicity [Cα : H]. Similarly, each of V α± is a direct sum of [C0 : (C0)α] inequivalent

irreducible F -submodules with the multiplicity [(C0)α : H0]. Since V α+ and V α− are dual

to each other, they are isomorphic as F -modules. Therefore, by counting multiplicity of

irreducible F -submodules of V α and V α±, one has [Cα : H] = 2[(C0)α : H0]. Combining

with |Cα| = 2|(C0)α|, we obtain |H| = |H0| = 2wt(α)/2. Therefore, H0 is a self-dual

subcode of (C0)α w.r.t. α.

Lemma 6.6. Let C be an even code and β ∈ C⊥. Assume that V = VC ⊕ MC(β, γ; ι)

forms a framed VOA and C contains a subcode E with index two such that E contains

a self-dual subcode w.r.t. β. Then V decomposes into a direct sum of four inequivalent

simple current VE-submodules

V = ME(0, 0)⊕ME(0, δ)⊕ME(β, γ; )⊕ME(β, γ + δ; ),

where δ is an element of C such that C = E t (E + δ) and  : E ∩ E⊥ → C∗ is a

map such that |E∩C⊥ = ι and (α, (α)) · (β, (β)) = (α + β, (α + β)) ∈ π−1
C∗ (E) for all

α, β ∈ E ∩ E⊥. Moreover, all irreducible VE-submodules of V are self-dual if and only if

E contains a doubly even self-dual subcode w.r.t. β.

Proof: Let δ ∈ C such that C = Et (E + δ). Then the decomposition VC = ME(0, 0)⊕
ME(0, δ) is obvious. Let H be a self dual subcode of Eβ w.r.t. β. Then H is still a maximal

self-orthogonal subcode of Cβ. Let  : H → C∗ be an extension of ι : C ∩ C⊥ → C∗ such

that (α, (α)) · (β, (β)) = (α + β, (α + β)) for all α, β ∈ H. Then |E∩C⊥ = ι and

the decomposition MC(β, γ; ι) = ME(β, γ; )⊕ME(β, γ + δ; ) follows from Corollary 4.8.

That all irreducible VE-submodules are simple currents follows from Corollary 4.18. If E
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contains a doubly even self-dual subcode w.r.t. β, then all irreducible VE-submodules of

V are self-dual by Proposition 4.11. Conversely, if all irreducible VE-submodules of V are

self-dual, then VE ⊕ME(β, γ; ) forms a sub VOA of V so that E contains a doubly even

self-dual subcode w.r.t. β by Proposition 5.4. This completes the proof.

Theorem 6.7. Let V be a framed VOA with a frame F = Vir(e1)⊗ · · ·⊗Vir(en) and let

(C, D) be the corresponding structure codes. For a codeword ξ ∈ Zn
2 \ C⊥, there exists

θ ∈ Stabpt
V (F ) such that θ|V 0 = σξ if and only if α ·ξ ∈ C for all α ∈ D. Moreover, |θ| = 2

if and only if wt(α · ξ) ≡ 0 mod 4 for all α ∈ D, and otherwise |θ| = 4.

Proof: Let θ ∈ Stabpt
V (F ) such that θ|V 0 = σξ with ξ ∈ Zn

2 \ C⊥. Set C0 := C ∩ 〈ξ〉⊥
and C1 := C \ C0. Then by Lemma 6.5, (C0)α contains a self-dual subcode w.r.t. α for

any α ∈ D. Since

(C0)α = {β ∈ C | 〈β, ξ〉 = 0 and supp(β) ⊂ supp(α)}

and 〈β, ξ〉 = 〈β, α · ξ〉 = 0 for all β ∈ (C0)α, α · ξ ∈ ((C0)α)⊥ for all α ∈ D. Therefore,

α · ξ is contained in all self-dual subcodes of (C0)α w.r.t. α and hence α · ξ ∈ (C0)α ⊂ C

as claimed.

Conversely, assume that a codeword ξ ∈ Zn
2 \C⊥ satisfies α ·ξ ∈ C for all α ∈ D. Then

C0 = C ∩ 〈ξ〉⊥ is a proper subcode of C with index 2. By definition, α · ξ ∈ ((C0)α)⊥ for

all α ∈ D. Therefore, any maximal self-orthogonal subcode of (C0)α contains α · ξ. Set

D0 := {α ∈ D | wt(α · ξ) ≡ 0 mod 4} and D1 := {α ∈ D | wt(α · ξ) ≡ 2 mod 4}. It

is clear that D = D0 tD1. If α ∈ D0, then there exists a doubly even self-dual subcode

of (C0)α w.r.t. α. For, let H be a doubly even self-dual subcode of Cα, which exists by

Proposition 5.4. If H is contained in (C0)α, then we are done. If not, then α · ξ 6∈ H and

H ∩ (C0)α = H ∩ 〈ξ〉⊥ is a subcode of H with index 2 so that

(H ∩ 〈ξ〉⊥) t (H ∩ 〈ξ〉⊥ + α · ξ)

gives a doubly even self-dual subcode of (C0)α w.r.t. α. Similarly, we can show that (C0)α

contains a self-dual subcode w.r.t. α for any α ∈ D1. But in this case any self-dual subcode

of (C0)α w.r.t. α is not doubly even, as it always contains α · ξ. We have shown that for

each α ∈ D, (C0)α contains a self-dual subcode w.r.t. α so that one has a VC0-module

decomposition V α = V α,1 ⊕ V α,2 and V α,p, p = 1, 2, are simple current VC0-submodules

by Lemma 6.6.

Let {α1, . . . , αr} be a linear basis of D0. For each i, 1 ≤ i ≤ r, choose an irreducible

VC0-submodule Uαi
of V αi

arbitrary. Then for α = αi1 + · · ·+ αik ∈ D0, set

Uα := Uαi1 £
VC0

· · · £
VC0

Uαik . (6.1)
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Since all Uαi
, 1 ≤ i ≤ r, are simple current self-dual VC0-modules, Uα is uniquely defined

by (6.1) for all α ∈ D0. Note that U0 = VC0 . Since ⊕α∈D0V α is a sub VOA of V , Uα

are irreducible VC0-submodules of V α for all α ∈ D0. Therefore, we obtain a framed

sub VOA U := ⊕α∈D0Uα of V with structure codes (C0, D0). It is easy to see that

V α = Uα ⊕ (VC1 £VC0 Uα) for α ∈ D0 by Lemma 6.6.

If D = D0, then we have V = U ⊕ (VC1 £VC0 U) as a VC0-module. In this case we

define a linear automorphism θξ on V by

θξ :=





1 on U,

−1 on VC1 £VC0 U.

Then it follows from Lemma 6.6 and Proposition 4.15 that θξ ∈ Stabpt
V (F ) and θξ|V 0 = σξ.

Therefore, σξ can be extended to an involution on V .

If D 6= D0, then D = D0 t D1 with D1 6= ∅. In this case, take one β ∈ D1 and an

irreducible VC0-submodule W β of V β. Since W β and all Uα, α ∈ C0, are simple current

VC0-modules, we have a VC0-module decomposition

V α+β = (Uα £
VC0

W β)⊕ (VC1 £
VC0

Uα £
VC0

W β)

of V α+β for all α ∈ C0 by Lemma 6.6. Since (C0)α+β contains no doubly even self-dual

subcode w.r.t. α + β, the decomposition

V 0 ⊕ V α+β = VC0 ⊕ VC1 ⊕ (Uα £
VC0

W β)⊕ (VC1 £
VC0

Uα £
VC0

W β)

induces an order four automorphism on a sub VOA V 0 ⊕ V α+β of V by Lemma 6.6 and

Proposition 4.15. Set

W :=
⊕

α∈C0

Uα £
VC0

W β.

Then we have obtained the following decomposition of V as a VC0-module:

V = U ⊕ (VC1 £
VC0

U)⊕W ⊕ (VC1 £
VC0

W ).

We define a linear automorphism θξ on V by

θξ :=





1 on U,

−1 on VC1 £VC0 U,
√−1 on W,

−√−1 on VC1 £VC0 W.

Then it follows from the argument above that θξ ∈ Stabpt
V (F ) and θξ|V 0 = σξ. Therefore,

σξ gives rise to an automorphism of order 4.
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Summarizing, we have shown that there exists θ ∈ Stabpt
V (F ) such that θ|V 0 = σξ if

and only if α · ξ ∈ C for all α ∈ D. It remains to show that for such θ, |θ| = 2 if and only

if wt(α · ξ) ≡ 0 mod 4. But this is almost obvious by the preceding argument.

Remark 6.8. Let V = ⊕α∈DV α be a framed VOA with structure codes (C, D). It was

conjectured in [M3, Conjecture 1] that for any codeword β ∈ C, the σ-type involution σβ ∈
Aut(V 0) can be extended to an automorphism of V , that means there exists g ∈ Stabpt

V (F )

such that g|V 0 = σβ. By the theorem above, we know that this is not correct; we have to

take a codeword β such that α · β ∈ C for all α ∈ D.

Motivated by Theorem 6.7, we define P := {ξ ∈ Zn
2 | α · ξ ∈ C for all α ∈ D}. It is

clear that P is a linear subcode of C. Moreover, we have

Lemma 6.9. C⊥ ⊂ P .

Proof: Let δ ∈ C⊥. For α ∈ D, one has 〈δ, Cα〉 = 0 by definition and hence 〈α ·δ, Cα〉 =

0. Since Cα contains a self-dual subcode w.r.t. α by Theorem 5.5, α · δ ∈ Cα ⊂ C.

For each codeword ξ ∈ P , there exists θξ ∈ Stabpt
V (F ) such that θξ|V 0 = σξ by Theorem

6.7. However, the construction of θξ in the proof of Theorem 6.7 is not unique since we

have to choose a linear basis of D0 and irreducible VC0-submodules. Nevertheless, the

following holds.

Lemma 6.10. Let θ, φ ∈ Stabpt
V (F ) such that θ|V 0 = φ|V 0 = σξ. Then φ = θτη for some

η ∈ Zn
2 .

Proof: Since θ|V 0 = φ|V 0 , we have θ−1φ|V 0 = idV 0 . By Lemma 6.2, there exists η ∈ Zn
2

such that θ−1φ = τη and hence φ = θτη as desired.

In other words, θξ is only determined modulo τ -involutions. We have also seen in

Lemma 6.2 that θξ ∈ τ(Zn
2 ) if and only if ξ ∈ C⊥. Since C⊥ ⊂ P by Lemma 6.9, the associ-

ation ξ+C⊥ 7→ θξτ(Zn
2 ) defines a group isomorphism between P/C⊥ and Stabpt

V (F )/τ(Zn
2 ).

Therefore, we have the following central extension:

1 −→ τ(Zn
2 ) −→ Stabpt

V (F ) −→ Stabpt
V (F )/τ(Zn

2 ) −→ 1

↓o || ↓ o
1 −→ Zn

2/D
⊥ −→ Stabpt

V (F ) −→ P/C⊥ −→ 1

The commutator relation in Stabpt
V (F ) can also be described as follows.

Theorem 6.11. For ξ1, ξ2 ∈ P , let θξi , i = 1, 2, be extensions of σξi to Stabpt
V (F ). Then

[θξ1 , θξ2 ] = 1 if and only if 〈α · ξ1, α · ξ2〉 = 0 for all α ∈ D.
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Proof: Since the case θξ1 ∈ θξ2τ(Zn
2 ) is trivial, we assume that σξ1 6= σξ2 . For i = 1, 2,

set C0,ξi
:= {α ∈ C | 〈α, ξi〉 = 0} and E := C0,ξ1 ∩ C0,ξ2

. Then C0,ξi
are subcodes

of C with index 2 and E is a subcode of C with index 4. Let δ1, δ2 ∈ C such that

C0,ξi
= E t (E + δi). By definition, α · ξ1, α · ξ2 ∈ (Eα)⊥ for all α ∈ D so that Eα

contains a self-dual subcode w.r.t. α if and only if 〈α · ξ1, α · ξ2〉 = 0. We have seen

that θξi acts semisimply on each V α, α ∈ D, with two eigenvalues, and these eigenspaces

are inequivalent irreducible VC0,ξi -submodules. For an irreducible VE-submodule W of

V α, the subspace W + (VE+δi · W ) forms a VC0,ξi -submodule so that θξi acts on W by

an eigenvalue. Therefore, θξ1 commutes with θξ2 if and only if V α splits into a direct

sum of 4 irreducible VE-submodules for all α ∈ D. Let mα be the number of irreducible

VE-submodules of V α. For α ∈ D, let Hα and H0
α be maximal self-orthogonal subcodes of

Cα and Eα, respectively. By the structure of irreducible modules over a code VOA shown

in Theorem 4.3, V α is a direct sum of [C : H] irreducible F -submodules. Moreover,

again by Theorem 4.3 any irreducible VE-submodule of V α is a direct sum of [E : H0
α]

irreducible F -submodules. By counting the number of irreducible F -submodules of V α,

we have mα|Hα| = 4|H0
α| as [C : E] = 4. Thus, Eα contains a self-dual subcodes w.r.t. α

if and only if mα = 4. Hence, θξ1 commutes with θξ2 if and only if 〈α · ξ1, α · ξ2〉 = 0.

We have shown that the structure of Stabpt
V (F ) is determined by Theorems 6.7 and

6.11 only in terms of the structure codes (C, D).

Remark 6.12. In [Y2, Y3], one of the authors has shown that for any Ising vector e ∈ V \,

we have no automorphism g ∈ Aut(V \) such that g restricted on (V \)〈τe〉 is equal to σe.

Thanks to Theorem 6.7, we can give a simpler proof of this. As shown in [DMZ], the

moonshine VOA V \ is framed. Take any Ising frame F = Vir(e1)⊗ · · ·⊗Vir(e48) of V \

and set ξ = (1047) ∈ Z48
2 . Since ξ is odd, there is no extension of σξ = σe1 to Stabpt

V \(F )

by Theorem 6.7. Since all the Ising vectors of V \ are conjugate under Aut(V \) = M (cf.

[C, M1]), e and e1 are conjugate. Therefore, there is no extension of σe to V \.

At the end of this section, we give a brief description of the frame stabilizer StabV (F ).

Its structure is also discussed in [DGH]. It is clear that Stabpt
V (F ) is a normal subgroup of

StabV (F ). Let g ∈ StabV (F ). Then g induces a permutation µg ∈ Sn on the set of Ising

vectors {e1, . . . , en} of F , namely gei = eµg(i). Since g preserves the 1/16-word decompo-

sition V = ⊕α∈DV α, it follows that gV α = V µg(α) with µg(α) = (αµg(1), . . . , αµg(n)). In

particular, g restricted on V 0 defines an element of Aut(V 0) = Aut(VC) which is a lift of

Aut(C). Therefore, every element of StabV (F ) is a lift of Aut(C) ∩ Aut(D). Conversely,

we know that for any µ ∈ Aut(C), there exists µ̃ ∈ Aut(VC) such that µ̃ei = eµ(i) for

1 ≤ i ≤ n by Theorem 3.3 of [Sh]. It is shown in Lemma 3.15 of [SY] that if µ̃ lifts to an

element of Aut(V ) then {(V α)µ̃ | α ∈ D} coincides with {V α | α ∈ D} as a set of inequiv-

alent irreducible VC-modules. Therefore, there exists a lift of µ̃ ∈ Aut(VC) = Aut(V 0) to
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an element of Aut(V ) if and only if the subgroup {V α | α ∈ D} of the group formed by

all the simple current VC-module in the fusion algebra is invariant under the conjugation

action of µ̃. If such a lift of µ̃ exists, it is unique modulo Stabpt
V (F ). For if µ̃ and µ̃′

are two lifts of µ, µ̃−1µ̃′ fixes F pointwise, showing µ̃−1µ̃′ ∈ Stabpt
V (F ). Thus, the factor

group StabV (F )/Stabpt
V (F ) is isomorphic to a subgroup of Aut(C) ∩Aut(D) which gives

a slight refinement of (3) of Theorem 2.8 in [DGH]. The VC-module structure of (V α)µ̃

involves some extra information other than C and D, namely, if V α ' MC(α, γ; ια) for

α ∈ D then (V α)µ̃ ' MC(µ−1α, γ′; ιµ−1α) for some codeword γ′ ∈ Zn
2 , and this γ′ depends

not only on C and D but also on γ, ια and ιµ−1α. We do not have a general result for the

lifting property of Aut(C) ∩ Aut(D) at present.

7 4A-twisted orbifold construction

Let V \ be the moonshine VOA constructed in [FLM]. In this section, we shall apply

Theorem 6.7 to define a 4A-element of the Monster M = Aut(V \) and exhibit that the

4A-twisted orbifold construction of the moonshine VOA V \ will be V \ itself.

By [DGH, M3], we can take an Ising frame F = Vir(e1)⊗ · · ·⊗Vir(e48) of V \ such

that the associated structure codes (C,D) are as follows:

C = D⊥, D = SpanZ2
{(116032), (032116), (α, α, α) | α ∈ RM(1, 4)},

where RM(1, 4) ⊂ Z16
2 is the first order Reed-Muller code defined by the generator matrix




1111 1111 1111 1111
1111 1111 0000 0000
1111 0000 1111 0000
1100 1100 1100 1100
1010 1010 1010 1010




.

Note that

C = {(α, β, γ) ∈ Z48
2 | α, β, γ ∈ Z16

2 are even and α + β + γ ∈ RM(2, 4)}. (7.1)

Remark 7.1. The weight enumerator of RM(1, 4) is X16 + 30X8Y 8 + Y 16.

Let V \ = ⊕α∈D(V \)α be the 1/16-word decomposition. Set

P := {ξ ∈ Z48
2 | α · ξ ∈ C for all α ∈ D}.

Then for each ξ ∈ P , one can define an automorphism θξ ∈ Stabpt
V \(F ) such that θξ|V 0 =

σξ by Theorem 6.7. Note also that D = C⊥ < P < C and σξ1 = σξ2 if and only if

ξ1 + ξ2 ∈ C⊥ = D.
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Lemma 7.2. Let C, D and P be defined as above. Then

P = {(α, β, γ) ∈ Z48
2 | α, β, γ ∈ RM(2, 4) and α + β + γ ∈ RM(1, 4)},

where RM(2, 4) = RM(1, 4)⊥ ⊂ Z16
2 is the second order Reed-Muller code of length 16.

Proof: Set E := {(α, β, γ) | α, β, γ ∈ RM(2, 4) and α + β + γ ∈ RM(1, 4)}. We shall

first show that E ⊂ P . It is clear that if d1 ·ξ, d2 ·ξ ∈ C then (d1+d2) ·ξ = d1 ·ξ+d2 ·ξ ∈ C.

Thus, we only need to show that d · ξ ∈ C for ξ ∈ E and d in a generating set of D.

Let ξ = (ξ1, ξ2, ξ3) ∈ E with each ξi ∈ Z16
2 . Then ξ1, ξ2, ξ3 ∈ RM(2, 4). Hence, α·ξ ∈ C

for α = (116032), (016116016) and (032116) ∈ D. Take any two codewords β, γ ∈ RM(1, 4)

with weight 8. Then the weight of β ·γ is either 0, 4 or 8 by Remark 7.1. By the definition

of E, we have ξ1 + ξ2 + ξ3 ∈ RM(1, 4). Therefore,

〈β, γ · (ξ1 + ξ2 + ξ3)〉 ≡ wt(β · γ · (ξ1 + ξ2 + ξ3)) ≡ 0 mod 2

and hence γ · (ξ1 +ξ2 +ξ3) ∈ RM(1, 4)⊥ = RM(2, 4). Since ξi ∈ RM(2, 4) = RM(1, 4)⊥, all

γ ·ξi, i = 1, 2, 3, are even codewords. Therefore, (γ, γ, γ) ·ξ = (γ ·ξ1, γ ·ξ2, γ ·ξ3) ∈ C for all

γ ∈ RM(1, 4). As D is generated by the elements of the form: (116032), (016116016), (032116)

and (γ, γ, γ) with γ ∈ RM(1, 4), we have E ⊂ P .

Conversely, assume (α1, α2, α3) ∈ P with αi ∈ Z16
2 . Then one has (α1, α2, α3)·β ∈ C for

β = (116032), (016116016) and (032116) ∈ D so that αi ∈ RM(2, 4) for i = 1, 2, 3. Moreover,

for (γ, γ, γ) ∈ D with γ ∈ RM(1, 4), (α1, α2, α3) · (γ, γ, γ) ∈ C is an even codeword. Then

it follows from (7.1) that (α1 + α2 + α3) · γ ∈ RM(2, 4) and thus α1 + α2 + α3 ∈ RM(1, 4).

Hence E = P .

Take

ξ = (1100 0000 1100 0000 0110 0000 0110 0000 1010 0000 1010 0000) ∈ Z48
2 . (7.2)

Then ξ ∈ P by Lemma 7.2. Set D0 := {α ∈ D | wt(α · ξ) ≡ 0 mod 4} and D1 := {α ∈
D | wt(α · ξ) ≡ 2 mod 2}. It is easy to see that

D0 = SpanZ2

{
(116032), (032116), (α, α, α)

∣∣∣∣
α = (116), ({1404}2),
({1202}4) or ({10}8)

}

and D1 = ({1808}3) + D0. Therefore, the index [D : D0] is 2 and in this case the

involution σξ ∈ Aut((V \)0) can be extended to an automorphism θξ ∈ Stabpt
V \(F ) of order

4 by Theorem 6.7. We also set C0 := {α ∈ C | 〈α, ξ〉 = 0} and C1 := {α ∈ C | 〈α, ξ〉 = 1}.
Let us consider a subgroup of D × C∗ defined by

D̃ := (D0 × {±1}) t (D1 × {±√−1
})

. (7.3)
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For (α, u) ∈ D × C∗, set (V \)(α,u) := {x ∈ (V \)α | θξx = ux}. Then we have a D̃-graded

decomposition

V \ =
⊕

(α,u)∈D̃
(V \)(α,u), (V \)(0,1) = VC0 , (V \)(0,−1) = VC1 , (7.4)

where VC0 denotes the code VOA associated to C0 and VC1 is its module. Since (C0)α

contains a self-dual subcode w.r.t. α ∈ D by Lemma 6.5, all (V \)(α,u), (α, u) ∈ D̃, are

simple current VC0-modules by Corollary 4.18. Therefore, V \ is a D̃-graded simple current

extension of a code VOA (V \)(0,1) = VC0 .

By direct computation, it is not difficult to obtain the following lemma.

Lemma 7.3. For any non-zero α ∈ D0, the subset (C1)α is not empty. In other words,

[Cα, (C0)α] = 2.

Remark 7.4. For a general framed VOA with structure codes (C, D), it is possible that

the set (C1)α is empty for some non-zero α ∈ D. For example, we can take D =

{(016), (18 08), (08 18), (116)}, C = D⊥, ξ = (12 014) and α = (08 18). Then, Cα = (C0)α

and (C1)α is empty. Note that (C,D) can be realized as the structure codes of the lattice

VOA VE8 (cf. [DGH]).

Theorem 7.5. θξ is a 4A-element of the Monster.

Proof: We shall compute the McKay-Thompson series of θξ defined by

Tθξ
(z) := trV \ θξ qL(0)−1, q = e2π

√−1 z.

Recall the notion of the conformal character of a module M = ⊕n≥0Mn+h over a VOA V :

chM(q) := trMqL(0)−c/24 =
∞∑

n=0

dimCMn+hq
n+h−c/24.

It is clear that

Tθξ
(z) =

∑

α∈D0

ch(V \)(α,1)(q)−
∑

α∈D0

ch(V \)(α,−1)(q)

+
√−1

∑

α∈D1

ch(V \)(α,
√−1)(q)−

√−1
∑

α∈D1

ch(V \)(α,−√−1)(q).

Let α ∈ D1. Since (V \)(α,±√−1) are dual to each other, their conformal characters are

the same. Let α ∈ D0 be a non-zero codeword. By Lemma 7.3, there exists a codeword

in (C1)α. Then by Corollary 4.8 one sees that (V \)(α,1) and (V \)(α,−1) are isomorphic

F -modules. Therefore, they have the same conformal characters. Then

Tθξ
(z) = ch(V \)(0,1)(q)− ch(V \)(0,−1)(q)

= chVC0 (q)− chVC1 (q)

= 2chVC0 (q)− chVC(q).
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The conformal character of a code VOA can be easily computed. The following conformal

characters are well-known (cf. [FFR]):

chL(1/2,0)(q)± chL(1/2,1/2)(q) = q−1/48
∞∏

n=0

(1± qn+1/2).

Since C = D⊥ and C0 = (D+ 〈ξ〉)⊥, the weight enumerators of these codes are calculated

by the MacWilliams identity [McS]:

WC(x, y) =
1

|D|WD(x + y, x− y),

WC0(x, y) =
1

|D + 〈ξ〉|WD+〈ξ〉(x + y, x− y),

where

WD(x, y) = x48 + 3x32y16 + 120x24y24 + 3x16y32 + y48,

WD+〈ξ〉(x, y) = x48 + 2x36y12 + 3x32y16 + 30x28y20 + 184x24y24 + 30x20y28

+3x16y32 + 2x12y36 + y48.

Now set

f(x, y) := WD+〈ξ〉(x, y)−WD(x, y)

= 2x36y12 + 30x28y20 + 64x24y24 + 30x20y28 + 2x12y36.

Then one has

Tθξ
(z) = 2chVC0 (q)− chVC(q)

= [2WC0(x, y)−WC(x, y)]x=chL(1/2,0)(q), y=chL(1/2,1/2)(q)

=
1

27

[
WD+〈ξ〉(x + y, x− y)−WD(x + y, x− y)

]
x=chL(1/2,0)(q),

y=chL(1/2,1/2)(q)

=
1

27
q−1f

( ∞∏
n=0

(1 + qn+1/2),
∞∏

n=0

(1− qn+1/2)

)

= q−1 + 276q + 2048q2 + · · · .

Therefore, θξ is a 4A-element of the Monster by [ATLAS].

Next, we shall construct the irreducible 4A-twisted V \-module. Let us consider irre-

ducible VC0-modules whose 1/16-word is ξ defined in (7.2).

Lemma 7.6. (1) (C0)ξ is a self-dual subcode w.r.t. ξ.

(2) For any γ ∈ Zn
2 , the dual of MC0(ξ, γ; ι) is isomorphic to MC0(ξ, γ + κ; ι) with κ =

({107}2032) ∈ Z48
2 .
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Proof: By a direct computation, one can show that Cξ = (C0)ξ is generated by the

following generator matrix:



11000000 11000000 00000000 00000000 00000000 00000000
00000000 00000000 01100000 01100000 00000000 00000000
00000000 00000000 00000000 00000000 10100000 10100000
10000000 10000000 01000000 01000000 00000000 00000000
10000000 10000000 00000000 00000000 10000000 10000000
11000000 00000000 01100000 00000000 10100000 00000000




From this, it is easy to see that (C0)ξ is a self-dual code w.r.t. ξ. If we set

κ = (1000 0000 1000 0000 0000 0000 0000 0000 0000 0000 0000 0000) ∈ Z48
2 , (7.5)

then supp(κ) ⊂ supp(ξ) and we have (−1)〈α,κ〉 = (−1)wt(α)/2 for all α ∈ (C0)ξ. Therefore,

the dual of MC0(ξ, γ; ι)∗ is isomorphic to MC0(ξ, γ + κ; ι) by Proposition 4.11.

By the lemma above, we know that (C0)ξ is self-dual w.r.t. ξ and thus (C0)ξ equals to

its own radical. From now on, we shall fix a map ι : (C0)ξ → C∗ such that the section

map (C0)ξ 3 α 7→ (α, ι(α)) ∈ π−1
C∗ (C0) is a group homomorphism. We shall simply denote

MC0(ξ, γ; ι) by MC0(ξ, γ) and set W := MC0(ξ, 0).

Lemma 7.7. All (V \)(α,u) £VC0 W , (α, u) ∈ D̃, are inequivalent irreducible VC0-modules.

Proof: Suppose (V \)(α,u) £VC0 W ' (V \)(β,v) £VC0 W with (α, u), (β, v) ∈ D̃. Since

((V \)(α,u))∗ ' (V \)(α,u)−1
= (V \)(α,u−1), we have

W = (V \)(α,u−1) £VC0 (V
\)(α,u) £VC0 W

= (V \)(α,u−1) £VC0 (V
\)(β,v) £VC0 W

= (V \)(α+β,u−1v) £VC0 W

in the fusion algebra. By considering 1/16-word decompositions, one has α = β and

u−1v ∈ {±1}. Let δ ∈ C be such that C1 = C0 + δ. If u−1v = −1, then (V \)(α+β,u−1v) =

(V \)(0,−1) = VC1 = MC0(0, δ) so that by Lemma 4.14 one has

W = (V \)(α+β,u−1v) £
VC0

W = MC0(0, δ) £
VC0

MC0(ξ, 0) = MC0(ξ, δ).

It is shown in Lemma 7.6 that (C0)ξ contains a self-dual subcode w.r.t. ξ. Then W is

not isomorphic to MC0(ξ, δ) by Lemma 4.7 and we obtain a contradiction. Therefore,

u−1v = 1 and hence (α, u) = (β, v). This completes the proof.

By Theorem 2.4 and the lemma above, the space

V \(θξ) := V \ £
VC0

W =
⊕

(α,u)∈D̃
(V \)(α,u) £

(V \)(0,1)
MC0(ξ, 0) (7.6)
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carries a unique structure of an irreducible χW -twisted V \-module for some χW ∈ (D̃)∗ ⊂
M. It is clear that χW ∈ Stabpt

V \(F ). Since the top weight of W is 3/4, V \(θξ) is neither

2A-twisted nor 2B-twisted V \-module so that χW is an element of M of order 4. Hence,

there exists ξ′ ∈ P such that χ2
W |(V \)0 = σξ′ . By the construction of V \(θξ), we know that

C0 ⊂ {α ∈ C | 〈α, ξ′〉 = 0} ( C so that σξ = σξ′ and χW = θξ · τη for some η ∈ Z48
2 .

Since the definition of θξ is only unique up to a product of τ -involutions, we can take

θξ = χW . Note that the definition of V \(θξ) in (7.6) depends only on the decomposition

of V \ as a VC0-module. Replacing θξ by θξτβ with β ∈ Z48
2 will only change the labeling

of the VC0-modules in (7.4) and does not affect the isotypical decomposition of V \ as a

VC0-module. Thus, we have constructed the irreducible θξ-twisted V \-module.

Theorem 7.8. V \(θξ) defined in (7.6) is an irreducible 4A-twisted module over V \.

Remark 7.9. By Lemma 7.6 and Corollary 4.8, we see that the top weight of the 4A-

twisted module is 3/4 and the dimension of the top level is 1.

Let us consider the dual module W ∗ of W . It is clear that W and W ∗ are inequivalent

since κ 6∈ C0. All (V \)(α,u) £VC0 W ∗, (α, u) ∈ D̃, are inequivalent VC0-modules, and so the

space

V \(θ3
ξ) := V \ £

VC0
W ∗ =

⊕

(α,u)∈D̃
(V \)(α,u) £

(V \)(0,1)
MC0(ξ, κ) (7.7)

has a unique irreducible χW ∗-twisted V \-module structure with a linear character χW ∗ ∈
D̃∗ (cf. Theorem 2.4). It is also shown [DLM2] that the dual of χW -twisted module forms

a χ−1
W -twisted module. The dual V \-module of V \(θξ) contains W ∗ as a VC0-submodule,

and V \(θ3
ξ) is uniquely determined by W ∗, so χW ∗ is actually equal to θ3

ξ = θ−1
ξ by our

choice of θξ. Therefore, V \(θ3
ξ) is the irreducible θ3

ξ -twisted V \-module.

In order to perform the 4A-twisted orbifold construction of V \, we classify the ir-

reducible representations of (V \)〈θξ〉. By (7.4), the fixed point subalgebra (V \)〈θξ〉 is a

framed VOA with structure codes (C0,D0).

Proposition 7.10. There are 16 inequivalent irreducible (V \)〈θξ〉-modules. Every irre-

ducible (V \)〈θξ〉-module is a submodule of an irreducible θi
ξ-twisted V \-module for 0 ≤ i ≤

3. Among them, 8 irreducible modules have integral top weights.

Proof: Since V \ and (V \)〈θξ〉 are simple current extensions of the code VOA VC0 , V \ is a

Z4-graded simple current extension of (V \)〈θξ〉 by Proposition 2.3. Then by Theorem 2.4,

every irreducible (V \)〈θξ〉-module is a submodule of a θi
ξ-twisted module for 0 ≤ i ≤ 3. It is

shown in [DLM3] that V \ has a unique irreducible θi
ξ-twisted module for 0 ≤ i ≤ 3 as V \ is

holomorphic. Therefore, we only have to show that each irreducible θi
ξ-twisted V \-module

decomposes into a direct sum of 4 inequivalent irreducible (V \)〈θξ〉-submodules. Since

V \(θξ) and V \(θ3
ξ) are dual to each other (cf. [DLM2]), we know each of them has four
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inequivalent irreducible (V \)〈θξ〉-submodules. So we shall consider the θ2
ξ -twisted module.

Let κ ∈ Z48
2 be defined as in (7.5). Then one can easily verify that θ2

ξ = τκ. We consider

an irreducible VC0-module MC0(0, κ). We claim that (V \)(α,u) £VC0 MC0(0, κ), (α, u) ∈ D̃,

are inequivalent irreducible VC0-modules. The irreducibility of (V \)(α,u) £VC0 MC0(0, κ)

is clear since all (V \)(α,u) are simple current VC0-modules. If (V \)(α,u) £VC0 MC0(0, κ) '
(V \)(β,v) £VC0 MC0(0, κ), then by the 1/16-word decomposition, we have α = β and u−1v ∈
{±1}. Let δ ∈ Z48

2 such that C1 = C0 + δ. If u−1v = −1, then (V \)(α+β,u−1v) = MC0(0, δ)

and one has
MC0(0, κ) = (V \)(α,u−1) £VC0 (V

\)(β,v) £VC0 MC0(0, κ)

= (V \)(α+β,u−1v) £VC0 MC0(0, κ)

= MC0(0, δ) £VC0 MC0(0, κ)

= MC0(0, κ + δ).

But this is a contradiction by Lemma 4.7. Therefore, all (V \)(α,u) £VC0 MC0(0, κ), (α, u) ∈
D̃, are inequivalent irreducible VC0-modules. Now by Theorem 2.4 and Lemma 4.14 the

space

V \(θ2
ξ) :=

⊕

(α,u)∈D̃
(V \)(α,u) £

VC0
MC0(0, κ) (7.8)

forms an irreducible τκ = θ2
ξ -twisted V \-module. Thus V \(θ2

ξ) splits into four irreducible

(V \)〈θξ〉-submodules as follows.

V \(θ2
ξ) =

{⊕

α∈D0

(V \)(α,1) £
VC0

MC0(0, κ)

} ⊕ {⊕

α∈D0

(V \)(α,−1) £
VC0

MC0(0, κ)

}

⊕ {⊕

α∈D1

(V \)(α,
√−1) £

VC0
MC0(0, κ)

} ⊕ {⊕

α∈D1

(V \)(α,−√−1) £
VC0

MC0(0, κ)

}
.

Therefore, all irreducible θi
ξ-twisted V \-modules are direct sums of 4 inequivalent irre-

ducible (V \)〈θξ〉-submodules and we have obtained 16 irreducible (V \)〈θξ〉-modules. It

remains to show that these 16 modules are inequivalent. Since every irreducible (V \)〈θξ〉-

module can be uniquely extended to a θi
ξ-twisted V \-module by Theorem 2.4, these 16

irreducible modules are actually inequivalent.

Among these 16 irreducible (V \)〈θξ〉-modules, we have 4 modules having integral top

weights from V \, 2 from θ2
ξ -twisted V \-module, 1 from θξ-twisted and 1 from θ3

ξ -twisted

modules, respectively. This completes the proof.

We have also shown that every irreducible θi
ξ-twisted V \-module has a Z4-grading

which agrees with the action of θξ on V \. By this fact, we adopt the following notation.

For u ∈ C∗ satisfying u4 = 1, we set V \(1, u) := {a ∈ V \ | θξa = ua}. For i = 1 or

3, we define V \(θi
ξ, 1) to be the unique irreducible (V \)〈θξ〉-submodule of V \(θi

ξ) which has

51



an integral top weight. They can be defined explicitly as follows.

V \(θξ, 1) :=
⊕

α∈D1(V \)(α,−√−1) £VC0 MC0(ξ, 0),

V \(θ3
ξ , 1) :=

⊕
α∈D1(V \)(α,

√−1) £VC0 MC0(ξ, κ).

For i = 2, there are two irreducible (V \)〈θξ〉-submodules in V \(θ2
ξ) having integral top

weights. We shall define

V \(θ2
ξ , 1) :=

⊕
α∈D0(V \)(α,−1) £VC0 MC0(0, κ),

V \(θ2
ξ ,−1) :=

⊕
α∈D0(V \)(α,1) £VC0 MC0(0, κ).

(7.9)

In addition, we define

V \(θi
ξ, u) := V \(1, u) £

(V \)
〈θξ〉

V \(θi
ξ, 1) for 1 ≤ i ≤ 3. (7.10)

Set G := 〈θξ〉×{u ∈ C∗ | u4 = 1}. Then {V \(g, u)| (g, u) ∈ G} is the set of all inequivalent

irreducible (V \)〈θξ〉-modules.

Proposition 7.11. The fusion algebra associated to (V \)〈θξ〉 is isomorphic to the group

algebra of G. The isomorphism is given by V \(g, u) 7→ (g, u).

Proof: Since the structure codes of (V \)〈θξ〉 is (C0,D0), (V \)〈θξ〉 is a D0-graded simple

current extension of VC0 . So we have the following fusion rules:

V \(1, u) £
(V \)

〈θξ〉
V \(1, v) = V \(1, uv) for u, v ∈ C∗, u4 = v4 = 1.

Since all V \(g, u), (g, u) ∈ G, are D0-stable, we can use Proposition 2.5. The following

fusion rules of VC0-modules are already known:

MC0(0, κ) £VC0 MC0(0, κ) = MC0(0, 0), MC0(0, κ) £VC0 MC0(ξ, 0) = MC0(ξ, κ),

MC0(ξ, 0) £VC0 MC0(ξ, 0) = MC0(0, κ), MC0(ξ, 0) £VC0 MC0(ξ, κ) = MC0(0, 0).

Therefore, we have the following fusion rules of (V \)〈θξ〉-modules:

V \(θ2, 1) £
(V \)

〈θξ〉 V
\(θ2, 1) = V \(1, 1), V \(θ2, 1) £

(V \)
〈θξ〉 V

\(θ, 1) = V \(θ3, 1),

V \(θ, 1) £
(V \)

〈θξ〉 V
\(θ, 1) = V \(θ2, 1), V \(θ, 1) £

(V \)
〈θξ〉 V

\(θ3, 1) = V \(1, 1).

Since the fusion algebra is commutative and associative, the remaining fusion rules are

deduced from the above and we can establish the isomorphism.

A θξ-twisted orbifold construction of V \ refers to a construction of a Z4-graded (simple

current) extension of the θξ-fixed point subalgebra (V \)〈θξ〉 by using the irreducible sub-

modules of V \(θi
ξ) with integral weights. By Proposition 7.10, such modules are denoted

by

V \(1,±1), V \(1,±√−1), V \(θ2
ξ ,±1), V \(θξ, 1) and V \(θ3

ξ , 1).
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By the fusion rules in Proposition 7.11, there are three possible extensions of (V \)〈θξ〉,

namely,
V \ = V \(1, 1)⊕ V \(1,−1)⊕ V \(1,

√−1)⊕ V \(1,−√−1),

V2B = V \(1, 1)⊕ V \(1,−1)⊕ V \(θ2
ξ , 1)⊕ V \(θ2

ξ ,−1),

V4A = V \(1, 1)⊕ V \(θξ, 1)⊕ V \(θ2
ξ , 1)⊕ V (θ3

ξ , 1).

(7.11)

Consider the fixed point subalgebra (V \)〈θ
2
ξ〉 = V \(1, 1) ⊕ V \(1,−1). Since θξ is a 4A-

element of M, its square θ2
ξ belongs to the 2B conjugacy class of M [ATLAS]. Therefore,

by the original construction of the moonshine VOA in [FLM], the subalgebra (V \)〈θ
2
ξ〉 is

isomorphic to the fixed point subalgebra V +
Λ of the Leech lattice VOA VΛ. It is shown in

[D] that V +
Λ has four inequivalent irreducible modules which are denoted by V ±

Λ and V T±
Λ

in [FLM]. Since the top weights of irreducible V +
Λ -modules belong to Z/2, the inequivalent

irreducible (V \)〈θ
2
ξ〉-modules are given by the list below:

V \(1, 1)⊕ V \(1,−1), V \(1,
√−1)⊕ V \(1,−√−1),

V \(θ2
ξ , 1)⊕ V \(θ2

ξ ,−1), V \(θ2
ξ ,
√−1)⊕ V \(θ2

ξ ,−
√−1).

(7.12)

It is shown in [H2] that there are two inequivalent simple extensions of V +
Λ ; one is the

moonshine VOA V \ = V +
Λ ⊕V T+

Λ and the other is VΛ = V +
Λ ⊕V −

Λ . So we have the following

isomorphisms:

V +
Λ ' V \(1, 1)⊕ V \(1,−1), V T+

Λ ' V \(1,
√−1)⊕ V \(1,−√−1). (7.13)

We shall prove that θ2
ξ -twisted orbifold construction V2B in (7.11) is isomorphic to the

Leech lattice VOA VΛ. For this, it is enough to show the following.

Lemma 7.12. The top weight of V \(θ2
ξ ,−1) is 1 and the dimension of the top level is 24.

Proof: Recall the 1/16-word decomposition (7.9) of V \(θ2
ξ ,−1) as a module over VC0 .

It contains a VC0-submodule

(V \)(0,1) £
VC

MC0(0, κ) = MC0(0, κ) = VC0+κ.

By a straightforward computation we see that there are exactly 24 weight two codewords

in the coset C0 + κ and the support of each is one of the following:

{1, 9}, {2, 10}, {3, 11}, {4, 12}, {5, 13}, {6, 14}, {7, 15}, {8, 16},
{17, 25}, {18, 26}, {19, 27}, {20, 28}, {21, 29}, {22, 30}, {23, 31}, {24, 32},
{33, 41}, {34, 42}, {35, 43}, {36, 44}, {37, 45}, {38, 46}, {39, 47}, {40, 48}.

(7.14)

Therefore, the top weight of V \(θ2,−1) is 1. Then by the list of irreducible V +
Λ -modules

in (7.12), the dimension of the top level of V \(θ2,−1) must be 24. Or, one can directly
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check that all (V \)(α,1) £VC0 MC0(0, κ) has the top weight greater than 1 for any non-zero

α ∈ D0 by considering their F -module structures.

Since the top weights of V −
Λ and V T−

Λ are 1 and 3/2, we have the remaining isomor-

phisms as follows.

V −
Λ ' V \(θ2

ξ , 1)⊕ V \(θ2
ξ ,−1), V T−

Λ ' V \(θ2
ξ ,
√−1)⊕ V \(θ2

ξ ,−
√−1). (7.15)

Therefore, the θ2
ξ -twisted orbifold V2B is isomorphic to VΛ.

Remark 7.13. One can identify V2B with the Leech lattice VOA without the isomorphisms

in (7.13) and (7.15). For, V2B can be defined as a framed VOA with structure codes

(C0tC1t(C0+κ)t(C1+κ),D0) by Theorem 5.11, which is holomorphic by Corollary 5.10.

It follows from (7.14) that V2B contains a free bosonic VOA associated to a vector space

of rank 24. Then V2B is isomorphic to a lattice VOA associated to an even unimodular

lattice by [LiX]. Since the weight one subspace of V2B is 24-dimensional, V2B is actually

isomorphic to the lattice VOA associated to the Leech lattice. Similarly, one can also

show that (V \)〈θξ〉 = V \(1, 1) is isomorphic to a Z2-orbifold V +
L of a lattice VOA VL for

certain sublattice L of Λ. For, we know that V \(1, 1) ⊕ V \(θ2
ξ ,−1) forms a sub VOA

of V2B isomorphic to a lattice VOA again by [LiX]. Since V \(1, 1) is a Z2-fixed point

subalgebra of V \(1, 1) ⊕ V \(θ2
ξ ,−1) under an involution acting on V \(θ2

ξ ,−1) by −1, we

have the isomorphism as claimed. This isomorphism is first pointed out by Shimakura

from a different view point.

Next we consider the proper θξ-twisted orbifold construction V4A in (7.11). Let α ∈ D̃1

be arbitrary. We can find the following VC0-submodule in V4A.

U := VC0 ⊕ VC1+κ ⊕ {(V \)(α,−√−1) £
VC0

MC0(ξ, 0)} ⊕ {(V \)(α,
√−1) £

VC0
MC0(ξ, κ)}.

Lemma 7.14. There exists a unique structure of a framed VOA on U .

Proof: Set U0 := VC0 ⊕ VC1+κ and

U1 := {(V \)(α,−√−1) £
VC0

MC0(ξ, 0)} ⊕ {(V \)(α,
√−1) £

VC0
MC0(ξ, κ)}.

Then U0 is a code VOA associated to C0t(C1+κ) and U1 is an irreducible U0-module with

the 1/16-word α+ξ. Clearly the top weight of U1 is integral. The dual code of C0t(C1+κ)

is given by D0 t (D1 + ξ) and it is straightforward to verify that D0 t (D1 + ξ) is triply

even, i.e., wt(α) is divisible by 8 for any α ∈ D0 t (D1 + ξ). Therefore, (C0 t (C1 + κ))α+ξ

contains a doubly even self-dual subcode w.r.t. α + ξ by Remark 5.13. Then by Lemma

5.1, U = U0 ⊕ U1 forms a framed VOA.

54



By the lemma above, we can apply the extension property of simple current extensions

in Theorem 2.7 to define a framed VOA structure on V4A with structure codes (C0t (C1 +

κ),D0 t (D1 + ξ)). We know that V4A is holomorphic by Corollary 5.10. We shall prove

that V4A is isomorphic to the moonshine VOA V \. On V2B = V \(1, 1) ⊕ V \(1,−1) ⊕
V \(θ2

ξ , 1)⊕ V \(θ2
ξ ,−1), define ψ1, ψ2 ∈ Aut(V2B) by

ψ1 :=





1 on V \(1, 1)⊕ V \(1,−1),

−1 on V \(θ2
ξ , 1)⊕ V \(θ2

ξ ,−1),

and

ψ2 :=





1 on V \(1, 1)⊕ V \(θ2
ξ , 1),

−1 on V \(1,−1)⊕ V \(θ2
ξ ,−1).

Then both of ψ1, ψ2 are involutions on V2B by the fusion rules in Proposition 7.11.

Lemma 7.15. The fixed point subalgebras V
〈ψ1〉
2B and V

〈ψ2〉
2B are isomorphic to the Z2-

orbifold subalgebra V +
Λ of the Leech lattice VOA.

Proof: We have shown that V2B is isomorphic to the Leech lattice VOA VΛ. By (7.13),

the fixed point subalgebra V
〈ψ1〉
2B is isomorphic to the Z2-orbifold V +

Λ . So it remains

to prove that V
〈ψ2〉
2B is isomorphic to V

〈ψ1〉
2B . Since the weight one subspace (V2B)1 of

V2B is a subspace of V \(θ2,−1) by Lemma 7.12, both ψ1 and ψ2 acts as −1 on (V2B)1.

The weight one subspace of V2B generates a sub VOA isomorphic to the free bosonic

VOA MCΛ(0) associated to the linear space CΛ = C⊗Z Λ. Since ψ1ψ
−1
2 trivially acts

on the weight one subspace of V2B, ψ1ψ
−1
2 commute with the action of MCΛ(0) on V2B.

Therefore, ψ1ψ
−1
2 is a linear character ρh = exp(2π

√−1 h(0)) ∈ Aut(V2B) induced by a

weight one vector h ∈ (V2B)1. Since ψ1 = ψ2 = −1 on the weight one subspace, we

have ψiρh = ρ−hψi = ρ−1
h ψi for i = 0, 1. Then ψ1 = ρhψ2 = ρh/2ρh/2ψ2 = ρh/2ψ2ρ

−1
h/2 so

that ψ1 and ψ2 are conjugate in Aut(V2B). From this we have the desired isomorphism

ρh/2 : (V2B)〈ψ2〉 ∼→ (V2B)〈ψ1〉.

Corollary 7.16. There exists ρ ∈ Aut((V \)〈θξ〉) such that V \(1,−1)ρ ' V \(θ2
ξ , 1).

Proof: Since V \(1, 1) ⊂ ρh/2(V2B)〈ψ2〉 ∩ (V2B)〈ψ2〉 = (V2B)〈ψ1〉 ∩ (V2B)〈ψ2〉, ρh/2 keeps

(V \)〈θξ〉 = V \(1, 1) invariant. Thus the restriction of ρh/2 on (V \)〈θξ〉 is the desired auto-

morphism.

By the classification of irreducible modules over V +
Λ and the fusion rules in Proposition

7.11, the irreducible untwisted (V2B)〈ψ2〉-modules are as follows.

V +
Λ ' V \(1, 1)⊕ V \(θ2

ξ , 1), V T+
Λ ' V \(θξ, 1)⊕ V \(θ3

ξ , 1),

V −
Λ ' V \(1,−1)⊕ V \(θ2

ξ ,−1), V T−
Λ ' V \(θξ,−1)⊕ V \(θ3

ξ ,−1).
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Actually, the isomorphisms above are induced by ρ ∈ Aut((V \)〈θξ〉) defined in Corollary

7.16. By the isomorphisms above, the space

V4A = V \(1, 1)⊕ V \(θξ, 1)⊕ V \(θ2
ξ , 1)⊕ V \(θ3

ξ , 1)

is a Z4-graded simple current extension of (V \)〈θξ〉 and isomorphic to V \ = V +
Λ ⊕ V T+

Λ as

a (V \)〈θξ〉-module. Since both V4A and V \ are simple current extensions of (V \)〈θξ〉, these

two VOA structures are isomorphic. Therefore, we have obtained our main result in this

section.

Theorem 7.17. The VOA V4A obtained by the 4A-twisted orbifold construction of V \ is

isomorphic to V \.
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[DGH] C. Dong, R.L. Griess and G. Höhn, Framed vertex operator algebras, codes and

the moonshine module, Comm. Math. Phys. 193 (1998), 407–448.

[DGL] C. Dong, R.L. Griess and C.H. Lam, Uniqueness results for the moonshine

vertex operator algebra, to appear in Amer. J. Math.; math.QA/0506321.

[DL] C. Dong and J. Lepowsky, Generalized vertex algebras and relative vertex op-

erators, Progress in Math. 112, Birkhäuser, Boston, 1993.
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