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Abstract. As part of our study of convergence to equilibrium for spatially
inhomogeneous kinetic equations, started in [21], we derive estimates on the
rate of convergence to equilibrium for solutions of the Boltzmann equation,
like O(t−∞). Our results hold conditionally to some strong but natural esti-
mates of smoothness, decay at large velocities and strict positivity, which at
the moment have only been established in certain particular cases. Among
the most important steps in our proof are 1) quantitative variants of Boltz-
mann’s H-theorem, as proven in [52,60], based on symmetry features,
hypercontractivity and information-theoretical tools; 2) a new, quantitative
version of the instability of the hydrodynamic description for non-small
Knudsen number; 3) some functional inequalities with geometrical content,
in particular the Korn-type inequality which we established in [22]; and
4) the study of a system of coupled differential inequalities of second order,
by a treatment inspired from [21]. We also briefly point out the particular
role of conformal velocity fields, when they are allowed by the geometry of
the problem.
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I. Introduction and main results

This work is the sequel of our program started in [21] about the trend to ther-
modynamical equilibrium for spatially inhomogeneous kinetic equations.
In the present paper, we shall derive estimates on the rate of convergence
to equilibrium for smooth solutions of the Boltzmann equation, providing
a first quantitative basis for the maximum entropy principle in this context.

There are several reasons for giving the Boltzmann equation a central
role in this program. First, the problem of convergence to equilibrium for
this equation is famous for historical reasons, since (together with the H
theorem, that we shall recall below) it was one of the main elements of the
controversy between Boltzmann and his peers, and one of the most spectac-
ular predictions of Boltzmann’s approach. At the level of partial differential
equations, the problems which one has to overcome when studying the
Boltzmann equation are typical of those associated with the combination
of transport phenomena and collisions – and for very few models do these
problems arise with such intensity as in the case of the Boltzmann equation.
Finally, the Boltzmann equation establishes a beautiful bridge between sta-
tistical mechanics and fluid mechanics, a property which will be central in
our treatment.

In this introductory section, we shall first introduce briefly the model,
then recall Boltzmann’s famous H theorem, and finally state our main result,
the proof of which will be the object of the rest of the paper.

I.1. The Boltzmann equation. Let Ωx be a position space for particles
in a gas obeying the laws of classical mechanics. For simplicity we shall
assume that Ωx is either a smooth (say C1) bounded connected open subset
of RN (N ≥ 2) or the N-dimensional torus TN . The latter case is not so
relevant from the physical point of view, but it has the advantage to avoid
the subtle problems caused by boundaries, and is therefore commonly used
in theoretical and numerical studies. Without loss of generality we shall
assume that Ωx has unit Lebesgue measure:

|Ωx| = 1.(1)

The unknown in Boltzmann’s description is a time-dependent probability
density ( ft)t≥0 on the phase space Ωx ×RN (to think of as a tangent bundle);
it will be denoted either f(t, x, v) or ft(x, v) and stands for the density of
the gas in phase space. If one assumes that the gas is dilute, that particles
interact via binary, elastic, microscopically reversible collisions, and that
there are no correlations between particles which are just about to collide
(Boltzmann’s chaos assumption), then one can argue, and in some cases
“prove”, that it is reasonable to use Boltzmann’s evolution equation,

∂ f

∂t
+ v · ∇x f = Q( f, f ).(2)
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Here ∇x stands for the gradient operator with respect to the position vari-
able x, and, accordingly, v · ∇x is the classical transport operator, while Q
is the quadratic Boltzmann collision operator,

Q( f, f ) =
∫
RN

∫
SN−1

( f ′ f ′
∗ − f f∗)B(v − v∗, σ) dσ dv∗.(3)

The above formula gives the value of the function Q( f, f ) at (t, x, v),
the parameters v∗ and σ live in RN and SN−1 respectively, we used the
common shorthands f = f(t, x, v), f∗ = f(t, x, v∗), f ′∗ = f(t, x, v′∗),
f ′ = f(t, x, v′), and (v′, v′∗) stand for the pre-collisional velocities of two
particles which interact and will have velocities (v, v∗) as a result of the
interaction:

v′ = v + v∗
2

+ |v − v∗|
2

σ, v′
∗ = v + v∗

2
− |v − v∗|

2
σ.(4)

The nonnegative function B = B(v−v∗, σ), which we call Boltzmann’s
collision kernel, only depends on the modulus of the relative collision
velocity, |v − v∗|, and on the cosine of the deviation angle θ, i.e.

cos θ =
〈

v − v∗
|v − v∗| , σ

〉
.

It is linked to the cross-section Σ by the formula B = |v − v∗|Σ. It is not
our purpose here to describe the collision kernel precisely; see [58, Chap. 1,
Sect. 3] for some elements of classification in a mathematical perspective.
Our only explicit restrictions on B will be that it is strictly positive, in the
sense

B ≥ KB min(|v − v∗|γ−, |v − v∗|−β−) (KB > 0, γ− ≥ 0, β− ≥ 0)(5)

and that B is not too much singular, more precisely that Q is continuous in
the sense of bilinear mappings, in a scale of weighted Sobolev spaces (see
Condition (19) below). This is the case for instance if

B ≤ CB max(|v−v∗|γ+, |v−v∗|−β+) (CB > 0, γ+ ≥ 0, 0 < β+ < N)(6)

(the critical case β+ = N can be handled at the price of some additional
assumptions, see [1]) or if

B = b(cos θ)Φ(|v − v∗|),(7)

Φ(|z|) + |z||Φ′(|z|)| ≤ CB max(|z|γ+, |z|−β+)

(CB > 0, γ+ ≥ 0, 0 < β+ < N),

b(cos θ) � θ−(1+ν) as θ → 0 (ν ∈ (0, 2)).

The last set of conditions corresponds to what is called “non-cutoff cross-
sections”. Much more general conditions can be found in [1], and a survey
of plausible assumptions in [58]. In particular, the model of hard spheres in
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dimension N = 3, B = |v − v∗| (constant cross-section) satisfies Assump-
tion (6), while collision kernels associated with inverse power law forces
like 1/(distance)s, 2 < s < ∞ in dimension N = 3, satisfy Assumption (7).

Many models which are obtained as limits, or variants, of the Boltzmann
equation, can also be included in our analysis. An example of interest is
the Landau equation for Coulomb interaction: in this model, the Boltzmann
collision operator is replaced by the Landau collision operator,

QL( f, f ) = ∇v ·
(∫
Rn

a(v − v∗)
[

f∗(∇ f ) − f(∇ f )∗
]

dv∗
)

,(8)

where the matrix-valued kernel a takes the form

aij(z) = L

|z|
[
δij − zi z j

|z|2
]

(L > 0).

See [2,31] and the references included for mathematical and physical back-
ground about this model, which is of great importance in plasma physics.

In the sequel, we shall sometimes need to use bilinear forms of the
Boltzmann collision operator. We shall write

Q(g, f ) =
∫

( f ′g′
∗ − fg∗) B dσ dv∗,

and

Qsym(g, f ) = 1

2

[
Q(g, f ) + Q( f, g)

]
.

Equation (2) must be supplemented with boundary conditions. Realis-
tic boundary conditions are quite complicated and sometimes controver-
sial [15]; here we shall limit ourselves to some of the most common model
cases. By convention, we shall say that we consider

– periodic boundary conditions if Ωx = TN , in which case of course there
are no boundaries;

– bounce-back boundary conditions if ft(x,−v) = ft(x, v) for all t > 0,
x ∈ ∂Ωx , v ∈ RN ;

– specular reflection boundary conditions if ft(x, Rxv) = ft(x, v) for all
t > 0, x ∈ ∂Ωx, v ∈ RN , where Rxv ≡ v − 2〈v, n〉n, and n = n(x)
stands for the unit outwards normal to ∂Ω at x.

We shall treat all of these boundary conditions at the same time, pointing
out the differences whenever needed. Specular reflection is probably the
most natural mechanism, however in some modelling problems it does not
lead to realistic conclusions [15]. Compared with the other two cases, it will
lead to more interesting mathematical situations, and significant additional
difficulties. Although we did not take into account accomodation conditions
(often called Maxwell boundary conditions), this extension is certainly
feasible in the case when the boundary has fixed, constant temperature.
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Accomodation conditions with variable temperature are considerably more
complicated and seem definitely out of reach at the moment.

Let us now introduce the hydrodynamical fields associated to a kinetic
distribution f(x, v) (not necessarily solution of Boltzmann equation). These
are the (N + 2) scalar fields of density ρ (scalar), mean velocity u (vector-
valued) and temperature T (scalar) defined by the formulas

ρ =
∫
RN

f dv, u = 1

ρ

∫
RN

fv dv, T = 1

Nρ

∫
RN

f |v − u|2 dv.(9)

In the above, of course f = f(x, v), ρ = ρ(x), u = u(x), T = T(x).
Whenever f = ft is a solution of the Boltzmann equation, we shall denote
by ρt , ut , Tt the associated time-dependent hydrodynamic fields. They will
play a key role in the sequel.

The total mass, momentum and kinetic energy of the gas can be expressed
in terms of these fields:∫

Ωx×RN
f dv dx =

∫
Ωx

ρ dx;
∫

Ωx×RN
fv dv dx =

∫
Ωx

ρu dx,

∫
Ωx×RN

f
|v|2
2

dv dx =
∫

Ωx

(
ρ

|u|2
2

+ N

2
ρT

)
dx.

Whenever ft is a (well-behaved) solution of the Boltzmann equation,
one has the global conservation laws for mass and energy

d

dt

∫
ft(x, v) dv dx = 0,

d

dt

∫
ft(x, v)

|v|2
2

dv dx = 0.

In the case Ωx = TN , also

d

dt

∫
ft(x, v)v dv dx = 0.

Therefore, without loss of generality we shall impose
∫

ft(x, v) dv dx = 1,

∫
ft(x, v)

|v|2
2

dv dx = N

2
;(10)

and, in the case of periodic boundary conditions, also
∫

ft(x, v) v dv dx = 0.(11)

As we recall in the next subsection, these conservation laws are gener-
ally enough to uniquely determine the stationary states of the Boltzmann
equation. There is however one important exception to this rule: the case of
specular boundary conditions with some symmetry properties. In particular,
in dimension N = 2 or N = 3, for axisymmetric domains Ωx , there is an
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additional conservation law, namely angular momentum along the axis of
symmetry, ∫

f(x, v)
[
(v ∧ (x − x0)) · ω] dv dx,

where the point x0 and the unit vector ω determine an axis around which Ωx
is axisymmetric (in dimension N = 2, the formula above remains valid if Ω
is a disk of center x0, and ω is taken to be a unit vector orthogonal to a plane
containing Ωx). In dimension 3, this provides either one (if Ωx has just one
axis of symmetry) or three (if there are at least two axes, in which case
Ωx has spherical symmetry) conservation laws, and these additional laws
have to be taken into account in the study of convergence to equilibrium.
In this paper, for simplicity we shall rule out these cases by assuming that,
if specular reflection is enforced, then the dimension is either 2 or 3 and
Ωx is not an axisymmetric domain. More explicitly, Ωx is preserved by
no nontrivial one-parameter continuous family of isometries, a condition
which can be stated in any dimension.

Boundary conditions for f result in boundary conditions for the mean
velocity u: the bounce-back condition implies

u = 0 on ∂Ωx,

while specular reflection implies

u · n = 0 on ∂Ωx,

where n stands for the outer unit normal vector field on ∂Ωx .
After these preparations, we state Boltzmann’s H theorem.

I.2. Boltzmann’s H theorem. The proposition below comprises both the
H theorem (points (i) and (ii)) and an important consequence, the uniqueness
of the stationary state (point (iii)). We do not wish to be too precise here
about the meaning of a “smooth” solution; this just means that all the
integrability and differentiability properties which are needed in the proof
of the theorem are satisfied. For instance, a rapidly decreasing function f ,
satisfying | log f | ≤ C(1 + |v|q0), will do.

Proposition 1. (i) Let ( ft)t≥0 be a smooth solution of the Boltzmann equa-
tion (2). Then the H functional (negative of the entropy)

H( f ) =
∫

Ωx×RN
f log f

is nonincreasing as a function of t. Moreover, one can define a nonnegative
functional D on the set L1+(RN

v ) of nonnegative densities, thereafter called
“H-dissipation” or “entropy production”, such that

d

dt
H( ft) = −

∫
Ωx

D( ft(x, ·)) dx.
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(ii) Assume that the collision kernel B satisfies B > 0 almost everywhere,
and let f be any nonnegative density onRN

v with finite second moment. Then,
D( f ) = 0 if and only if f has the special form

f(v) = ρ e− |v−u|2
2T

(2πT )N/2
≡ Mρ u T (v).(12)

In particular, if f = f(x, v) is any probability distribution on Ωx × RN ,
then the total entropy production

∫
Ωx

D( f(x, ·)) dx vanishes if and only if
there exist functions ρ(x), u(x) and T(x) such that

f(x, v) = Mρ u T (v) ≡ ρ(x) e− |v−u(x)|2
2T(x)

(2πT(x))N/2
.(13)

(iii) Let again ( ft) be a smooth solution of the Boltzmann equation for
which the value of H does not change as time goes by. Further assume that
the boundary conditions are either periodic, or bounce-back, or specular,
and in the latter case assume that Ωx lies in dimension 2 or 3 and is not
axisymmetric. Then, f takes the particular form

f(t, x, v) = ρ e− |v−u|2
2T

(2πT )N/2
,(14)

where ρ, u and T are constants, and moreover u ≡ 0 in the case of bounce-
back or specular boundary conditions.

We shall use the following terminology: a velocity distribution of the
form (12) will be called a Maxwellian distribution; a distribution of the
form (13) will be called a local Maxwellian (in the sense that the constants
ρ, u and T appearing there depend on the position x); and a distribution of
the form appearing in the right-hand side of (14) will be called a global
Maxwellian.

If we impose the normalizations (1), (10), (11), we can identify uniquely
the global Maxwellian of point (iii) as

M(x, v) = M(v) = e− |v|2
2

(2π)N/2
.(15)

In the sequel, we shall make this assumption without further comment.

The proof of Proposition 1 is well-known, but it is good to sketch it
briefly, since the main tools underlying this paper are quantitative variants
of statements (ii) and (iii). Although the assumption of smoothness can be
considerably relaxed (see in particular [18], or the references in [58, Chap. 1,
Sect. 2.5]), we shall assume f to be very well-behaved.
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To prove point (i), it suffices to establish, by means of well-chosen
changes of variables, the explicit formula

D( f ) = 1

4

∫
RN×RN ×SN−1

( f ′ f ′
∗ − f f∗) log

f ′ f ′∗
f f∗

B dσ dv dv∗.(16)

Since the function (X − Y ) log(X/Y ) is always nonnegative, the functional
D has to be nonnegative too.

To prove point (ii), one should show that solutions of the functional
equation

f ′ f ′
∗ = f f∗ (∀v, v∗, σ)(17)

are Maxwellian distributions. For smooth distributions, a beautiful proof
was given by Boltzmann himself: one averages equation (17) over σ , takes
logarithms of both sides and then applies the operator (v−v∗)∧ (∇v −∇v∗),
to conclude that ∇(log f ) is proportional to v, up to an additive (vector)
constant. See [58] for more details, references and comments. Note that this
part of the theorem is a statement about the functional D, not about the
equation.

Finally, point (iii) amounts to proving that any local Maxwellian solving
the Boltzmann equation is necessarily a global Maxwellian. For this we
first note that if f is a local Maxwellian, then Q( f, f ) = 0, hence if
it solves the Boltzmann equation it also solves the free transport equation
(∂t+v·∇x) f = 0, in particular (∂t+v·∇x)(log f ) = 0. This can be rewritten
as an explicit equation of the form Px(v) = 0, where Px is a polynomial
in the N velocity variables v1, . . . , vN , with coefficients in the space of
rational fractions generated by ρ, u, T and their derivatives with respect to
t or x (we shall perform the explicit computation in Sect. III.2, since this
will be needed there). If we use the linear independence of the functions 1,
vi − ui (1 ≤ i ≤ N), (vi − ui)(v j − u j) (1 ≤ i ≤ j ≤ N), |v − u|2(v j − u j)
(1 ≤ j ≤ N) over R, and express the fact that their respective coefficients
are identically vanishing, we find the following set of equations:




∂tρ

ρ
− N

2

∂t T

T
+ u ·

(∇xρ

ρ
− N

2

∇x T

T

)
= 0,

∂tu

T
+ (u · ∇x)u

T
+ ∇xρ

ρ
− N

2

∇xT

T
= 0,

∀i �= j
∂xi u j + ∂x j ui

T
= 0,

∀i
∂xi ui

T
+ ∂tT + u · ∇xT

2T 2
= 0,

∇xT

2T
= 0.

(18)
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The solutions to this system consist in a finite-dimensional vector space
which can be made explicit. By taking into account the boundary conditions,
one can then prove that ρ, u and T do not depend on x neither on t.
A complete proof can be found in, e.g., Desvillettes [18].

I.3. Statement of the problem and main result. On the basis of Propo-
sition 1, one can argue that ft converges to the equilibrium distribution M
as t → ∞. This equilibrium distribution solves a variational principle: it
achieves the minimum of the H functional under the constraints (10) (com-
plemented with (11) in the case of periodic boundary conditions). In other
words, one expects that as time becomes large, the particle distribution
approaches the state which has maximum entropy under the constraints
imposed by the conservation laws. This is one of the most basic instances
of the “maximum entropy principle” popularized by Boltzmann.

Our goal here is precisely to investigate the long-time behavior of a so-
lution f . This topic is closely related to another famous issue, the so-called
hydrodynamic limit (also known as limit of small Knudsen number1); in
particular, the H theorem plays a crucial role in both problems. However,
we insist that there are important differences between them. For instance,
the limit t → ∞ is essentially a global problem, in the sense that the geom-
etry of Ωx and the boundary conditions play an important part, while the
hydrodynamic limit is mainly a local problem2. In particular, as we shall see,
the roles of local Maxwellians in both problems are completely different.

If f is any reasonable solution of the Boltzmann equation, satisfying
certain a priori bounds of compactness (in particular, ensuring that no kinetic
energy is allowed to “leak” at large velocities), then it is quite easy to prove
by a soft compactness argument, based on Proposition 1, that ft does indeed
converge to M as t → ∞. Of course, these a priori bounds may be quite
tricky; as a matter of fact, they have been established only in the spatially
homogeneous situation (which means that the distribution function does
not depend on the position variable; see the survey in [58]) or in a close-to-
equilibrium setting (see in particular [55,32,31] for the three-dimensional
torus, and [48] for a convex bounded open set), and still constitute a famous
open problem for spatially inhomogeneous initial data far from equilibrium.
But once these bounds are settled, the convergence to equilibrium is readily
proven.

Our goal in this paper is considerably more ambitious: we are interested
in the study of rates of convergence for the Boltzmann equation, and wish to
derive constructive bounds for this convergence. The previously mentioned

1 The Knudsen number Kn is essentially the ratio between the typical mean free path and
the typical length scale of the problem. The Boltzmann equation (2) should be written with
a coefficient 1/Kn in front of the quadratic collision operator. To simplify, one may define
the hydrodynamic limit problem as the study of the asymptotic behavior of solutions to the
Boltzmann equation in the limit Kn → 0.

2 This rule of course admits some exceptions, for instance the study of sound waves in
the incompressible limit, see [6,40,29] or the survey in [57].
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argument, based on compactness, is definitely nonconstructive and fails to
give any bound on the rate of convergence, neither of course does it provide
any hint of how the various parameters in this problem may affect these
rates.

There are several reasons why one may be interested in explicit bounds
on the rate of convergence. In particular, one may look for qualitative prop-
erties of the solution, or one may just prefer constructive arguments to
nonconstructive ones. More importantly, one may wish to make sure that
the conclusion is physically relevant at least in some range of physical
parameters, since one usually expects a given model to be valid only in
a certain physical regime. In the case of the Boltzmann equation, this point
is central, because it was one of the key issues in the controversy between
Boltzmann and Zermelo: the latter argued that Boltzmann’s conclusions
were irrelevant because they would contradict Poincaré’s recurrence theo-
rem, stating that the gas should return (with probability 1) arbitrarily close
to its initial state. Poincaré himself used the same argument to question the
validity of the foundations of kinetic theory. The solution to this apparent
paradox is by now well-understood: the accuracy with which Boltzmann’s
model describes the gas is expected to break down on very large time scales,
depending on physical parameters such as the actual number of particles in
the gas. As a consequence, the physical relevance of Boltzmann’s conclu-
sion can be ensured only if one is able to control the time scale on which
convergence to equilibrium holds true, and show that it is small with respect
to the time scale on which the Boltzmann modelling is realistic.

The first thing that one might be tempted to do, in order to study rates
of convergence, is to apply standard techniques of linearization around the
equilibrium. This was used for instance by Ukai [55] as soon as in the
seventies, to prove exponential convergence to equilibrium in the three-
dimensional torus; the case of a convex domain with specular reflection was
treated soon after by Shizuta and Asano [48]. However, we see three import-
ant reasons for not be content with that. A first reason is that spectral gaps
for the Boltzmann operator do not always exist3: there is no spectral gap for
so-called “soft potentials”. A second reason is that the classical theory of the
linearized Boltzmann equation has been developed under extremely strin-
gent integrability assumptions (typically,

∫
f 2/M dv dx < +∞), which

seem completely out of reach in a nonlinear setting... except, precisely,
when one is very close to equilibrium! This leads us to our third and most
fundamental reason, which has to do with the nature of linearization: this
technique is likely to provide excellent estimates of convergence only after
the solution has entered a narrow neighborhood of the equilibrium state,
narrow enough that only linear terms are prevailing in the Boltzmann equa-
tion. But by nature, it cannot say anything about the time needed to enter

3 Even when they exist, their computation is tricky. When we started the present program,
only the particular case of “Maxwellian molecules” was known. It is only very recently
that Baranger and Mouhot [5], partly motivated by our problems, extended these bounds to
much more general kernels, by a quite clever argument.
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such a neighborhood; the latter has to be estimated by techniques which
would be well-adapted to the fully nonlinear equation. This is where our
contribution takes place, and this is why we shall definitely not rely on
linearization techniques. Instead, we shall stick as close as possible to the
physical mechanism of entropy production.

Let us now discuss the type of estimates which will be used in the present
paper. Regularity in recent work on kinetic theory is usually measured in
terms of estimates for

– moments in the velocity variable (
∫

f |v|s dv dx), controlling the size of
distribution tails;

– Sobolev norms for the distribution function in both the position and
velocity variables;

– lower bounds of the form f(t, x, v) ≥ K0 exp(−A0|v|q0) for some
K0, A0 > 0, q0 ≥ 2 (in some situations, one can even achieve q0 = 2,
which is optimal).

For more information see [58, Chap. 2]. For instance, as we shall discuss
more precisely in Subsect. I.5, these three types of estimates can be derived
for the close-to-equilibrium solutions constructed by Guo [32]. As we al-
ready mentioned, estimates of the form

∫
f 2/M < +∞ are not known in

the nonlinear setting, even for very simplified situations. One of our contri-
butions in the present work is to show that one can dispend with them, and
be content with the estimates of moments, Sobolev norms and lower bounds
mentioned above. More precisely, our main result reduces the problem of
the long-time behavior to the problem of establishing a priori bounds on
moments, Sobolev norms and lower bounds for the distribution f , uniformly
in time.

We shall combine moment and Sobolev estimates by the use of weighted
Sobolev norms: with standard symbolic notation, whenever f = f(x, v) is
a function of position and velocity, we define

‖ f ‖2
Hk

s (Ωx×RN )
≡
∑
|α|≤k

∫
Ωx×RN

(Dα f )2(1 + |v|2)s dv dx (k ∈ N, s > 0).

By interpolation, the definition can be extended to arbitrary positive values
of k. Note that Dα is a differential operator with respect to both x and v

variables. It is standard that ‖ f ‖Hk
s

can be controlled by
∫

f |v|s′
dv dx and

‖ f ‖Hk′
0

for s′, k′ large enough.

Our main result here is

Theorem 2. Let B be a collision kernel satisfying the positivity condi-
tion (5), and such that the associated collision operator satisfies

‖Qsym(g, h)‖L2(RN
v ) ≤ CB‖g‖

H
k0
s0 (RN

v )
‖h‖

H
k0
s0 (RN

v )
(19)
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for some k0, s0 ≥ 0. Let ( ft)t≥0 be a smooth solution of the Boltzmann
equation (2), such that for all k, s > 0,

sup
t≥0

‖ ft‖Hk
s (Ωx×RN ) ≤ Ck,s < +∞,(20)

and

∀t ≥ 0, x ∈ Ωx, v ∈ RN , ft(x, v) ≥ K0e−A0 |v|q0
(A0, K0 > 0; q0 ≥ 2).

(21)

Assume that either Ωx = TN or Ωx is a C1, bounded, connected open
subset ofRN . Assume either periodic, or bounce-back, or specular reflection
boundary conditions, and in the last case assume that N = 2 or 3 and that
Ωx is not axisymmetric. Assume the normalization conditions (1), (10)
and (11) in case of periodic boundary conditions. Then,

‖ ft − M‖ = O(t−∞),(22)

and the constants involved can be computed in terms of CB, k0, s0, K0, A0,
q0, KB, γ−, β− and Ck,s .

More explicitly, for all ε > 0 and for all k, s > 0 there exists a constant
Cε, only depending on CB, k0, s0, K0, A0, q0, KB, γ−, β− and on Ck′,s′ for
some k′, s′ large enough (explicitly computable in terms of the abovemen-
tioned constants and on k, s), such that

∀t ≥ 0, ‖ ft − M‖Hk
s

≤ Cε t−1/ε.

Remarks.
1. Whenever f and g are two probability densities on Ωx × RN , we

define the Kullback relative information by

H( f |g) =
∫

Ωx×RN
f log

f

g
.

It is easy to check that if f satisfies (10), then

H( f |M) = H( f ) − H(M).

Moreover, the Csiszár-Kullback-Pinsker inequality asserts

H( f |M) ≥ 1

2
‖ f − M‖2

L1 .

Combining this with standard interpolation in Sobolev spaces, and with
the assumed bounds on ( ft) in Theorem 2, we see that (22) is an easy
consequence of the seemingly simpler result

H( ft) − H(M) = O(t−∞) with explicit constants.(23)
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In words, controlling the speed of convergence of the entropy to its equilib-
rium value is enough to control the speed of convergence of the solution to
equilibrium, in very strong sense.

2. Our assumptions in this theorem are a priori and seem quite restrictive,
shedding doubt on the relevance of the result itself. In Subsect. I.5, we shall
comment on these assumptions in more detail, and discuss precisely the
range of application of the results.

3. For various reasons, our method of proof cannot yield exponential
decay, even in situations where there is a spectral gap for the linearized
problem. However, in such situations we do hope to get exponential decay
in future work by combining the present result with a new spectral study of
the Boltzmann equation in a non-self-adjoint setting. This point is crucial:
as we discussed earlier, the traditional framework of an L2 space with
inverse Maxwellian weight would not be large enough; while the present
results allow one to get into a regime in which it is possible to linearize the
Boltzmann equation in weighted L2 space with polynomial weights. Related
problems have been solved, in a much simpler but already delicate setting,
by Gallay and Wayne [28] in the context of mathematical fluid mechanics.
Hypoelliptic-type phenomena will also inevitably arise in this study. In spite
of all these difficulties, this result of exponential convergence does not seem
out of reach.

I.4. Ingredients. The proof of Theorem 2 is certainly at least as interest-
ing as the result itself. It is quite intricate, but rests on a few well-identified
principles, which apply with a lot of generality to many variants of the Boltz-
mann equation. As we mentioned, it does not make any use of linearization.
It is definitely not self-contained, and builds upon several preceding results
of the authors:

– the quantitative versions of Boltzmann’s H theorem proven in [60];
– some estimates about systems of second-order differential inequalities,

from [21], playing the role of a Gronwall lemma in this context;
– finally, the Korn-like inequality established in [22].

These works were in turn inspired by the ideas of many authors; some
details and references are provided in the bibliographical notes at the end
of the paper.

For pedagogical reasons, before entering the details of the proof we shall
first give a lengthy – but, we believe, necessary – summary of the strategy.
This will be the object of the whole next section. But before that, we discuss
precisely the situations in which our results apply.

I.5. Range of application. What exactly is the range of application of
Theorem 2?

This discussion is related to the huge work in progress which is the
building up of a rigorous mathematical theory for the Boltzmann equation.
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We recall that the study of the Cauchy problem for this equation, started
by Carleman [10] in the thirties, is still far from completion, in spite of
spectacular advances like the DiPerna-Lions theory [24] or its recent ex-
tension [1]. For general initial data, regularity and positivity estimates like
the ones used in Theorem 2 seem definitely out of reach at the moment. In
spite of that, our assumptions are (in our opinion) not so unsatisfactory, as
we shall explain.

First of all, at least in the case of periodic boundary conditions, the pos-
itivity assumption (21) can be shown to be a consequence of the regularity
assumption (20): this is a particular case of recent results by Mouhot [43].
He proves that for a large class of collision kernels, including hard spheres
and inverse power law interactions, any solution of the Boltzmann equation
in TN × RN

v , satisfying

inf
t,x

ρt ≥ ρ0,

sup
t,x

( ∫
ft(x, v)(1 + |v|2 + | log ft(x, v)|) dv

+ ‖ ft(x, ·)‖L∞ + ∥∥D2
v ft(x, ·)

∥∥
L∞

)
≤ C0

automatically satisfies a lower bound of the form (20) for t ≥ t0 > 0, and
the constants only depend on ρ0, C0, t0. For cutoff interactions, the estimate
on ‖D2

v ft(x, ·)‖L∞ may be dropped and the exponent q0 = 2 is admissible
in (21). If the interaction is not only cutoff but also of hard potential type
(e.g. for hard spheres), the estimate on ‖ ft‖L∞ may also be dropped.

By the way, the lower bound (21), which is only used to apply the entropy
production estimates proven in [60], can be dispended with for the Landau
equation. Indeed, in that case, a pointwise lower bound on ρt(x), together
with the smoothness estimates (20), are enough to apply the results in [53].

Secondly, our regularity assumptions (20), although quite strong, can all
be proven in certain situations. This is the case in a close-to-equilibrium
setting, as shown in a beautiful recent series of works by Guo [31–33],
treating both hard and soft potentials with cutoff on one hand, and the
Landau equation (with soft potentials including the Coulomb case) on the
other hand. It should be emphasized that in both settings, uniform (in time)
a priori estimates were established prior to any knowledge of convergence
to equilibrium. This feature, which may look somewhat surprising, is par-
ticularly striking for the Landau equation with Coulomb interaction [31]:
spectral estimates for the linearized operator were so weak, that at the time
when this paper was written, Guo was unable to get any rate of convergence,
even starting very close to equilibrium [34]. On the other hand, his global
in time estimates in (any) Sobolev norm are sufficient for our analysis to
apply, and prove decay to equilibrium like O(t−∞) if the initial datum is
smooth enough. Here is a precise statement4:

4 At the moment, the constants in the following theorem are not explicit, since Guo’s
estimates are partly based on compactness arguments.
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Theorem 3 (rates of convergence for soft potentials). Consider the kinetic
equation

∂ f

∂t
+ v · ∇x f = Q( f, f ), x ∈ T3,(24)

where Q is

– either the Boltzmann collision operator with a collision kernel B =
|v − v∗|γ b(cos θ), where −3 < γ ≤ −1 and b ∈ L1(sin θ dθ) (cutoff
very soft potentials);

– or the Landau collision operator (8) (Coulomb interaction).

Then, given any ε > 0 there exist K ∈ N and δ > 0 such that, for
any initial datum f0 satisfying the normalizations (1), (10), (11), and the
assumption ∥∥∥∥ f0 − M√

M

∥∥∥∥
H K (T3)

≤ δ,

there exists a unique smooth solution ( ft)t≥0 of (24) starting from f0, and

‖ ft − M‖L2 = O(t−1/ε).

This theorem is readily proven by putting together the main results
in [32,31,43] and in the present paper (taking into account the fact that
the assumption of pointwise lower bound is not necessary for the Landau
equation).

Even if it holds in a close-to-equilibrium setting, Theorem 3 on its own
may be considered as a first justification for our work: before that, there was
no estimate of any rate of convergence for such degenerate situations5.

There are other, less degenerate situations in which our results can also
be applied to existing solutions, but yield worse results than linearization
techniques. This is true in particular for the solutions constructed in a close-
to-equilibrium context for cutoff hard potentials by Ukai [55] in the torus;
in that case linearization is able to yield exponential decay to equilibrium.
This is also true of the solutions built by Caflisch [9], still in a close-to-
equilibrium context but now for cutoff soft potentials with γ ≥ −1; in that
case rates like O(e−tα ) can be achieved by linearization.

On the other hand, our main result will of course apply to smooth solu-
tions of the Boltzmann equation if they are ever constructed and estimated
uniformly in time. This topic probably remains one of the outstanding un-
solved problems in partial differential equations, although it seems a safe
bet that present-day techniques should soon be able to solve this problem
conditionally to global in time a priori estimates on the hydrodynamic fields

5 Since then, motivated by the present work, Yan Guo announced an alternative proof of
these decay estimates, in collaboration with Bob Strain (May 2004). Among other tools,
their proof uses a clever interpolation method.
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ρ, u and T . One can also note that our results hold for cutoff as well as non-
cutoff collision kernels, although the Cauchy problem for the non-cutoff
case is notoriously more delicate, and to this day has not been solved even
in a close-to-equilibrium context for the full Boltzmann equation.

I.6. Non-smooth initial data. To conclude this section, we shall discuss
very briefly what can be hoped if the initial datum is not smooth. We consider
two very distinct cases.

– For so-called “non-cutoff” collision kernels, in which grazing collisions
play an important role, it can be proven that the Boltzmann equation has
a regularizing effect [1,59] and it is expected that the solution becomes
immediately very smooth for positive times, even if the initial datum is
not smooth. Then the conclusion of the theorem would still apply.

– For so-called “cutoff” collision kernels, there is no regularization; how-
ever, the conclusion of the theorem will still hold true if one can establish
three ingredients:
(a) a result of exponential decay of singularities, meaning that ft can be

decomposed into the sum of a part which is as smooth as required
(in terms of Sobolev regularity), and a part which has exactly the
same smoothness as the initial datum, but whose amplitude (say in
L1 norm) decays exponentially fast;

(b) a result of propagation of smoothness, meaning that the solution is
very smooth (with weighted Sobolev estimates) if the initial datum
is very smooth;

(c) a stability theorem, meaning that two solutions of the Boltzmann
equation, starting with initial data that are close enough, depart
from each other at most exponentially fast as time goes by (say in
L1 norm).

In the particular case of spatially homogeneous distributions, the third
result has been known for long [35], while the first two are part of the
regularity study in [44]. Current research is going on for the adaptation of
these results to the spatially inhomogeneous case, under a priori conditions
of uniform integrability.

II. The strategy

In this section, we describe the plan of the proof of Theorem 2, and write
down the system of differential inequalities upon which our estimates of
convergence are based.

Apart from its systematic nature, in our opinion one of the most attractive
features of our proof is the fact that it follows physical intuition quite
closely, from various points of view. Also it treats both the approach to local
Maxwellians and the relaxation to the global Maxwellian simultaneously.

As in the whole theory of the Boltzmann equation, we shall have to
overcome two crucial difficulties. First, the complexity of the collision
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operator Q makes it very hard to extract fine estimates on the solution.
Secondly, the fact that this operator is localized in the t and x variables
(and only acts upon the velocity dependence) entails a degeneracy in the
x direction, which makes it very hard to estimate the speed of spatial
homogeneization. Here a third important difficulty (related to the second
one) will appear: the existence of the huge family of local Maxwellians,
which make the entropy production vanish.

The starting point of our study is the H theorem, in the form of point (i)
in Proposition 1. We wish to give a precise formulation to the soft principle
that if at some time t the distribution function ft is still far from equilib-
rium, then in the next few instants of time a lot of entropy will be produced.
Then our proof is nothing but a quantitative version of points (ii) and (iii)
in Proposition 1. Both points are really subtle, and of completely different
natures. As we already noted, point (ii) is a property of the collision kernel,
while point (iii) involves the whole Boltzmann equation. The quantitative
version of point (ii) will be related to information theory, while the quanti-
tative version of point (iii) will belong to the world of fluid mechanics. The
geometry of the domain Ωx will also enter into play. We shall make use,
as much as possible, of functional inequalities, as a robust way to encode
information about the smoothness of the solution, the geometry of the do-
main, etc. In the sequel, we try to focus on what is most important for the
reader to understand the principle of the proof; much more comments will
be made in Sect. VII.

II.1. Quantitative H theorem. Our first tool is a quantitative version of
Boltzmann’s H Theorem. The bound that we use is taken from a recent work
by the second author [60]. See the bibliographical comments at the end of
the paper, or the introduction of [60], for further references and related work
on the subject.

Theorem 4 (quantitative H Theorem from [60]). Let B be a collision kernel
satisfying (5), and let D be the associated entropy production functional, as
defined in (16). Let f be a nonnegative smooth function such that

∀v ∈ RN , f(v) ≥ K0e−A0 |v|q0
(K0, A0 > 0; q0 ≥ 2),(25)

and

∀k > 0, s > 0, ‖ f ‖Hk
s (RN

v ) ≤ Ck,s < +∞.(26)

Let ρ = ∫ f dv, u = (
∫

fv dv)/ρ, T = (
∫

f |v − u|2 dv)/(Nρ), and let

M f
ρ u T = ρe− |v−u|2

2T

(2πT )N/2
.(27)
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Then, for all ε > 0 there exists an explicit constant Kε > 0, only depending
on A0, K0, q0 and on Ck,s for some k, s large enough, such that

D( f ) ≥ Kε

(∫
RN

f log
f

M f
ρ u T

dv

)1+ε

.(28)

The following easy consequence shows that the entropy production
controls how far ft is from the associated local Maxwellian. Whenever
f = f(x, v) is a probability distribution on Ωx × RN , we define M f

ρ u T as
the local Maxwellian (13) with the same fields of density, mean velocity
and temperature as f . Then we have:

Corollary 5. Let f be a solution of the Boltzmann equation, satisfying the
assumptions of Theorem 2. Then, for all ε > 0 there is a positive constant K ′

ε ,
only depending on the bounds appearing in the assumptions of Theorem 2,
such that

− d

dt
H( ft|M) ≥ K ′

ε H
(

ft

∣∣M ft
ρt ut Tt

)1+ε
.(29)

Proof. Here as well as often in the sequel, we shall omit the explicit de-
pendence of f , ρ, u, T upon t. To arrive at (29) it suffices to note that (with
obvious notation)

− d

dt
H( f |M) =

∫
Ωx

D( f(x, ·)) dx

≥ inf
x∈Ωx, t≥0

Kε( ft(x, ·))
∫

Ωx

(∫
RN

f log
f

M f
dv

)1+ε

dx

≥ inf
x∈Ωx, t≥0

Kε( ft(x, ·))
(∫

Ωx×RN
f log

f

M f
dv dx

)1+ε

,

where, in view of (1), the last inequality is a consequence of Jensen’s
inequality. ��

The fact that the exponent in (29) can be chosen arbitrarily close to 1
will be crucial to obtain the O(t−∞) rate of convergence in the end.

If we were dealing with a spatially homogeneous situation, then (29)
would be enough to conclude: it could be rewritten as

− d

dt
H( ft|M) ≥ K ′

ε H( ft|M)1+ε,

and then the desired estimates would follow by Gronwall’s lemma. But
the crucial point now is that it is really H( ft|M ft ) which appears in the
right-hand side of (29), so this inequality can only be used to control how
close f is to a local Maxwellian, and gives no information whatsoever about
how close it is to a global Maxwellian. This is of course not a drawback of
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Theorem 4, it is intrinsic to the H theorem since f = M f
ρ u T does satisfy

D( f ) = 0.
All this analysis can be recast for the Landau collision operator (8), only

in simpler terms, since positivity estimates are not even necessary [20,53].

II.2. Instability of the hydrodynamic regime. Despite the last remark,
the reader may feel that equation (29) alone is sufficient to assert at least
part of the trend to equilibrium result, namely that f approaches M f

ρ u T as
t → ∞. In some sense this is true, since it implies, with the abbreviation
M ft = M ft

ρt ut Tt
,

∫ +∞

0
H
(

ft|M ft
)1+ε

dt ≤ K−1
ε

∫ +∞

0

∫
Ωx

D( ft(x, ·)) dx dt(30)

= K−1
ε [H( f0) − H(M)] < +∞.

Then one could show that H( ft|M ft ) is the sum of a monotonically decreas-
ing function of t and a gently varying function (we shall establish variants
of this in the sequel), and it would follow that H( ft|M ft ) does converge
to 0 as t → ∞ – hopefully, with a rate like O(t−1/2+0), which would not
be so good, but still something. In particular, ft should resemble a local
Maxwellian as t → ∞. Up to extraction of a subsequence of times (tn)
if necessary, this implies the convergence of f(tn + ·, ·, ·) to a solution of
the Boltzmann equation which is a local Maxwellian; hence it has to be the
global Maxwellian. Thus there is a unique cluster point for f as t → ∞,
and convergence follows.

This way of arguing, essentially the only one which was ever invoked in
a nonlinear context, looks natural, but cannot lead to constructive estimates,
because of the impossibility to a priori estimate the rate of convergence of
H( ft|M ft ). Even if this is a very smooth function, nothing prevents it from
being very small over very long periods of time (so f would be very close to
local Maxwellian), then going up only for very short periods. Thus, we have
to use more information coming from f being a solution of the Boltzmann
equation, and prove that f does not get stuck too close to the family of local
Maxwellians.

This difficulty was already noticed by Truesdell [54] and Grad [30],
who analyzed the problem and suggested a strategy to overcome it. Grad’s
argument is however hardly more constructive, and would only work for
a linearized situation. The method which we introduced in [21] (and which
since then has been used again in several works [8,25]) suggests to search for
a second-order differential inequality on the quantity H( f |M f

ρ u T ), which
could be used to quantify the idea that the “manifold” of local Maxwellians
is not “stable”, and that the eventuality that f spends much of its time
close to a local and non global Maxwellian can be ruled out. Here we
shall also use this idea, with an important modification: the replacement
of H( f |M f

ρ u T ) by the squared L2 norm ‖ f − M f
ρ u T ‖2

L2(Ωx×RN )
. Of course
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this will result in additional complications when it comes to couple this
information with (28); but the point is that the control of H( f |M f

ρ u T )
would require much more stringent assumptions on the tail behavior of f
(something like f/M f

ρ u T bounded from above and below) than we wish
to use. To sum up, we will look for a second-order (in time) differential
inequality on ‖ f − M f

ρ u T ‖2
L2 , which will put into quantitative form the idea

that f cannot stay too close to M f
ρ u T for too long. We call this mechanism

instability of the hydrodynamic description, since the hydrodynamic
regime is precisely a regime such that f can be replaced by M f

ρ u T up
to a very small error. This instability is by no means in contradiction with
classical physics: our discussion takes place at a scale where the Knudsen
number is not vanishingly small, but of order unity. In fact, the typical time
scale for this instability would become very large as the Knudsen number
would become very small.

There seems to be some paradoxical element in this strategy: in order
to eventually prove that the solution of the Boltzmann equation will look
like a Maxwellian for long time, we shall use inequalities proving that
the Boltzmann equation cannot stay too close to local Maxwellians. The
contradiction is however not so shocking if one recalls that the set of local
Maxwellians is not stable under the flow associated with the Boltzmann
equation.

Why look for a second-order equation? There are two main reasons:

– First, let us imagine for a second that f will coincide with M f
ρ u T at

some time t0; then ‖ f − M f
ρ u T‖2

L2 will vanish smoothly for t → t0,
and it is likely to vanish at order 2 (i.e. like (t − t0)2; we shall see that
this is true generically, but sometimes false). To get information about
how fast f will, shortly after t0, depart from local Maxwellian state, it
is natural to try to find an estimate on the second-order time derivative
of ‖ f − M f

ρ u T ‖2
L2 .

– Secondly, the action of taking twice the time-derivative will have the
effect to make the transport operator v · ∇x in the Boltzmann equation
enter twice the computations; and by applying twice a first-order differ-
ential operator, one has a chance to obtain something which acts like
a diffusion operator6. Thus it is no wonder that, in the regime when
f � M f

ρ u T , the dominant terms in our differential inequalities will be
formally the same as those which would have been obtained by the
action of some diffusion operator in the x variable: typically, Dirichlet
forms like

∫ |∇x F|2, for various functions F. In this way, we will be rid
of the degeneracy in the x variable, which is as usual one of the major
problems in the study of the Boltzmann equation, and recover some kind
of ellipticity in x.

6 This is in fact what happens in the Chapman-Enskog derivation of (say) the compressible
Navier-Stokes equation from the Boltzmann equation.
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In implementing this approach, we shall encounter many difficulties,
starting with the complexity of computations. In view of our results from [21]
on a simpler model, a natural but naive guess would be that

d2

dt2

∥∥ f − M f
ρ u T

∥∥2
L2 ≥ K

∫
Ωx

(|∇xρ|2 + |∇xu|2 + |∇x T |2) dx(31)

− C
(∥∥ f − M f

ρ u T

∥∥2
L2

)1−ε

.

Assume for a moment that inequality (31) holds true. This implies that
f cannot stay for too long too close to some local equilibrium for which
gradients of the hydrodynamic fields ρ, u and T would not have been
small enough. Indeed, the right-hand side would be strictly positive in such
a situation, so the function ‖ f −M f

ρ u T ‖2
L2 would be a strictly convex function

of time, which of course cannot stay very small for too long. Nothing could
be said when ρ, u and T have very small gradients; but, because of the
conservation laws, in such a situation M f

ρ u T should be very close to the
global Maxwellian M.

The guess (31) is however false. What we shall be able to establish, at
the end of a very intricate computation, is that for ε small enough,

(32)
d2

dt2

∥∥ f − M f
ρ u T

∥∥2
L2 ≥ K

(∫
Ωx

|∇x T |2 dx +
∫

Ωx

|{∇xu}|2 dx

)

− C
∥∥ f − M f

ρ u T

∥∥1−ε

L2 ‖ f − M‖1−ε

L2 ,

where K and C are explicit constants, depending on the assumed bounds
on f (as in Theorem 2), and on ε as well. Here we use the following
conventions: ∇xu is the matrix function defined by

(∇xu)ij = ∂u j

∂xi
,

its symmetric part (or deformation tensor) will be denoted by

∇sym
x u = ∇xu + (∇xu)T

2
,

its divergence by

∇x · u = divx u = tr (∇xu) =
N∑

i=1

∂ui

∂xi
,

and finally {∇xu} stands for the traceless part of the symmetric part of ∇u,
or traceless Reynolds tensor, or deviator,

{∇xu} = ∇sym
x u − (∇x · u)

N
IN ,(33)
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where IN is the identity N × N matrix. When A is a matrix, we write |A|
for the Hilbert-Schmidt norm of the matrix A. Moreover, in the sequel, we
shall often omit the subscript x and write ∇ for ∇x .

Here we insist on an important point: the appearance of the parameter
ε in (32). In the way we perform the estimates, it seems to be unavoidable,
because the computation leads to some L2 norms of derivatives of f (with
respect to both x and v), which we control by L2 norms of f via an
interpolation procedure. At this point a lot of smoothness will be required
from the solution.

As a consequence of (32), one sees that if f is close enough to M f
ρ u T ,

then

d2

dt2

∥∥ f − M f
ρ u T

∥∥2
L2 ≥ K

∫
Ωx

|∇T |2,

which shows that inhomogeneities in the temperature result in the hydrody-
namic instability, as we wished. On the other hand, it may come as a surprise
that the right-hand side of (32) does not contain any information about the
density ρ. However, this should not look so surprising if one replaces this in
the context of hydrodynamics, and recalls that compressible Navier-Stokes
equations, for instance, have diffusion at the level of u and T , but never at
the level of ρ, or only indirectly (via the diffusion of u, which drives ρ).
Similarly, the deviator field {∇u} is known to play an important role in com-
pressible fluid dynamics; in an incompressible context it could be replaced
by ∇symu, which would greatly simplify the analysis.

In any case, (32) cannot be improved in the sense that the left-hand side
can be shown to vanish for very smooth and very integrable distributions
satisfying f = M f

ρ u T , ∇T = 0 and {∇u} = 0. We therefore conclude to the
existence of “quasi-equilibria”, which are particular local Maxwellian states
enjoying the property that whenever a solution of the Boltzmann equation
passes through them (or approaches them very closely), then it will stay
“quite close” to the manifold of local Maxwellians. Here “quite close”
means that the distance between f and M f

ρ u T will vanish in time up to order
(almost) 2 instead of 1. We shall see in the Appendix that the classification
of quasi-equilibria depends on the dimension and the boundary conditions.

Coming back to our problem, we need to find additional information to
avoid the trap caused by these quasi-equilibria, which make the right-hand
side of (32) vanish. To state things informally, on the whole what we shall
quantify is that

a) gradients of temperature imply departure of f from the set of local
Maxwellian states (as we discussed above);

b) symmetric gradients of velocity imply departure of f from the set of
local Maxwellians with constant temperature;

c) gradients of density imply departure of f from the set of local Maxwell-
ians with constant temperature and homogeneous velocity field.
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The preceding statements can be reformulated in a slightly more precise
and more intuitive way, in terms of transversality. For this see the first
comment in Subsect. VII.1.

To couple points (a), (b) and (c) together, and conclude that f does de-
part from local Maxwellian anyway, we need to show that inhomogeneous
velocity fields have nonzero symmetric gradients. This fact holds true as
a consequence of our boundary conditions (in particular Ωx being not ax-
isymmetric for specular reflection) and will be quantified by some variant
of Korn inequalities, recalled in Subsect. IV.1. Upon use of this inequality,
one can restate point b) as

b’) gradients of velocity imply departure of f from the set of local Maxwell-
ians with constant temperature.

To measure how far f is from being a local Maxwellian with constant
temperature, we shall define the average temperature

〈T 〉ρ =
∫

Ωx

ρT dx,

introduce the particular local Maxwellian

M f
ρ u 〈T 〉 = ρ e

− |v−u|2
2〈T 〉ρ

(2π〈T 〉ρ)N/2
(34)

where ρ = ρ(x), u = u(x), and consider the squared L2 norm
∥∥ f − M f

ρ u 〈T 〉
∥∥2

L2.

Similarly, to measure how far f is from being a local Maxwellian with
constant temperature and uniform velocity field, we introduce the particular
local Maxwellian

M f
ρ 0 1 = ρM = ρ e− |v|2

2

(2π)N/2
,(35)

and the squared L2 norm
∥∥ f − M f

ρ 0 1

∥∥2
L2.

The choice of the parameters in M f
ρ 0 1 comes from the fact that if the

temperature is constant and the velocity field uniform, then the conservation
laws, together with our normalization conventions, impose u ≡ 0, T ≡ 1.

For ‖ f − M f
ρ u 〈T 〉‖2

L2 and ‖ f − M f
ρ 0 1‖2

L2 we shall derive again a dif-
ferential inequality of second order, similar to that in (32), except that the
squared gradient terms on the right-hand side will be replaced by |∇symu|2
and |∇ρ|2 respectively; after a little bit of transformation they will lead to
formulas (44) and (45) below. In particular, in the first case the traceless part



268 L. Desvillettes, C. Villani

of the symmetrized gradient of u has been replaced by the full symmetrized
gradient, and we can apply our Korn inequality, in the form

‖∇symu‖L2 ≥ K‖∇u‖L2 .

II.3. Putting both features together. Let us now see how to couple our
quantitative H theorem with our quantitative “hydrodynamic instability”
statement. For this we shall make use of five ingredients.

• The first one is the formula of additivity of the entropy: the entropy
can be decomposed into the sum of a purely hydrodynamic part, and (by
contrast) of a purely kinetic part. In terms of H functional: one can write

H( f |M) = H(ρ, u, T )+ H
(

f
∣∣M f

ρ u T

)
, H(ρ, u, T ) =

∫
Ωx

ρ log
ρ

T N/2
dx.

This simple form of the hydrodynamical entropy is however not very
convenient for the use that we wish to make. Taking into account the con-
servation laws, we note that∫

Ωx

ρ log ρ =
∫

Ωx

(ρ log ρ − ρ + 1),

− N

2

∫
Ωx

ρ log T = N

2

∫
Ωx

ρ (T − log T − 1) +
∫

Ωx

ρ
|u|2
2

.

Thus H(ρ, u, T ) can be written as the sum of three nonnegative terms:∫
(ρ log ρ − ρ + 1),

∫
ρ|u|2/2 and (N/2)

∫
ρ(T − log T − 1), which vanish

if and only if ρ ≡ 1, u ≡ 0, T ≡ 1 respectively. With somewhat sloppy
notation, we shall write

H(ρ|1) =
∫

Ωx

(ρ log ρ − ρ + 1) dx, H(u|0) =
∫

Ωx

ρ
|u|2
2

dx,(36)

H(T |1) = N

2

∫
Ωx

ρ(T − log T − 1) dx.

It should be noted that H(T |1), for instance, does not depend only on T but
also on ρ.

From this we see that the hydrodynamic part of the H functional controls
how close ρ, u, T are to 1, 0, 1 respectively. We shall need a slightly more
precise decomposition: write Φ(X) = (N/2)(X − log X − 1), and note that
H(T |1) = 〈Φ(T )〉ρ; so one can define

{
H(T |1) = H(T |〈T 〉ρ) + H(〈T 〉ρ|1);
H(T |〈T 〉ρ) = 〈Φ(T )〉ρ − Φ(〈T 〉ρ), H(〈T 〉ρ|1) = Φ(〈T 〉ρ),

(37)

and note that both terms are nonnegative, the first one because of Jensen’s
inequality and the convexity of Φ. The interest of this decomposition is that
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now one part of our entropy controls how close T is from being constant,
independently of the value of this constant.

With these definitions one can check the following additivity rules, which
are formally appealing if one recalls M = M101:




H
(

f |M f
ρ u T

)+ H(T |〈T 〉ρ) = H
(

f |M f
ρ u 〈T 〉

)

H
(

f |M f
ρ u 〈T 〉

)+ H(〈T 〉ρ|1) + H(u|0) = H
(

f |M f
ρ 0 1

)

H
(

f |M f
ρ 0 1

)+ H(ρ|1) = H( f |M).

(38)

• The second ingredient is the use of various functional inequalities
which relate the gradients appearing in the right-hand sides of (43)–(45) to
the hydrodynamical H functionals defined above. We already mentioned
that a Korn inequality would be used to replace the symmetrized gradient
of (44) with a complete gradient. Here we will also use Poincaré inequal-
ities, combined with upper and lower bounds for ρ and T , to arrive at




∫
Ωx

|∇T |2 ≥ KH(T |〈T 〉ρ),∫
Ωx

|∇u|2 ≥ KH(u|0),∫
Ωx

|∇ρ|2 ≥ KH(ρ|1).

(39)

These inequalities will be proven in Subsect. IV.2, right after we recall the
necessary Korn inequalities in Subsect. IV.1. The missing term H(〈T 〉ρ|1)
will be controlled by means of the global conservation laws (10).

• Next, we would like to reconcile the relative information functionals
appearing in the right-hand side of (28) or (36)–(37), with the squared
L2 norms appearing in (43)–(45). It is well-known that Kullback’s relative
information behaves in several respects like a squared norm, and that it
controls the square of L1 norm. To take advantage of this fact, we would
like to estimate the L2 norms by L1 norms, losing as little as possible with
respect to the exponents. For this we shall use interpolation with a high-order
Sobolev norm, to arrive at

H( f |g) ≥ K‖ f − g‖2(1+ε)

L2 ,(40)

where g is either M f
ρ u T , or M f

ρ u 〈T 〉, or M f
ρ 0 1. Here as before, ε is arbitrarily

small, and the constant K depends on smoothness estimates for f at large
order (depending on ε). A proof of estimate (40) will be included in the
derivation of (43)–(45).

• Our next tool is a result about second-order differential inequalities. It
states that whenever h(t) is a nonnegative solution of a differential inequality
like

h ′′(t) + Ch(t)1−ε ≥ α > 0
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on some time interval I , then either I is very short, or the average value
of h over I is not too small: see Lemma 12 in Sect. VI for a precise
statement. This lemma plays in our context the role that Gronwall’s lemma
plays for first-order differential inequalities; we shall systematically apply
it in various situations for which the solution f is either close to M f

ρ u T , or
close to M f

ρ u 〈T 〉, or close to M f
ρ 0 1, and use it to recover estimates about the

average entropy production.
A noticeable point about this lemma is that, in contrast with the case of

first-order differential inequalities, the restriction on the length of the time
interval here cannot be removed.

• With the preceding remark comes a tricky point: since we do not
say anything about intervals with too short length, nothing could a priori
prevent the solution f to oscillate rapidly between the various regimes in
which it is close to M f

ρ u T , or M f
ρ u 〈T 〉, or M f

ρ 0 1, and then nothing could be
said about average entropy production. To rule out this scenario, we shall
show that the values of the hydrodynamic entropies cannot oscillate too
much, by establishing bounds on their variations, in terms of distance to
global equilibrium:

∣∣∣∣ d

dt
H(ρ|1),

d

dt
H(u|0),

d

dt
H(T |1)

∣∣∣∣ ≤ CH( f |M)1−ε.

We call this phenomenon damping of hydrodynamical oscillations, and
it will be established in Sect. V.

We will not need such bounds for the kinetic part of the H functional,
and this is good news, because the moment bounds that we wish to use seem
to be a priori too weak to imply sharp enough control on the oscillations for
this kinetic part (although one may possibly use the additivity of the entropy
and the fact that the H functional is always decreasing to circumvent this
difficulty).

II.4. The system. All the abovementioned bounds lead to a large system
of coupled differential inequalities and functional inequalities. For conve-
nience, let us recast it explicitly here. Recall the definitions (27), (33), (34),
(35), (36), (37).

Proposition 6. Let B be a collision kernel, and let f be a solution of the
Boltzmann equation, both of them satisfying the same assumptions as in
Theorem 2. Assume

∫
f0 dv dx = 1,

∫
f0|v|2 dv dx = N, and, in case of

periodic boundary conditions,
∫

f0v dv dx = 0. Let ε be small enough, say
ε ≤ 1/10. Then, f and the associated hydrodynamic fields ρ, u, T satisfy
a system of inequalities made of:
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a) Some conservation laws and boundary conditions:∫
Ωx

ρ dx = 1,

∫
Ωx

(ρ|u|2 + NρT ) dx = N,(41)
∫

Ωx

ρu dx = 0 in the case of periodic boundary conditions,

u = 0 on ∂Ωx for bounce-back conditions,

u · n = 0 on ∂Ωx for specular reflection;
b) a quantitative version of Boltzmann’s H theorem:

− d

dt
H( f |M) ≥ KH H

(
f |M f

ρ u T

)1+ε
,(42)

where KH > 0 only depends on ε, B and on estimates of smoothness,
moments and positivity for f ;

c) three differential inequalities of second order, expressing the instabil-
ity of the hydrodynamic description for f : if δ1, δ2, δ3 are small enough, say
in (0, 1/10), then

d2

dt2

∥∥ f − M f
ρ u T

∥∥2
L2 ≥ K1

[∫
Ωx

|∇T |2 dx +
∫

Ωx

|{∇u}|2 dx

]
(43)

− C1

δ1
1−ε

(∥∥ f − M f
ρ u T

∥∥2
L2

)1−ε − δ1 H( f |M);
d2

dt2

∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2 ≥ K2

∫
Ωx

|∇symu|2 dx(44)

− C2

δ2
1−ε

(∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2

)1−ε − δ2 H( f |M);
d2

dt2

∥∥ f − M f
ρ 0 1

∥∥2
L2 ≥ K3

∫
Ωx

|∇ρ|2 dx(45)

− C3

δ3
1−ε

(∥∥ f − M f
ρ 0 1

∥∥2
L2

)1−ε − δ3 H( f |M).

Here the positive constants Ki and the negative constants Ci only depend
on ε, B and on smoothness and moments bounds for f , together with
positivity estimates for ρ and T (which are deduced from positivity estimates
on f );

d) Three rules of additivity of the entropy, and three interpolation in-
equalities, which couple the three equations in c):



H
(

f |M f
ρ u T

)+ H(T |〈T 〉ρ) = H
(

f |M f
ρ u 〈T 〉

)
H
(

f |M f
ρ u 〈T 〉

)+ H(〈T 〉ρ|1) + H(u|0) = H
(

f |M f
ρ 0 1

)
H
(

f |M f
ρ 0 1

)+ H(ρ|1) = H( f |M)

(46)
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and




H
(

f |M f
ρ u T

) ≥ KI

∥∥ f − M f
ρ u T

∥∥2(1+ε)

L2 ,

H
(

f |M f
ρ u 〈T 〉

) ≥ KI

∥∥ f − M f
ρ u 〈T 〉

∥∥2(1+ε)

L2 ,

H
(

f |M f
ρ 0 1

) ≥ KI

∥∥ f − M f
ρ 0 1

∥∥2(1+ε)

L2 ,

(47)

where KI > 0 only depends on ε, B, smoothness bounds on f and lower
bounds on ρ, T ;

e) Geometrical functional inequalities of Korn-type,

∫
Ωx

|∇symu|2 dx ≥ KK

∫
Ωx

|∇u|2 dx,(48)

where KK only depends on geometrical information about Ωx and on the
type of boundary conditions. In particular, in the case of specular reflection
(u ·n = 0), KK depends on how much Ωx departs from being axisymmetric;

and of Poincaré-type,

∫
Ωx

|∇T |2 dx ≥ KT H(T |〈T 〉ρ),(49)

∫
Ωx

|∇u|2 dx ≥ Ku H(u|0),(50)

∫
Ωx

|∇ρ|2 dx ≥ Kρ H(ρ|1),(51)

where the constants KT , Ku, Kρ only depend on geometrical information
about Ωx, on the type of boundary conditions, and on some bounds on ρ, T ;

f) Four first-order inequalities expressing the damping of hydrodynami-
cal oscillations,

∣∣∣∣ d

dt
H(ρ|1),

d

dt
H(u|0),

d

dt
H(〈T 〉ρ|1),

d

dt
H(T |〈T 〉ρ)

∣∣∣∣ ≤ CS H( f |M)1−ε,

(52)

where CS only depends on f via bounds of smoothness, moments and
positivity.

In Sect. VI, we shall prove that this system implies a decay of H( f |M)
like O(t−1/kε) if ε is small enough, where k is an explicit constant indepen-
dent of ε. This will conclude the proof of Theorem 2.
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III. Instability of the hydrodynamic description

We now start to implement the program outlined in the previous section.
The final goal of this section is to establish the inequalities (43) to (45)
when f is a smooth solution of the Boltzmann equation. Again, we shall
never display explicitly the time-dependence.

To arrive at (43)–(45), we shall use the identity

d2

dt2
‖ f − g‖2

L2 = 2
∫ [

∂

∂t
( f − g)

]2

dv dx(53)

+ 2
∫

( f − g)
∂2

∂t2
( f − g) dv dx.

In this inequality we shall replace f by a smooth solution of the Boltz-
mann equation, and g by one of the three local Maxwellian distributions
M f

ρ u T , M f
ρ u 〈T 〉, M f

ρ 0 1. Isolating the “dominant” terms will be a little bit
tricky.

We shall split the derivation of (43)–(45) into several stages. In a first
step, we write down the “well-known” equations satisfied by ρ, u and T ,
and deduce some equations satisfied by the three local Maxwellians above.
In a second step (Subsect. III.2), for pedagogical reasons and because this
will enable to identify dominant terms, we establish the desired differential
inequalities at a particular time t0 such that ft0 = gt0 . In this particular
case, only the first term on the right-hand side of (53) survives, and can be
bounded below in a rather simple way. Finally, in Subsect. III.3 we show
that the error terms with respect to the situation of Subsect. III.2 are of order
O(‖ f − g‖2) and we arrive at (43)–(45).

Before beginning to fulfill this plan, we record an easy proposition about
the regularity of hydrodynamic fields.

Proposition 7. Let f satisfy the estimates (25) and (26), and let ρ, u and
T be the associated hydrodynamic fields. Then, ρ and T are bounded from
above and below, uniformly in t, by explicit constants only depending on
A0, K0 and q0. Moreover, for all k′ > 0, the Sobolev norms ‖ρ‖Hk′ (Ωx)

,
‖u‖Hk′ (Ωx)

, ‖T‖Hk′ (Ωx)
are bounded by explicitable constants only depending

on A0, K0, q0 and Ck,s for k = k(q0, k′) and s = s0(q0, k′) large enough.

The proof of this proposition is almost obvious and we skip it. As
a consequence, ρ, u and T will be assumed to be very smooth, and ρ, T to
be uniformly bounded below. An easy consequence is as follows:

Corollary 8. Let f satisfy the same smoothness and positivity assumptions
as above, and let g be either M f

ρ u T , M f
ρ u 〈T 〉 or M f

ρ 0 1 the associated local
Maxwellians, as defined in (27), (34) and (35). Then, for all k′, s′ > 0,
the Sobolev norm ‖g‖Hk′

s′
is bounded from above by an explicit constant,

independently of t.
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III.1. Equations for hydrodynamical fields. To any probability distribu-
tion f(x, v) we associate, besides the fields ρ, u and T , two additional fields
D (matrix-valued) and R (vector-valued). The field D is the “deviator”, or
traceless part of the symmetric deformation tensor, defined by

Dij(x) =
∫
RN

f(x, v)

[
(v − u)i(v − u) j − |v − u|2

N
δij

]
dv,(54)

where δij stands for the Kronecker symbol, and R is the heat transfer flux,

R(x) =
∫
RN

f(x, v)
|v − u|2

2
(v − u) dv.(55)

Of course, ∫
RN

fviv j dv = ρuiu j + ρTδij + Dij .(56)

• Let now f = ft(x, v) be a smooth solution of the Boltzmann equa-
tion, and let ρ, u, T, D, R be the associated fields (we do not write explicitly
the time dependence). By repeated use of (56) and the identity

∫
Q( f, f )


 1

v

|v|2


 dv = 0,(57)

it is not difficult to establish the equations




∂ρ

∂t
+ ∇x · (ρu) = 0

∂

∂t
(ρu) + ∇x · (ρu ⊗ u + ρTIN + D

) = 0

∂

∂t

(
ρ|u|2 + NρT

)+ ∇x · (ρ|u|2u + (N + 2)ρuT + 2Du + 2R
) = 0.

(58)

Here we used the notation IN = identity matrix of order N, (a⊗b)ij = aib j .
This (non closed) system of conservation laws can be recast in the non-
divergence form




(
∂

∂t
+ u · ∇

)
ρ + ρ∇ · u = 0

(
∂

∂t
+ u · ∇

)
u + ∇T + T∇ρ

ρ
+ ∇ · D

ρ
= 0

(
∂

∂t
+ u · ∇

)
T + 2T

N
∇ · u + 2

ρN
(∇u : D + ∇ · R) = 0,

(59)
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where the second equation should be understood as a system of N scalar
equations, and we used the standard notation A : B =∑ij Aij Bij .

From (59) we also deduce, recalling that 〈T 〉ρ = ∫
Ωx

ρT ,

(∂t + u · ∇x)〈T 〉ρ = ∂t〈T 〉ρ =
∫

(∂tρ)T +
∫

ρ(∂tT )(60)

= −
∫

∇ · (ρu)T −
∫

ρu · ∇T − 2

N

∫
ρT ∇ · u

− 2

N

∫
∇u : D − 2

N

∫
∇ · R.

Recall the boundary conditions u · n = 0 (for specular reflection) or
u = 0 (for bounce-back), or no boundary, to find that the integration by
parts formula

−
∫

∇ · (ρu)T =
∫

ρu · ∇T

is valid, and so the first two terms in the last line of (60) cancel out.
We shall show that the last term also vanishes:∫

Ωx

∇ · R =
∫

∂Ωx

R · n = 0.(61)

Let us prove (61) in the case of specular reflection (for bounce-back, the
proof is slightly simpler). We have, for any x ∈ ∂Ωx ,

R · n =
∫

ft(x, v)
|v − u|2

2
(v − u) · n dv.

Since u · n = 0, this can be rewritten

R · n =
∫

ft(x, v)
|v − u|2

2
v · n dv(62)

= −
∫

ft(x, v)
|Rxv − u|2

2
v · n dv,(63)

where Rxv = v − 2〈v, n〉n and we used ft(x, v) = ft(x, Rxv) on ∂Ωx .
Summing up (62) and (63), and using |Rxv|2 = |v|2, we find

R · n = −1

2

∫
R

ft(x, v)
[
v · u − (Rxv) · u

]
dv

= −
∫
R

ft(x, v)(v · n)(n · u) dv = ρ(u · n)2 = 0.

So in the end,

(∂t + u · ∇x)〈T 〉ρ = − 2

N

∫
Ωx

ρT(∇ · u)dx − 2

N

∫
Ωx

∇u : D dx.(64)
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• Next, let MρuT be an arbitrary smooth local Maxwellian with par-
ameters ρ, u and T (not necessarily related to any solution of the Boltzmann
equation). By evaluating (∂t +v ·∇x) log MρuT and expanding this in powers
of v − u, we obtain

(∂t + v · ∇x)MρuT(65)

= MρuT

{[
∂tρ + u · ∇xρ

ρ
− N

2

(∂t + u · ∇x)T

T

]

+ v − u√
T

·
[√

T
∇xρ

ρ
− N

2

∇x T√
T

+ (∂t + u · ∇x) u√
T

]

+
∑

1≤i< j≤N

(
v − u√

T

)
i

(
v − u√

T

)
j

[
∂x j ui + ∂xi u j

]

+
∑

1≤i≤N

(
vi − ui√

T

)2 [
∂xi ui + 1

2

(
(∂t + u · ∇x)T

T

)]

+
∣∣∣∣v − u√

T

∣∣∣∣
2 (

v − u√
T

)
· ∇xT

2
√

T

}
.

Combining (59) and (65), with ρ, u, T replaced (with obvious notation)
by either (ρ f , u f , T f ), or (ρ f , u f , 〈T 〉 f

ρ ), or (ρ f , 0, 1), we arrive at a set of

equations for M f
ρ u T , M f

ρ u 〈T 〉, M f
ρ 0 1. First,

(∂t + v · ∇x)M f
ρ u T(66)

= M f
ρ u T

{[∇u : D

ρT
+ ∇ · R

ρT

]

+ v − u√
T

·
[

−
(

N

2
+ 1

) ∇T√
T

− ∇ · D

ρ
√

T

]

+
∑

1≤i< j≤N

(
v − u√

T

)
i

(
v − u√

T

)
j

[
∂x j ui + ∂xi u j

]

+
∑

1≤i≤N

(
vi − ui√

T

)2 [
∂xi ui − ∇ · u

N
− ∇u : D

NρT
− ∇ · R

NρT

]

+
∣∣∣∣v − u√

T

∣∣∣∣
2 (

v − u√
T

)
· ∇T

2
√

T

}

≡ M f
ρ u T Px

(
v − u√

T

)
,

where Px is a polynomial of degree 3, in N variables, with x-dependent
coefficients, given by the formula above.
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Next,

(∂t + v · ∇x)M f
ρ u 〈T 〉(67)

= M f
ρ u 〈T 〉

{[
− ∇ · u +

∫ ∇u : D

〈T 〉ρ
+
∫

ρT∇ · u

〈T 〉ρ

]

+ v − u√〈T 〉ρ

·
[

− ∇T√〈T 〉ρ
−
(

T√〈T 〉ρ

−
√

〈T 〉ρ
)

∇ρ

ρ
− ∇ · D

ρ
√〈T 〉ρ

]

+
∑

1≤i< j≤N

(
v − u√〈T 〉ρ

)
i

(
v − u√〈T 〉ρ

)
j

[
∂x j ui + ∂xi u j

]

+
∑

1≤i≤N

(
vi − ui√〈T 〉ρ

)2 [
∂xi ui − 1

N〈T 〉ρ

∫
∇u : (D + ρTIN )

]}

≡ M f
ρ u 〈T 〉Qx

(
v − u√〈T 〉ρ

)
,

where Qx is another explicit polynomial with x-dependent coefficients.
Finally,

(∂t + v · ∇x)M f
ρ 0 1 = M f

ρ 0 1

{
− ∇ · (ρu)

ρ
+ v · ∇ρ

ρ

}
.(68)

≡ M f
ρ 0 1Rx(v).

III.2. Estimates at local equilibrium. Assume that for some time t = t0,
the functions f and g in (53) coincide. We shall establish (43)–(45) for such
a time t0. Explicitly, this means, depending on the cases,

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ u T

∥∥2
L2 ≥ K1

(∫
Ωx

|∇T |2 dx +
∫

Ωx

|{∇u}|2 dx

)
,

(69)

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2 ≥ K2

∫
Ωx

|∇symu|2 dx,(70)

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ 0 1

∥∥2
L2 ≥ K3

∫
Ωx

|∇ρ|2 dx(71)

(of course t0 in (69) is defined as a time at which f = M f
ρ u T , in (70) as

a time at which f = M f
ρ u 〈T 〉, etc.)

For this we first note that, since f solves the Boltzmann equation (2),
and since Q( f, f )|t=t0 = Q(g, g)|t=t0 = 0,

∂

∂t

∣∣∣∣
t=t0

( f − g) = −v · ∇x ft0 − ∂

∂t

∣∣∣∣
t=t0

g = − (∂t + v · ∇x)|t=t0 g.

By plugging in formulas (66), (67) and (68), and using (53), we find
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d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ u T

∥∥2
L2 = 2

∫
ρ2e− |v−u|2

T

(2πT )N
Px

(
v − u√

T

)2

dv dx

= 2
∫

ρ2e−|w|2

(2π)N
Px(w)2 dw dx

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2 = 2

∫
ρ2e

− |v−u|2
〈T 〉ρ

(2π〈T 〉ρ)
N

Qx

(
v − u√〈T 〉ρ

)2

dv dx

= 2
∫

ρ2e−|w|2

(2π)N
Qx(w)2 dw dx

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ 0 1

∥∥2
L2 = 2

∫
ρ2e−|v|2

(2π)N
Rx(v)

2 dv dx.

Since the functions 1, wi(1 ≤ i ≤ N),wiw j(1 ≤ i < j ≤ N),w2
i (1 ≤

i ≤ N), |w|2wi(1 ≤ i ≤ N) are linearly independent and all belong to
L2(e−|w|2 dw), there exists a numerical constant κ > 0 (not too difficult
to estimate explicitly) such that for all a ∈ R, b ∈ RN , cij ∈ R(i < j),
di ∈ R(1 ≤ i ≤ N), e ∈ RN ,

(72)
∫
RN

e−|w|2

(2π)N

∣∣∣a + b · w +
∑
i< j

cijwiw j +
∑

i

diw
2
i + (e · w)|w|2

∣∣∣2 dw

≥ κ
(
a2 + |b|2 +

∑
i< j

c2
ij +

∑
i

d2
i + |e|2).

We use this to estimate the various second derivatives above. First,

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ u T

∥∥2
L2(73)

≥ 2κ

∫
ρ2

{[∇u : D

ρT
+ ∇ · R

ρT

]2

+
[

−
(

N + 2

2

) ∇T√
T

− ∇ · D

ρ
√

T

]2

+
∑

1≤i< j≤N

[
∂x j ui + ∂xi u j

]2

+
∑

1≤i≤N

[
∂xi ui − ∇ · u

N
− ∇u : D

NρT
− ∇ · R

NρT

]2

+
∣∣∣∣ ∇T

2
√

T

∣∣∣∣
2 }

dx.
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Recall that ρ is uniformly bounded below and T uniformly bounded from
above. From the elementary inequality (a + b)2 ≤ 2(a2 + b2) we deduce
that

[∇u : D

ρT
+ ∇ · R

ρT

]2

+
∑

1≤i≤N

[
∂xi ui − ∇ · u

N
− ∇u : D

NρT
− ∇ · R

NρT

]2

≥ 1

2

∑
i

(
∂xi ui − ∇ · u

N

)
.

Moreover,

1

2

∑
i< j

(∂xi ui + ∂x j u j)
2 +
∑

i

(
∂xi ui − ∇ · u

N

)2

= |{∇u}|2.

Thus we arrive at (69).
Similarly,

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2(74)

≥ 2κ

∫
ρ2

{[
− ∇ · u + 1

〈T 〉ρ

∫
∇u : (D + ρTIN )

]2

+
[

∇T√〈T 〉ρ
+
(

T√〈T 〉ρ

−
√

〈T 〉ρ
)

∇ρ

ρ
+ ∇ · D

ρ
√〈T 〉ρ

]2

+
∑

1≤i< j≤N

[
∂x j ui + ∂xi u j

]2

+
∑

1≤i≤N

[
∂xi ui − 1

N〈T 〉ρ

∫
∇u : (D + ρTIN )

]2}
dx.

In particular, this is greater than a constant multiple of

inf
a∈R

∫
Ωx

[−∇ · u + a]2 dx =
∫

Ωx

(
∇ · u −

∫
Ωx

∇ · u

)2

dx =
∫

Ωx

(∇ · u)2,

since any of our three boundary conditions implies
∫

Ωx
∇·u = ∫

∂Ωx
u·n = 0.

Moreover, denoting b = ∫ ∇u : (D + ρTIN )/〈T 〉ρ, we have

(−∇ · u + b)2 +
∑

i

(∂xi ui − b/N)2 ≥ 1

2

∑
i

(∂xi ui − ∇ · u/N)2.
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Also we note that

1

N
(∇ · u)2 +

∑
i

(
∂xi ui − ∇ · u

N

)2

+ 1

2

∑
i< j

(∂x j ui + ∂xi u j)
2 = |∇symu|2.

This leads to (70).
Finally, the derivation of (71) is almost trivial:

d2

dt2

∣∣∣∣
t=t0

∥∥ f − M f
ρ 0 1

∥∥2
L2 ≥ 2κ

∫
ρ2

{(∇ · (ρ u)

ρ

)2

+
∣∣∣∣∇ρ

ρ

∣∣∣∣
2 }

dx(75)

≥ 2κ

∫
|∇ρ|2 dx.

Remark. The three inequalities which we just established are essentially
local: they are very close to hold pointwise in x. This is in contrast with the
inequalities to come in Sect. IV, which are global.

III.3. The general case. In this subsection we establish (43)–(45) for any
time. Let g stand for either M f

ρ u T , or M f
ρ u 〈T 〉, or M f

ρ 0 1.

a) Estimate of the first-order term: Using Q(g, g) = 0, we write
∫

Ωx×RN
[∂t( f − g)]2 dv dx =

∫
Ωx×RN

[−v · ∇x f + Q( f, f ) − ∂tg]2 dv dx

=
∫

[−v · ∇x( f − g) + Q( f, f ) − Q(g, g) − (∂t + v · ∇x)g]2 dv dx

≥ 1

3

∫ [
(∂t + v · ∇x)g

]2
dv dx −

∫ [
Q( f, f ) − Q(g, g)

]2
dv dx(76)

−
∫ [

v · ∇x( f − g)
]2

dv dx.

The first term in the right-hand side of (76) has been estimated from below
in the previous subsection; we keep this lower bound. Now we shall show

∫ [
v · ∇x( f − g)

]2
dv dx ≤ C‖ f − g‖2(1−ε)

L2(77)
∫ [

Q( f, f ) − Q(g, g)
]2

dv dx ≤ C‖ f − g‖2(1−ε)

L2 .(78)

We first prove (77). This inequality follows immediately from our
smoothness assumptions on f , together with Corollary 8 and the following
simple interpolation lemma, which will be used again later. We use the
natural notation vα = v

α1
1 · · · vαN

N .
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Lemma 9. Let h be a smooth function of x, v. Then, for all multi-indices
α, β, and for all η < 1,

∫ (
vα∂β

x,vh
)2

dv dx ≤ ‖h‖2η

H|β|
|α|/η

‖h‖2η(1−η)

H|β|/η ‖h‖2(1−η)2

L2 .

Proof of Lemma 9. First, by Hölder’s inequality,

∫ (
vα∂β

x,vh
)2

dv dx ≤
(∫

|v|2|α|/η∣∣∂β
x,vh
∣∣2 dv dx

)η (∫ ∣∣∂β
x,vh
∣∣2 dv dx

)1−η

≤ ‖h‖2η

H|β|
|α|/η

‖h‖2(1−η)

H|β| .

Next, by interpolation,

‖h‖H|β| ≤ ‖h‖η

H|β|/η‖h‖1−η

L2 .

This concludes the proof. ��
Next, we establish (78). On one hand,
∫

[Q( f, f ) − Q(g, g)]2 dv dx = ‖Qsym( f + g, f − g)‖2
L2(Ωx×RN )

;

on the other hand, our continuity assumption (19) implies that

‖Qsym( f + g, f − g)‖2
L2(RN )

≤ CB‖ f + g‖2

H
k0
s0

‖ f − g‖2

H
k0
s0

,

for k0 and s0 large enough (depending on B). In particular,

‖Qsym( f + g, f − g)‖2
L2(Ωx×RN )

≤ CB‖ f + g‖2

L∞(Ωx ;H
k0
s0 (RN ))

‖ f − g‖2

L2(Ωx ;H
k0
s0 (RN ))

.

From this we conclude the proof of (78) as before, after controlling the L∞
norm by some Sobolev norm.

b) Estimate of the second-order term
In this subsection we establish, for 0 < δ < 1/10, with the same notation

as before,
∣∣∣∣
∫

Ωx×RN
( f − g)

∂2

∂t2
( f − g) dv dx

∣∣∣∣ ≤ C

δ1−ε
‖ f − g‖2(1−ε)

L2 + δH( f |M)(79)

and this will conclude the proof of (43)–(45).
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We start with

∣∣∣∣
∫

Ωx×RN
( f − g)

∂2

∂t2
( f − g) dv dx

∣∣∣∣ ≤ ‖ f − g‖L2

(∥∥∥∥∂2 f

∂t2

∥∥∥∥
L2

+
∥∥∥∥∂2g

∂t2

∥∥∥∥
L2

)
.

(80)

If we manage to show

∀η > 0,

∥∥∥∥∂2 f

∂t2

∥∥∥∥
L2

+
∥∥∥∥∂2g

∂t2

∥∥∥∥
L2

≤ Cη‖ f − M‖1−η

L1 ,(81)

where M = M1 0 1 is the equilibrium state, then, in view of the Csiszár-
Kullback-Pinsker inequality, the right-hand side of (80) will be bounded
by

Cη‖ f − g‖L2‖ f − M‖1−η

L1 ≤ Cη‖ f − g‖L2 H( f |M)
1−η

2

≤ Cη

(‖ f − g‖L2

δ(1−η)/2

) 2
1+η

+ (1 − η)δ

2
H( f |M).

Then we obtain (80) by choosing 1 + η = (1 − ε)−1 and noting that

δ
1−η
1+η = δ(1−ε)(1−η) ≥ δ1−ε. So we just have to prove (81).

To prove (81), we first establish the estimate on ∂2 f/∂t2. From the
Boltzmann equation (2), we deduce

∂2 f

∂t2
= −v · ∇x ·

(
∂ f

∂t

)
+ 2Qsym

(
f,

∂ f

∂t

)

= v ⊗ v : ∇2
x f − v · ∇x Qsym( f, f ) − 2Qsym( f, v · ∇x f )

+ 2Qsym( f, Q( f, f ))

= v ⊗ v : ∇2
x f − 2v · Qsym(∇x f, f ) − 2Qsym( f, v · ∇x f )

+ 2Qsym( f, Q( f, f ))

= v ⊗ v : ∇2
x ( f − M) − 2v · Qsym(∇x( f − M), f )

− 2Qsym( f, v · ∇x( f − M)) + 2Qsym( f, Q( f, f ) − Q(M, M)).

Combining this with our continuity assumptions on Q and the interpolation
lemma 9, we arrive at

∀η > 0,

∥∥∥∥∂2 f

∂t2

∥∥∥∥
L2

≤ Cη‖ f − M‖1−η

L2 ,

where Cη depends on bounds on M in weighted Sobolev norms of order
high enough. The desired bound will then be a consequence of another
interpolation lemma:
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Lemma 10. Let h be a smooth function on Ωx × RN . Then, for all α < 1,
there exists � > 0, and a numeric constant Cα > 0 such that

‖h‖L2 ≤ Cα‖h‖1−α

L1 ‖h‖α
H� .

This kind of interpolation lemma is classical. Let us however give a short
proof for completeness.

Proof of Lemma 10. From our assumptions it follows that ϕ(x) ≡
‖h(x, ·)‖L2(RN

v ) is a smooth function of x ∈ Ωx . It is not difficult to check
that whenever k ∈ N, then ‖ϕ‖Hk(Ωx) ≤ Ck‖h‖Hk(Ωx×RN ) for some numeric
constant Ck; by interpolation this also holds true for all k > 0. Let H−k(Ωx)
be defined as the dual space of Hk(Ωx):

‖u‖H−k(Ωx) = sup
‖ψ‖Hk (Ωx )

≤1

∣∣∣∣
∫

Ωx

uψ dx

∣∣∣∣ .

By definition,

‖ϕ‖2
L2(Ωx)

≤ ‖ϕ‖H−k(Ωx)‖ϕ‖Hk(Ωx).

On the other hand, if β ∈ (0, 1), by interpolation,

‖ϕ‖Hk(Ωx) ≤ ‖ϕ‖1−β/2
L2(Ωx)

‖ϕ‖β/2

Hk′ (Ωx)
,

if we choose k′ = k(1 − β)/β. Combining the two inequalities above, we
obtain

‖ϕ‖1+β/2
L2(Ωx)

≤ ‖ϕ‖H−k(Ωx)‖ϕ‖β/2

Hk′ (Ωx)
.

If we choose 1 + β/2 = (1 − α)−1, this turns into

‖ϕ‖L2(Ωx) ≤ ‖ϕ‖1−α

H−k(Ωx)
‖ϕ‖α

Hk′ (Ωx)
.

Now, by duality the Sobolev embedding implies

L1(Ωx) ⊂ H−k(Ωx),

for any k > N/2; let us set k = N/2 + 1 for instance. We conclude that

‖h‖L2(Ωx×RN ) = ‖ϕ‖L2(Ωx) ≤ C‖ϕ‖1−α

L1(Ωx)
‖ϕ‖α

Hk′ (Ωx)
(82)

≤ C‖ϕ‖1−α

L1(Ωx)
‖h‖α

Hk′ (Ωx×RN )
.

Next, from Lemma 4.4 in [60] we know that

ϕ(x) ≤ Cα‖h(x, ·)‖1−α

L1(RN
v )

‖h(x, ·)‖α
Hm (RN

v )
,



284 L. Desvillettes, C. Villani

if m = (N + 1)/(2α). This implies

‖ϕ‖L1(Ωx) ≤ Cα

∥∥∥‖h(x, ·)‖1−α

L1(RN
v )

∥∥∥
L1(Ωx)

sup
x∈Ωx

‖h(x, ·)‖α
Hm (RN

v )

≤ Cα‖h‖1−α

L1(Ωx×RN )
‖h‖α

Hm′
(Ωx×RN )

,

where m′ is large enough, and we used Jensen’s inequality (recall that
|Ωx| = 1) and the Sobolev embedding of L∞(Ωx) into Hk(Ωx) for k > N/2.
Combining this with (82), we conclude the proof of the lemma. ��

It now remains to prove the second part of (81). We shall do this only
for g = M f

ρ u T , the other two cases being handled similarly (in a slightly
simpler way). First we compute

∂2

∂t2
M f

ρ u T = M f
ρ u T

{
∂2

ttρ

ρ
+ ∂2

ttu · (v − u)

T
+
( |v − u|2

2T
− N

2

)
∂2

ttT

T
(83)

− (∂tu)2

T
− |v − u|2

2T

(
∂tT

T

)2

+
( |v − u|2

2T
− N + 4

2

)
∂tu · (v − u)

T

∂t T

T

+
(

∂tu · (v − u)

T

)2

+ 2
∂tρ

ρ

∂tu · (v − u)

T
+ 2

∂tρ

ρ

( |v − u|2
2T

− N

2

)
∂tT

T

}
.

Then we see that each of the terms ∂tρ, ∂tu, ∂tT , ∂2
ttρ, ∂2

ttu, ∂2
ttT can be

written in terms of f − M and Q( f, f ) = Q( f, f )− Q(M, M). Let us give
the explicit formula for the terms in ρ and u (we skip those for T because
they are extremely long):

∂tρ = −∇x ·
∫
RN

( f − M) v dv,

∂tu = 1

ρ

[
u ∇x ·

∫
RN

( f − M) v dv − ∇x ·
∫
RN

( f − M) v ⊗ v dv

]
,

∂2
ttρ = ∇x∇x :

∫
RN

( f − M) v ⊗ v dv,

∂2
ttu = 1

ρ
∇x∇x :

∫
RN

( f − M) v ⊗ v ⊗ v dv

− 1

ρ
∇x ·

∫
RN

(
Q( f, f ) − Q(M, M)

)
v ⊗ v dv

− u

ρ
∇x∇x :

∫
RN

( f − M) v ⊗ v dv

− 2
∇x · (ρ u)

ρ2
∇x ·

∫
RN

( f − M) v ⊗ v dv

+ 2 u
∇x · (ρ u)

ρ2
∇x ·

∫
RN

( f − M) v dv.
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As a consequence,

∂2

∂t2
M f

ρ u T =
∑
Ax

M f
ρ u TAx(v),

where the Ax are a family of polynomials in v with x-dependent coefficients,
more precisely of the form

∂α
x (ρ, u, T )

ρa T b
∂β

x

(∫
RN

( f − M)B(v) dv

)

or

∂α
x (ρ, u, T )

ρa T b
∂β

x

(∫
RN

[Q( f, f ) − Q(M, M)]B(v) dv

)
,

where B stands for polynomials in v. Using our bounds on f and interpo-
lation of Hk(Ωx) between L2(Ωx) and H�(Ωx) for � large enough, we can
conclude that ∥∥∥∥ ∂2

∂t2
M f

ρ u T

∥∥∥∥
L2

≤ Cα‖ f − M‖1−α

L2 .

The end of the proof is as before.

IV. Some geometrical inequalities

In this section we compile the geometrical inequalities entering the system
presented in Subsect. II.4. They are of two kinds: variants of Korn’s inequal-
ity (inequality (48)), and variants of Poincaré’s inequality (inequalities (49)
to (51)). Exactly which versions we need depends on the conservation laws
and boundary conditions. Throughout this section, Ωx is either the torus
T

N , or a smooth, bounded, connected open subset of RN .

IV.1. Korn-type inequalities

• In the case of specular boundary conditions in a domain Ωx of R2 or R3

which is not axisymmetric, the Korn inequality that we need is the one that
was established in [22]: if Ωx ⊂ R3 is not axisymmetric, then

u · n = 0 on ∂Ωx �⇒
∫

Ωx

|∇symu|2 dx ≥ KK (Ωx)

∫
Ωx

|∇u|2

for some constant KK (Ωx) > 0, only depending on Ωx .
As shown in [22], one can quantify the degree of non-axisymmetry of

Ωx by comparing the (normalized) Lebesgue measure L on Ωx with the
“radially symmetrized” version Lσ of L around some axis σ ∈ S2, going
through the center of mass of Ωx . For instance, the constant KK (Ωx) is of
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order const.η if Ωx is convex and infσ∈S2 W2(L,Lσ) ≥ const.η. See [22]
for details. In the same reference we also derive the variants which should
be used to treat the case of an axisymmetric domain; we will not discuss
them here.

• In the case of bounce-back boundary conditions (u = 0 on ∂Ωx), we
should use the “standard” Korn inequality,

u = 0 on ∂Ωx �⇒
∫

Ωx

|∇symu|2 dx ≥ KK (Ωx)

∫
Ωx

|∇u|2 dx.

• Finally, in the case of a periodic box (Ωx = TN ), we can use the vari-
ant ∫

Ωx

|∇symu|2 dx ≥ KK (Ωx)

∫
Ωx

|∇u|2 dx.

In fact, an even stronger inequality holds, in which the symmetrized gradient
is replaced by its traceless part:

∫
Ωx

|{∇u}|2 dx ≥ KK (Ωx)

∫
Ωx

|∇u|2 dx.(84)

The interest of (84) is to provide a simpler proof of convergence to
equilibrium in the case of periodic boundary conditions. Let us give a more
precise statement.

Proposition 11. Let u ∈ H1(TN;RN ). Then

∥∥{∇u}∥∥2
L2 ≥ 1

2N

∥∥∇u
∥∥2

L2 .

Proof. We write u = (u1, . . . , uN ) and

ui(x) =
∑
k∈ZN

ûi(k)e
2iπk·x

the Fourier series for each component of u. By Parseval’s identity,

∥∥{∇u}∥∥2
L2

=
∑
k∈ZN

∑
1≤i≤N

∑
1≤ j≤N

(
1

2
ki û j(k) + 1

2
k j ûi(k) − 1

N

∑
1≤�≤N

k�û�(k)δij

)2

=
∑
k∈ZN


1

4

∑
i �= j

(
ki û j(k) + k j ûi(k)

)2+
∑

i

(
ki ûi(k) − 1

N

∑
1≤�≤N

k�û�(k)

)2

 .
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Now we apply the well-known “discrete Poincaré inequality”

∑
1≤i, j≤N

(ai − aj)
2 ≤ 4N

∑
1≤i≤N

(
ai − 1

N

∑
1≤�≤N

a�

)2

,

to find

∥∥{∇u}∥∥2
L2 ≥

∑
k∈ZN

[
1

4

∑
i �= j

(
kiû j(k) + k j ûi(k)

)2

+ 1

4N

∑
ij

(
kiû j(k) − k j ûi(k)

)2
]

≥ 1

4N

∑
k∈ZN

∑
i �= j

(
k2

i + k2
j

)(|ûi(k)|2 + |û j(k)|2
)

≥ 1

2N

∑
1≤i≤N

∑
k∈ZN

|k|2|ûi(k)|2 = 1

2N
‖∇u‖2

L2 .

IV.2. Poincaré-type inequalities

• We start with an inequality for the density ρ. Since
∫

ρ = 1 and |Ωx | = 1,
the standard Poincaré(-Wirtinger) inequality yields

∫
Ωx

|∇ρ|2 dx ≥ K(Ωx)

∫ (
ρ −

∫
ρ

)2

dx = K(Ωx)

∫
(ρ − 1)2.

As an immediate consequence, there is a constant K ′(Ωx) > 0 such that∫
|∇ρ|2 dx ≥ K ′(Ωx)

∫
Ωx

(ρ log ρ − ρ + 1) dx = K ′(Ωx)

∫
Ωx

ρ log ρ dx.

This is inequality (51).

• We now turn to an analogous inequality for the temperature. The
difference is that now the relevant average is not with respect to Lebesgue
measure, but with respect to the density ρ; accordingly, we set 〈T 〉ρ = ∫ ρT .
To prove (49), we write
∫

Ωx

|∇T |2 dx ≥ K
∫

Ωx

(T − 〈T 〉)2 = K

2

∫ ∫
[T(x) − T(y)]2 dx dy,

where the average 〈T 〉 is here with respect to Lebesgue measure, and then
bound this quantity below by

K

2‖ρ‖2
L∞

∫ ∫
ρ(x)ρ(y)[T(x) − T(y)]2 dx dy = K

‖ρ‖2
L∞

∫
Ωx

(T − 〈T 〉ρ)
2 dx.
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To establish (49), it remains to bound this expression below in terms of
H(T |〈T 〉ρ). This is done as follows (Φ(X) stands for X − log X − 1 as
before):

H(T |〈T 〉ρ) = 〈Φ(T )〉ρ − Φ(〈T 〉ρ) = 〈Φ(T ) − Φ(〈T 〉ρ)〉ρ
=
〈
Φ′(〈T 〉ρ) · (T − 〈T 〉ρ)

+
∫ 1

0
(1 − s)Φ′′(〈T 〉ρ + s(T − 〈T 〉ρ)

)
ds (T − 〈T 〉ρ)

2

〉
ρ

≤
[

sup
θ∈[T,〈T 〉ρ]

Φ′′(θ)
] 〈

(T − 〈T 〉ρ)2
〉
ρ

(with the convention that [T, 〈T 〉ρ] = [〈T 〉ρ, T ] if T > 〈T 〉ρ). Since Φ′′
is bounded on any interval [T0,+∞) and since we assume a lower bound
on T , therefore on 〈T 〉ρ, we conclude that

∫
Ωx

(T − 〈T 〉ρ)2 dx dominates
H(T |〈T 〉ρ), and thus we have established (49).

Remark. In the case of periodic and bounce-back conditions, it is possible
to use also the inequality

∫
|∇T |2 ≥ KH(T |1) − CH(u|0),

which is an easy consequence of the above and the equality
∫

ρT +
(
∫

ρ|u|2)/N = 1; this simplifies the overall scheme of proof.

• We end up with some Poincaré inequalities for vector-valued func-
tions. Two of our three cases are immediate:

– For periodic boundary conditions, we apply the inequality
∫

|∇ui |2 dx ≥ K
〈
(ui − 〈ui〉ρ)2

〉
ρ
,

which was proven above for T in place of ui . Since 〈ui〉ρ is normalized
to 0, by summing up for i = 1, . . . N we obtain

∫
|∇u|2 ≥ K

∫
ρ|u|2.

– For bounce-back boundary conditions, we know u = 0 on ∂Ωx, and we
can use the “standard” Poincaré inequality

∫
|∇ui |2 ≥ K

∫
u2

i ≥ K
∫

ρu2
i .

By summing up for i = 1, . . . , N, we obtain the same conclusion.



Trend to global equilibrium for the Boltzmann equation 289

– The case of specular boundary conditions is (once again) slightly more
delicate. We treat it as follows. We cover Ωx by a finite number of neigh-
borhoods U1, . . . , U� satisfying the following: there exists a neighbor-
hood Vi of Ui such that either Vi is included in Ωx , or C1 local coordinates
(x1, . . . , xN ) can be defined in Vi in such a way that
(i) Ai ≡ Ui ∩ Ωx (resp. Vi ∩ Ωx) is represented by the equations

(ak < xk < bk) (resp. a′
k < xk < b′

k);
(ii) ∂Ωx ∩ Ui is described by the equation (xN = 0);
(iii) the lines (x1 = x0

1, . . . , xN−1 = x0
N−1) arrive orthogonally to ∂Ωx .

See Fig. 1 for an illustration. To ensure point (iii), one might locally
extend the normal vector field into a smooth, unit-norm vector field defined
inside Ωx , then choose the integral curves for this vector field as the lines
of constant (x1, . . . , xN ) coordinates.

Ωx

x1 = const.

x2 = const.

Ai

Fig. 1. Local coordinates for Ai

To prove the desired Poincaré inequality, it is sufficient to show∫
Ai

u2
k ≤ C

∫
Ωx

|∇u|2.(85)

We shall establish (85) only in the case when ∂Ωx ∩ Ai is not empty, the
reasoning being almost exactly the same in the other case. We shall write
the proof in a slightly informal way for simplicity.

We first extend all the lines (xi1 , . . . , xiN−1 ) = const. (i1, . . . , iN−1
distinct), i.e. the integral curves of the 1-form dxk , for all k, into smooth lines
contained in Ωx , ending up on some part of ∂Ωx , orthogonally. For each k,
the family of lines thus obtained can be parameterized by xk ∈ (αk, βk).
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Such extensions are portraited on the left of Fig. 2; their existence might
seem not so obvious in general, so we should briefly justify it. Pick any
point z in the boundary ∂Ωx, out of Ui , and a neighborhood W of z in RN

such that W ∩ Ui = ∅, W ∩ Ω is diffeomorphic to a C1 subgraph, and
a local extension of the unit normal vector field can be defined in W . Pick
w in W and z in ∂Vi ∩ Ωx . Since Ωx is connected, there is a smooth path
in Ω going from w to z, which can be enlarged in a tubular neighborhood T
(locally homeomorphic to a cylinder). We choose a small ball B around z.
Using local coordinates all along T , we can define a smooth family of lines
joining B ∩ Vi to a portion of ∂W , which itself can be joined to ∂Ω by
a family of lines arriving orthogonally. Since w ∈ W , we can join w to the
boundary ∂Ω by a line arriving orthogonally to ∂Ω. Since (Vi ∩ Ωx) \ Ui is
homeomorphic to a ball, it can be deformed continuously into whichever of
its points, in particular z; in that way we can continuously join z to all the
lines (xi1 , . . . , xiN−1 ) = const., defined in Ui . We consider the extension
defined by

– first continuing up to B by the contracting map (stop when B is reached);
– then going along the tubular neighborhood T up to ∂W ;
– then going up to ∂Ωx along the extended normal unit vector field.

Thus each line has been extended into a piecewise smooth line arriving
orthogonally at ∂Ωx (see the right of Fig. 2). To conclude the argument it
suffices to smooth things a little bit.

Vi

Ui

W

w

z

T

Fig. 2. Extending the network
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Let k be any index in {1, . . . , N}, we can define uk = 〈dxk, u〉 on Ai .
From our definition and the boundary conditions, uk = 0 on the line
(xk = αk).

Then we write Ai = ⋃y∈U �y, where �y is the line x−1
k ((ak, bk)) and y

is some (N − 1)-tuple of all coordinates distinct from k. Let �
(k)
y stand for

the extended line, parameterized by (αk, βk), and let Ai
(k)

be the union of
all of these extended lines. We shall write x = (y, xk) and let y vary in
Y ≡∏ j �=k(α j, β j). Since uk vanishes on (xk = αk), we can write

uk(y, xk) =
∫ xk

αk

∂uk

∂xk
(y, tk) dtk,

so

uk(y, xk)
2 ≤ C

∫ xk

αk

[
∂uk

∂xk
(y, tk)

]2

dtk ≤ C
∫ βk

αk

|∇u(y, tk)|2 dtk.

As a consequence,

∫
Y

uk(y, xk)
2 dy ≤ C

∫
Y×(αk,βk)

|∇u|2 dx.

In particular,

∫
Y×(ak,bk)

uk(y, xk)
2 dy dtk ≤ C

∫
Y×(αk,βk)

|∇u|2 dx.

Since everything is smooth and the change of variables from the Euclidean
coordinates to the local system of coordinates constructed for Vi is nonde-
generate, this implies

∫
Ai

u2
k dx ≤ C

∫
Ai

(k)
|∇u|2 dx,

and this concludes the proof of (85). ��

V. Damping of hydrodynamic oscillations

In this short section, we establish the bounds (52). We shall denote by C or
Cε various constants which depend only on the constants in the assumptions
of Theorem 2. Throughout the section, f will be a smooth solution of the
Boltzmann equation and ρ, u, T will be the associated hydrodynamic fields;
we shall not write down explicitly the time dependence.
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• First, since ∂tρ = −∇ · (ρu) and ρu = ∫
RN f v dv = ∫

RN ( f − M) v dv,
we can write

d

dt

∫
Ωx

ρ log ρ = −
∫

Ωx

log ρ∇x ·
(∫
RN

( f − M) v dv

)
dx

≤ ‖ log ρ‖L1(Ωx)

∥∥∥∥∇x ·
∫
RN

( f − M) v dv

∥∥∥∥
L∞(Ωx)

.

Using easy interpolation inequalities in weighted Sobolev spaces and Höl-
der’s inequality, it is not difficult to prove

∥∥∥∥∇x ·
∫
RN

( f − M) v dv

∥∥∥∥
L∞(Ωx)

≤ Cε‖ f − M‖1−2ε

L1(Ωx×RN )
.

Combining this with the Csiszár-Kullback-Pinsker inequality, we conclude
that ∥∥∥∥∇x ·

∫
RN

( f − M) v dv

∥∥∥∥
L∞(Ωx)

≤ CεH( f |M)
1
2 −ε.(86)

Now, since ρ is bounded from above and below, we can write

∫
Ωx

| log ρ| dx ≤ C
∫

Ωx

|ρ − 1| dx ≤ C

(∫
(ρ − 1)2 dx

)1/2

(87)

≤ C

[∫
(ρ log ρ − ρ + 1)

]1/2

= CH(ρ|1)1/2 ≤ CH( f |M)1/2.

Of course the combination of (86) and (87) implies
∣∣∣∣ d

dt

∫
ρ log ρ

∣∣∣∣ ≤ Cε H( f |M)1−ε.

• Next, since

∂t(ρu) = −∇x ·
(∫

f v ⊗ v dv

)
= −∇x ·

(∫
( f − M) v ⊗ v dv

)
,

we can write
∣∣∣∣ d

dt

∫
Ωx

ρ|u|2 dx

∣∣∣∣ =
∣∣∣∣ d

dt

∫
Ωx

|ρu|2
ρ

dx

∣∣∣∣

=
∣∣∣∣
∫

Ωx

|ρu|2
ρ2

∇x · (ρu) − 2
∫

Ωx

〈
ρu

ρ
,∇x ·

∫
RN

( f − M) v ⊗ v dv

〉∣∣∣∣ .
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Using the fact that ρ, u are smooth and ρ is bounded from above and below,
we can bound the above expression by

C
∫

ρ|u|2 + C

(∫
Ωx

ρ|u|2
)1/2 ∥∥∥∥∇x ·

∫
RN

( f − M) v ⊗ v dv

∥∥∥∥
L2(Ωx)

;

and just as before we can bound this by

Cε

(∫
Ωx

ρ|u|2 + ‖ f − M‖2(1−ε)

L1(Ωx×RN )

)
≤ CεH( f |M)1−ε.

• Next, by the conservation laws (10),

d

dt

∫
ρT = − 1

N

d

dt

∫
ρ|u|2

which easily leads to
∣∣∣∣ d

dt
〈T 〉ρ

∣∣∣∣ ≤ Cε H( f |M)1−ε.

Since ρ, T are bounded from above and below, we deduce that
∣∣∣∣ d

dt
Φ(〈T 〉ρ)

∣∣∣∣ ≤ Cε H( f |M)1−ε,

where Φ(X) = X − log X − 1.

• Finally, to get an estimate on (d/dt)
∫

ρ(T − log T − 1), it only re-
mains to bound (d/dt)

∫
ρ log T . From the hydrodynamical equations in

Subsect. III.1,

d

dt

∫
ρ log T =

∫
∂tρ log T +

∫
ρ

∂tT

T

=
∫

∂tρ log T +
∫

1

T

[
∂t

(
ρT + ρ|u|2

N

)]

−
∫

1

T
∂t

(
ρ|u|2

N

)
−
∫

∂tρ

=
∫

∂tρ log T +
∫ (

1

T
− 1

)
∂t

(
ρT + ρ|u|2

N

)

− 1

N

∫ (
1

T
− 1
)

∂t

( |ρu|2
ρ

)

+
∫

∂t

(
ρT + ρ|u|2

N

)
− 1

N

∫
∂t

( |ρu|2
ρ

)
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=
∫

∂tρ log T +
∫ (

1

T
− 1

)
∂t

(
ρT + ρ|u|2

N

)
(88)

− 1

N

∫ (
1

T
− 1

)
∂t

( |ρu|2
ρ

)
− 1

N

d

dt

∫
ρ|u|2.

The last term in (88) has already been treated. As for the first three, they
can be handled by the formulas

| log T | ≤ C|T − 1|,
T − 1 = 1

Nρ

∫
RN

( f − M)|v|2 dv + 1

ρ

(∫
RN

( f − M) dv

)

− 1

Nρ2

(∫
RN

( f − M) v dv

)2

,

∂tρ = −∇ · (ρu) = −∇x ·
∫
RN

( f − M) v dv

∂t

(
ρT + ρ|u|2

N

)
= −∇x ·

∫
RN

( f − M)|v|2v dv,

∂t(ρu) = −∇x ·
∫
RN

( f − M) v ⊗ v dv.

These identities ensure that all the integrands in (88) are formally of order
at least 2 in f − M, and that these terms can be handled in exactly the same
way as before. This concludes the proof of (52).

VI. Average entropy production bounds via differential inequalities

In this section, we analyze the system of inequalities presented in Sect. II.4
and derived in Sects. III to V. We shall demonstrate that this system implies
convergence of H( ft|M) to 0 as t → ∞, and more precisely

H( ft|M) = O(t−∞)

with explicit constants.
Our proof is horribly technical but the strategy is systematic and can

be explained in a rather simple way. We shall first proceed to this infor-
mal explanation. We shall sometimes use the notation h|t = h(t), or even
h|t=t0 = h(t0), for functions h depending on time.

VI.1. Strategy. Let t0 > 0 be arbitrary, and let

α0 = H( f |M)|t=t0 .

We wish to find an upper bound on a duration T0 such that

H( f |M)|t=t0+T0
= λα0,
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where λ ∈ (0, 1) is fixed once for all, according to technical convenience,
say

λ = 4

5
.

Of course the finiteness of T0 is part of the estimate. We shall show that if ε is
small enough, say ε < 1/100 for simplicity (this bound can be considerably
relaxed if one is extremely courageous), then

T0 ≤ C0 α−226ε,(89)

where the constant C0 only depends on ε and on the various constants
appearing in the system of Subsect. II.4. Once (89) is proven, a standard
argument (as in [21, p. 36] for instance) leads to

H( ft|M) = O(t−
1

227ε ).

Since ε is as small as desired, this implies the conclusion.
We did not at all try to optimize the factor multiplying ε in the exponent

of (89), and we shall not worry about the dependence of the constant C0
with respect to ε; without any doubt there is room for improvement here. In
all the sequel we shall consider ε as fixed and smaller than 0.01.

Let us proceed on our way towards (89). First of all, H( f |M) is of the
order α0 throughout the whole time interval [t0, t0 + T0], in the sense that

4

5
α0 ≤ H( ft|M) ≤ α0.(90)

Recall from (46) that

H( f |M) = H(ρ|1) + H(u|0) + H(〈T 〉ρ|1) + H(T |〈T 〉ρ) + H
(

f |M f
ρ u T

)
.

(91)

Only when the last of these terms, the “kinetic H functional” H( f |M f
ρ u T ),

is large enough, can we use the quantitative H theorem of Subsect. II.1 to
get an upper bound on the rate of entropy production. Here “large” would
mean, for instance, “greater than a given fraction of α0”. As we already
explained, since we are unable to prove that H( f |M f

ρ u T ) is always large
(and since this may be false in certain situations), we shall only show that
on the average H( f |M f

ρ u T ) is large enough, and this will lead to a bound
on T0. For this we shall divide and subdivide the time-interval [t0, t0 + T0]
into various subintervals, according to the respective sizes of the various
objects making up the right-hand side of (91). Here we just give an informal
construction of this subdivision; in the next subsection we shall give precise
definitions.
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– We first divide [t0, t0 + T0] into a family of subintervals I1, . . . , I�
(a priori the family may be infinite; but it will result from the estimates to
come that it is actually finite). These subintervals fall into two separate
classes, denoted “G” or “B” (think of G as “good”, B as “bad”, in
the sense of high or low kinetic entropy, respectively). By definition,
H( f |M f

ρ u T ) is “large” on each interval of class G, and “small” on each
interval of class B. The intervals are denoted symbolically by I B or
I G , depending on their class. Any two consecutive intervals will be of
different types.

– Then we subdivide again each interval I B into a family of subintervals,
denoted by I BG and I BB. Essentially, the intervals I BG will be those on
which (H( f |M f

ρ u T ) is small but) H(T |〈T 〉ρ) is large; and the intervals
I BB will constitute the rest of I B.

– Then we subdivide again each interval I BB into a family of subintervals,
denoted by I BBG and I BBB. Now the intervals I BBG will be those on
which H(u|0) is large; and the intervals I BBB will constitute the rest.

Inequality (52) will be used at this point to make sure that we can define
these various subdivisions in a convenient way.

To get information on the average entropy production on these various
time intervals, we shall use repeatedly Lemma 6.1 from [21], which we
state below in a slightly more explicit form than in [21]:

Lemma 12. Let h = h(t) ≥ 0 be a C2 function of t ∈ [t1, t2] such that

∀t ∈ (t1, t2), h ′′(t) + A h(t)1−ε ≥ α,

where A, α are positive constants and ε ∈ (0, 1/10). Then,

– either t2 − t1 is small,

t2 − t1 ≤ 50
α

ε
2(1−ε)

A
1

2(1−ε)

;

– or h is large on the average,

1

t2 − t1

∫ t2

t1

h(t) dt ≥ α
1

1−ε

100
inf

(
1

A
,

1

A
3
2 +3ε

)
.

We use the following conventions: whenever I = [t1, t2] we shall write

|I | = t2 − t1, 〈u〉I = 1

|I |
∫ t2

t1

u(t) dt;

in particular 〈−Ḣ〉I will stand for the average entropy production over I .
Our goal is to estimate 〈−Ḣ〉[t0,t0+T0] from below, and for this we shall
proceed in the following order:
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a) Type G: If I = I G is some interval of type G, then H( f |M f
ρ u T ) is

large on I , and we shall obtain an estimate on 〈−Ḣ〉I thanks to the H
Theorem of Subsect. II.1.

b) Type BG: If I = I BG is some interval of type BG, then H(T |〈T 〉ρ)
is large over I , so we can use inequalities (43) and (49), in conjunction
with Lemma 12, to find an estimate on 〈H( f |M f

ρ u T )〉I , provided that |I | is
not too small. This will imply an estimate on 〈−Ḣ〉I by means of the H
Theorem – again, if |I | is not too small, a case which we shall rule out if
the length of the “ambient” interval I B is itself not too small.

c) Type BBG: If I = I BBG is some interval of type BBG, then H(u|0)

is large over I , so we can use inequalities (44) and (50), in conjunction
with Lemma 12, to find an estimate on 〈H( f |M f

ρ u T )〉I . Since H(T |〈T 〉ρ)
is small, we know that H( f |M f

ρ u T ) � H( f |M f
ρ u 〈T 〉), and we obtain an

estimate on 〈H( f |M f
ρ u T )〉I , and therefore on 〈−Ḣ〉I by means of the H

Theorem again. This will work if the length of I BB is not too small.

d) Type BBB: If I = I BBG is some interval of type BBB, then

H( f |M f
ρ u T ), H(T |〈T 〉ρ) and H(u|0) are quite small on I , and therefore also

H(〈T 〉ρ|1) because of the conservation laws (10). So from (90) and (46) we
know that H(ρ|1) is large. Then we can use inequalities (45) and (51),
in conjunction with Lemma 12, to find an estimate on 〈H( f |M f

ρ 0 1)〉I .

Since H(u|0) and H(T |1) are very small, we know that H( f |M f
ρ 0 1) �

H( f |M f
ρ u T ), and then we conclude as in case c), provided that |I | is not

too small.

e) Type BB: Any interval I = I BB is a union of intervals I BBG and I BBB.
If |I | is not too small, then we have, from the studies in c) and d), lower
bounds on 〈−Ḣ〉BBG

I and 〈−Ḣ〉BBB
I , except for those intervals I BBB with

too short length. But we will also have lower bounds on the length of (most)
intervals I BBG, and thus the intervals I BBB with very short length will not
affect too much the average.

f) Type B: For those intervals we shall use the results of b), e), and
a reasoning similar to that in e).

g) The whole interval [t0, t0 + T0]: To find an estimate on 〈−Ḣ〉[t0,t0+T0]
we shall combine the results of a), g) and again a reasoning similar to that
in e).

The technical point in the implementation of this scheme will be to
correctly quantify the respective sizes (“small”, “large”) of the various
quantities involved.

VI.2. The subdivision. Let us now proceed to the precise definition of the
multiple subdivision of [t0, t0 + T0]. Along our way, we shall estimate the
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sizes of the various H functionals, and some lower bounds on the sizes of
the intervals. All functions ρ, u, T will implicitly depend on t.

• As explained before, we split [t0, t0 + T0] into subintervals I1, I2, . . . ,
each of them being of type B or G, and denoted I B or I G . An interval I B is
defined as a maximal interval satisfying

∀t ∈ I B, H
(

f |M f
ρ u T

) ≤ α0

2
; ∃t ∈ I B, H

(
f |M f

ρ u T

)
<

α0

10
.(92)

The intervals I G are those which separate two consecutive intervals I B; they
have the property

∀t ∈ I G, H
(

f |M f
ρ u T

) ≥ α0

10
.(93)

See Fig. 3 for an illustration.

t

H(f |Mfρ u T )

α0
2

α0
10

IG IB IG IB

Fig. 3. Definition of I B and IG intervals

Due to our lack of control of the high-velocity contribution to rapid
variations of H( f |M f

ρ u T ), we do not have a priori bounds on the size of
these intervals.

• Next, we subdivide each interval I B = I j again into subintervals I j1,
I j2, . . . , being successively of type BB and of type BG. By definition, the
intervals I BB are maximal subintervals of I B such that

∀s ∈ I BB, dist
(

s,

{
t ∈ I B; H(T |〈T 〉ρ) ≥ η1 × 3α0

10

})
≥ η1α

ε
0

10CS
,(94)

where CS is defined by (52) and η1 is a small parameter, depending on
α0, that will be chosen later on, say in (0, 1/10). Here we have used the
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natural notation dist(s, A) = inf{|s − t|; t ∈ A}, with the convention
dist(s,∅) = +∞. Finally, the subintervals I BG are those which separate
two consecutive subintervals I BB. See Fig. 4 for an illustration.

t

H(T |〈T 〉ρ)

IBBIBG IBG

IB

η1 ×
3α0
10

IBGIBB

Fig. 4. Definition of I BB and I BG intervals

From the definition of I BB, we have of course

∀t ∈ I BB, H(T |〈T 〉ρ) < η1 × 3α0

10
.(95)

Moreover, from (52) and (91) we know that

∀t ∈ I BG, H(T |〈T 〉ρ) ≥ η1 × 3α0

10
− CSα

1−ε
0 × η1

αε
0

10CS
= η1 × α0

5
.

(96)

Finally, it follows from (94) that, for all interval I BG with the possible
exception of at most two of them (the “extreme” ones),

|I BG| ≥ 2 × η1α
ε
0

10CS
= η1α

ε
0

5CS
.(97)

• Finally, we subdivide once again each interval I BB = I jk into sub-
intervals I jk1, I jk2, . . . , of type either BBG or BBB. By definition, the
intervals I BBB are the maximal intervals satisfying

∀s ∈ I BBB, dist

(
s,

{
t ∈ I BB; H(u|0) ≥ η2 × 3α0

10

})
≥ η2α

ε
0

10CS
,(98)
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where η2 will be chosen later in (0, 1/10), depending on α0 . The subintervals
I BBG will be those which separate two consecutive intervals of type BBB.
Just as before, we have

∀t ∈ I BBB, H(u|0) < η2 × 3α0

10
,(99)

∀t ∈ I BBG,H(u|0) ≥ η2 × α0

5
,(100)

and, for all I BBG with at most two exceptions,

|I BBG| ≥ η2 × αε
0

5CS
.(101)

Remark. If we had more local conservation laws to handle, we could con-
tinue with definitions similar to (94) or (98). One reason why we used
a different type of definition for the first subdivision is that we do not have
the same kind of control on the variations of kinetic entropy, as we have on
the variations of the hydrodynamic part of the entropy, as appearing in (52).

VI.3. Estimates of average entropy production. We now proceed to es-
tablish lower bounds on the average entropy production, according to the
plan sketched in Subsect. VI.1. Throughout the proof, K ′

1, K ′′
1 , K ′

2, C(3)
1 ,

etc. will stand for constants only depending on the constants appearing in
the system of Subsect. II.4, and possibly on an upper bound H0 of H( f )
at time 0 (which of course implies an upper bound on H( f0|M)). All these
constants do a priori depend on ε.

a) Type G: Let I = I G be some interval of type G. From (42) and (92)
we know that

∀t ∈ I − d

dt
H( f |M) ≥ KH

(α0

10

)1+ε

.

And of course, the average entropy production over I satisfies

〈−Ḣ〉I ≥
(

KH

101+ε

)
α1+ε

0 .

b) Type BG: Let I = I BG be some interval of type BG. From (43), (49)
and (96) we have

∀t ∈ I
d2

dt2

∥∥ f − M f
ρ u T

∥∥2
L2 + C1

δ1−ε
1

(∥∥ f − M f
ρ u T

∥∥2
L2

)1−ε

≥ K ′
1η1

5
α0 − δ1 H( f |M) ≥ K ′

1η1

5
α0 − 4

5
δ1α0,
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where we used (90) and we set K ′
1 = K1 · KT , KT being the Poincaré

constant appearing in (49).
We now set δ1 = η1 K ′

1/8, so

∀t ∈ I
d2

dt2

∥∥ f − M f
ρ u T

∥∥2
L2 + C ′

1

η1−ε
1

(∥∥ f − M f
ρ u T

∥∥2
L2

)1−ε ≥ K ′
1

10
η1α0,

where C ′
1 = C1(8/K ′

1)
1−ε.

Applying Lemma 12 with h(t) = ‖ f − M f
ρ u T ‖2

L2 , α = K ′
1η1α0/10 and

A = A1C ′
1/η

1−ε
1 , where A1 ≥ max(1, η1−ε

1 /C ′
1) will be chosen later, we get

either |I | ≤ 50

(
K ′

1η1α0

10

) ε
2(1−ε)

(
η1−ε

1

A1C ′
1

) 1
2(1−ε)

≤ C ′′
1η

1
2(1−ε)

1 A
− 1

2(1−ε)

1 α
ε

2(1−ε)

0 ,

(102)

or 〈‖ f − M f
ρ u T ‖2

L2〉I ≥ 1

100

(
K ′

1η1α0

10

) 1
1−ε

A
−( 3

2 +3ε)
1

(
η1−ε

1

C ′
1

) 3
2 +3ε

≥ K ′′
1η2.55

1 A
−( 3

2 +3ε)
1 α

1
1−ε

0 .(103)

Let us now assume that I satisfies (97), and let us choose A1 large enough
to make sure that the eventuality (102) does not happen: for this it suffices
that

η1α
ε
0

5CS
> C ′′

1η
1

2(1−ε)

1 A
− 1

2(1−ε)

1 α
ε

2(1−ε)

0 ,

so we choose

A1 =

6CSC ′′

1η
1

2(1−ε)

1 α
ε

2(1−ε)

0

η1α
ε
0




2(1−ε)

≡ C(3)
1 η−1+2ε

1

α
2ε( 1

2 −ε)

0

.

Plugging this back into (103), we obtain
〈∥∥ f − M f

ρ u T

∥∥2
L2

〉
I
≥ K (3)

1 η4.1
1 α1+2.55ε

0 .

By using successively (41), the first equation in (47) and Jensen’s inequality,
we deduce

〈−Ḣ〉I ≥ KH
〈
H
(

f |M f
ρ u T

)1+ε〉
I

≥ KH · KI
〈∥∥ f − M f

ρ u T

∥∥2(1+ε)2

L2

〉
I

≥ KH · KI
〈∥∥ f − M f

ρ u T

∥∥2
L2

〉(1+ε)2

I

≥ K (4)
1 η4.3

1 α1+6ε
0 .

At this stage, we did not yet choose η1.
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c) Type BBG: Let I = I BBG be some interval of type BBG. From (44),
(48), (50), (90), (95) and (100) we have

d2

dt2

∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2 + C2

δ1−ε
2

(∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2

)1−ε ≥ K ′
2η2

α0

5
− δ2 × 4α0

5
,

(104)

where K ′
2 = K2 · KK × Ku . We now impose

δ2 = K ′
2η2

8
,(105)

so that (104) becomes

d2

dt2

∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2 + C2

η1−ε

(∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2

)1−ε ≥ K ′′
2η2α0.

By a reasoning exactly similar to the one in b), we find that, if I satis-
fies (101), then

〈∥∥ f − M f
ρ u 〈T 〉

∥∥2
L2

〉
I
≥ K (3)

2 η4.08
2 α1+2.55ε

0 .

Hence, by Jensen’s inequality and the second interpolation inequality in (47),
〈
H
(

f |M f
ρ u 〈T 〉

)〉
I
≥ KI

〈∥∥ f − M f
ρ u 〈T 〉

∥∥2(1+ε)

L2

〉
I

≥ KI
〈∥∥ f − M f

ρ u 〈T 〉
∥∥2

L2

〉1+ε

I
≥ K (4)

2 η4.13
2 α1+4ε

0 .(106)

But, by (46) we know that

H
(

f |M f
ρ u T

) = H
(

f |M f
ρ u 〈T 〉

)− H(T |〈T 〉ρ) ≥ H
(

f |M f
ρ u 〈T 〉

)− 3α0η1

10
.

Taking mean values and using (106), we find

〈
H
(

f |M f
ρ u T

)〉
I
≥ K (4)

2 η4.13
2 α1+4ε

0 − 3α0η1

10
.

We now impose

η1 ≤ 5K (4)
2 η4.13

2 min(α4ε
0 , 1)

3
(107)

to obtain

〈
H
(

f |M f
ρ u T

)〉
I
≥ K (4)

2

2
η4.13

2 α1+4ε
0 .

Reasoning as in b), we conclude that

〈−Ḣ〉I ≥ K (5)
2 η4.26

2 α1+7ε
0 .
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d) Type BBB: Let I = I BBB be some interval of type BBB. From (92),
(94) and (98), we have

H
(

f |M f
ρ u T

) ≤ α0

2
, H( f |M) ≥ 4α0

5
,

H(T |〈T 〉ρ) ≤ 3η1α0

10
, H(u|0) ≤ 3η2α0

10
.

The conservation of energy in (10) implies

〈T 〉ρ − 1 = − 2

N
H(u|0) = −3η2α0

5N
,

therefore, if η2 is chosen small enough (depending only on the upper and
lower bounds on T ), we can find some small constant η′ such that

H(〈T 〉ρ|1) ≤ 3η′α0

10
.

We assume that η′ < 1/10, then the additivity implies

H(ρ|1) ≥ α0

(
4

5
− 1

2
− 3

10
(η1 + η2 + η′)

)
≥ α0

5
.

From (45), (51) and (90) we obtain

∀t ∈ I
d2

dt2

∥∥ f − M f
ρ 0 1

∥∥2
L2 + C3

δ1−ε
3

(∥∥ f − M f
ρ 0 1

∥∥2
L2

)1−ε ≥ K ′
3

5
α0 − 4

5
δ3 α0,

where K ′
3 = K3 · Kρ. We now set δ3 = K ′

3/8, and find

∀t ∈ I
d2

dt2

∥∥ f − M f
ρ 0 1

∥∥2
L2 + C ′

3

(∥∥ f − M f
ρ 0 1

∥∥2
L2

)1−ε ≥ K ′′
3α0.

Reasoning as before, we see that for any A3 ≥ max(1, 1/C′
3),

either |I | ≤ C′′
3 A

− 1
2(1−ε)

3 α
ε

2(1−ε)

0 ,(108)

or
〈∥∥ f − M f

ρ 0 1

∥∥2
L2

〉
I
≥ K ′′

3 A
−( 3

2 +3ε)
3 α

1
1−ε

0 .(109)

Since we have no lower bound on |I |, we cannot a priori exclude (108).
However, we will make sure that if it ever occurs, then |I | = O(α2ε

0 ). For
this we set

A3 = max

{[
C ′′

3α
ε
(

1
2(1−ε)

−2
)

0

]2(1−ε)

, 1

}

and we conclude after a little bit of computation that either |I | ≤ α2ε
0 , or

〈∥∥ f − M f
ρ 0 1

∥∥2
L2

〉
I
≥ K (3)

3 α1+9ε
0 .(110)



304 L. Desvillettes, C. Villani

Let us consider the case when (110) is satisfied. Then, by Jensen’s
inequality and the third line of (47),

〈
H
(

f |M f
ρ 0 1

)〉
I
≥ KI

〈∥∥ f − M f
ρ 0 1

∥∥2(1+ε)

L2

〉
I

≥ KI
〈∥∥ f − M f

ρ 0 1

∥∥2
L2

〉1+ε

I
≥ K (4)

3 α1+11ε
0 .

Then,

H
(

f |M f
ρ u T

) = H
(

f |M f
ρ 0 1

)− H(T |〈T 〉ρ) − H(〈T 〉ρ|1) − H(u|0)

≥ H
(

f |M f
ρ 0 1

)− (η1 + η2 + η′)
3α0

10
,

so

〈
H
(

f |M f
ρ u T

)〉
I
≥ K (4)

3 α1+11ε
0 − (η1 + η2 + η′)

3α0

10
.

We now require

η′ ≤ η1 ≤ η2 ≤ 5

6
K (4)

3 α11ε
0 ,(111)

and conclude that

〈
H
(

f |M f
ρ u T

)〉
I
≥ K (4)

3

2
α1+11ε

0 .

Reasoning as before, we deduce

〈−Ḣ〉I ≥ K (5)
3 α1+14ε

0 .

We can now choose the values of η1 and η2 according to (105), (107)
and (111): we can ensure that these constraints are satisfied and at the same
time take η1 to be a constant multiple of α50ε

0 and η2 a constant multiple of
α11ε

0 . This determines our lower bounds for cases a) and b).

Let us pause here to recapitulate: we have shown that whenever I is

– of type G, then 〈−Ḣ〉I ≥ K (6)

0 α1+ε
0 ;

– of type BG, then 〈−Ḣ〉I ≥ K (6)

1 α1+226ε
0 if |I | satisfies (97);

– of type BBG, then 〈−Ḣ〉I ≥ K (6)

2 α1+54ε
0 if |I | satisfies (101);

– of type BBB, then 〈−Ḣ〉I ≥ K (6)

3 α1+14ε
0 , or |I | ≤ α2ε

0 .

We now resume our initial plan.

d) Type BB: Let I = I BB be some interval of type BB. It is made
of intervals I BBG and I BBB. If we discard at most three of these intervals
(located “at the edge” of I BB), then we can pair each I BBB with some I BBG

satisfying (101). Let be some pair (I BBB, I BBG), then
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– either 〈−Ḣ〉BBB
I ≥ K (6)

3 α1+14ε
0 and therefore

〈−Ḣ〉I BBG ∪I BBB ≥ inf
[
K (6)

2 , K (6)
3

]
inf
(
α1+54ε

0 , α1+14ε
0

)
,(112)

– or |I BBB| ≤ α2ε
0 and |I BBG| ≥ C(7)α12ε

0 , (here we use (101)) so

〈−Ḣ〉I BBG ∪I BBB ≥ 〈−Ḣ〉BBG
I

|I BBG|
|I BBB| + |I BBG| ≥ K (6)

2 α1+54ε
0

1

1 + C(7)α2ε
0

α12ε
0

≥ K (7)
2 α1+64ε

0 .

Thus, on the complement of the (at most three) discarded intervals, we
have 〈−Ḣ〉 ≥ K (8)

2 α1+64ε
0 . But the extreme intervals I ′ discarded all satisfy:

either |I ′| ≤ C(7)α12ε
0 , or |I ′| ≤ α2ε

0 , or

〈−Ḣ〉I ′ ≥ inf
(
K (6)

2 , K (6)

3

)
inf
(
α1+54ε

0 , α1+14ε
0

)
.

We conclude in the end that

– either |I | ≤ C(9)α2ε
0 ,

– or 〈−Ḣ〉 ≥ K (9)

2 α1+64ε
0 .

e) Type B: Let I = I B be some interval of type B. We repeat the same
reasoning as above (slightly simpler): on the complement of at most three
intervals, we have

〈−Ḣ〉 ≥ max
(
K (6)

1 , K (9)
2

)
max

(
α1+64ε

0 , α1+226ε
0

)
,

while the discarded intervals I ′ satisfy either similar estimates, or

|I ′| ≤ C(10)α2ε
0 .

Thus, again we obtain:

– either |I | ≤ C(10)α2ε
0 ,

– or 〈−Ḣ〉I ≥ K (10)α1+226ε
0 .

f) Conclusion: We conclude by applying the same reasoning again, now
to the whole interval [t0, t0 + T0], that

– either T0 ≤ C(11)α2ε
0 ,

– or 〈−Ḣ〉[t0,t0+T0] ≥ K (11)α1+226ε
0 .

But, by definition of T0, we know that

〈−Ḣ〉[t0,t0+T0] = α0/5

T0
,

so the second case of the alternative can be rewritten as

T0 ≤ α−226ε
0

5K (11)
.

This concludes the whole argument, and the proof of Theorem 2.
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VII. Further comments

We end this paper with a series of comments and references which, although
not compulsory for the understanding of the proof, will hopefully enlighten
some of the conclusions which can be drawn from our study, and some of
its connections with various subjects.

VII.1. Qualitative behavior of the gas. Apart from the fact that the con-
vergence to equilibrium occurs quite fast if the solution satisfies good a priori
regularity bounds, what physical features may be derived from our study?

Let us first draw a nonrigorous picture of the Boltzmann dynamics. If we
imagine the space of all probability distributions in x and v as an infinite-
dimensional manifold, then we see that there is a distinguished infinite-
dimensional sub-manifold M, made of local Maxwellians, such that the
collision operator Q vanishes on M. Now, on this manifold the Boltzmann
flow is in general transverse; it is only on a sub-manifold M′ of M that
the flow is tangent to M. This sub-manifold M′ will turn out to be made
exactly of local Maxwellians with constant temperature, and conformal
mean velocity field. But M′ itself is transverse to the flow, except on a sub-
sub-manifold M′′, made of local Maxwellians with constant temperature
and vanishing velocity field. And finally, M′′ is transverse to the flow,
except at one point, which is M.

To illustrate this point of view, let us imagine what goes on qualitatively
if the initial datum is a local Maxwellian which is in equilibrium with respect
to temperature and velocity (no temperature gradients, no mean velocity),
but with inhomogeneous density (so f belongs to M′′ but does not coincide
with M). One may have first guessed that f will stay close to M′′ in order
to converge to M, but this is not the case: if one evolves from f0, then
after a very short time a nonzero velocity field should be induced, which
in turn will induce temperature gradients. These in turn imply the breaking
down of the hydrodynamical approximation, which means that f will depart
from M. This picture is purely heuristic, but can be justified under some
very strong assumptions of regularity and decay for the density.

Another thing which is worth discussing is the influence of the shape
of the domain on the speed of convergence. In the system of inequalities
of Subsect. II.4, we have been careful to separate between information of
geometric nature (shape of the domain) and boundary conditions on one
hand, smoothness on the other hand. The geometry of the domain enters via
the constants in Korn or Poincaré inequalities. This suggests that a rough
idea of how fast/slow convergence to equilibrium is, depending on the
domain, can be obtained by looking at these explicit values. For instance, in
the case of specular reflection in dimension 3, the relaxation times become
very large when Ωx is very close to have a cylindrical shape, and this is
reflected in our proof by the fact that the value of the constant KK goes
to 0 as Ωx becomes cylindrical. Similarly, it would be natural to think that
relaxation times become very large for domains which are very elongated
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along a certain direction; we do not know whether this guess can be justified,
but it is backed by the fact that the Poincaré constants Kρ and KT become
very small for such domains.

Finally, let us discuss time-oscillations. Our proof does not rule out
the possibility that the entropy production undergo important oscillations in
time, and actually most of the technical work is caused by this possibility.
On the other hand, common sense may suggest that this is an artifact of
the method of proof, rather than a physically relevant feature. We suspect
that, on the contrary, these oscillations may occur in physical systems,
and to back this claim we briefly comment on the fascinating numerical
simulations performed on our suggestion by Filbet [27]. He simulates the
full Boltzmann equation in a simplified geometry (one dimension of space,
two dimensions of velocity, periodic boundary conditions, Knudsen number
0.25) with an accurate deterministic spectral code, and is able to observe
spectacular oscillations in the entropy production and in the hydrodynamic
entropy. More details on the numerical method are discussed in [27,26,16]
(no need to say, tests have been performed with refined meshes to make
sure that these oscillations are not due to numerical approximation). The
strength of the oscillations depends a lot on the length L of the domain,
which is consistent with the fact that such oscillations are never observed
in the spatially homogeneous case (L = 0). On Fig. 5 are reproduced two
of the most striking figures obtained by Filbet. The superimposed curves
yield the time-evolution of the total H functional and of its kinetic part,
respectively. In both cases, a local Maxwellian is chosen for initial datum;
the first plot corresponds to L = 1 and the second one to L = 4. Some
slight oscillation can be seen in the case L = 1, but what is most striking is
that after a short while, the kinetic entropy is very close to the total entropy:
an indication that the solution evolves basically in a spatially homogeneous
way (contrary to the intuition of the hydrodynamic regime). On the contrary,
in the case L = 4, the oscillations are much more important in frequence
and amplitude (note that this is a logarithmic plot): the solution “hesitates”
between states where it is very close to hydrodynamic, and states where it
is not at all. Further note that the equilibration is much more rapid when the
box is small, and that the convergence seems to be exponential.

Such simulations lead to tricky numerical problems, and certainly more
experiments should be performed in this direction.

VII.2. Quasi-equilibria and conformal mappings. The H-theorem iden-
tifies local Maxwellians with distribution functions for which the entropy
production vanishes. The computations in Subsect. III.2 show that if one
looks at the variation of entropy production in time, then these states are not
all equivalent:

– In general, a smooth solution of the Boltzmann equation starting at
time t0 from a local equilibrium satisfies, for t close to t0, ‖ f − M f

ρ u T‖2
L2 �

K(t − t0)2, and accordingly the entropy production is formally of about the
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Fig. 5. Time-evolution of the H functional

same order (more rigorously, it is at least K(t − t0)α for all α > 2). This can
be interpreted by saying that the flow of the Boltzmann equation usually
goes transversally through the “manifold” M of local Maxwellians.

– However, there are certain particular local Maxwellians such that
if a smooth solution starts from one of these states at time t0, then
(d2/dt2)‖ f −M f

ρ u T ‖2
L2 = 0, whence formally ‖ f −M f

ρ u T ‖2
L2 = O((t− t0)4),

and formally the entropy production is about the same order (typically
O((t − t0)α) for all α < 4, if the solution satisfies some very stringent
decay conditions at large velocities). This can be interpreted by saying that
the flow of the Boltzmann equation goes tangentially through M at those
particular states. We shall call them “quasi-equilibria”, in the sense that they
are associated with “particularly low” production of entropy. According to
Subsect. III.2 they are defined by the equations

∇T ≡ 0, {∇u} = 0.(113)

It is therefore natural to try to identify all admissible vector fields u satisfying
the second equation, which is equivalent to the requirement that

∇symu is pointwise proportional to IN .(114)

As we shall see, solutions are automatically smooth. Their classifica-
tion heavily depends on the boundary conditions. For periodic boundary
conditions, solutions are all trivial (constant vector fields), as shown by
the computations in Subsect. IV.1. For specular boundary conditions, i.e.
u · n = 0 on ∂Ωx , Grad [30] “proves” that u has to be identically 0 if Ωx
is not axisymmetric. But his argument relies on an identity (see the first
equation after eq. (5.13) in that reference) which seems erroneous; and the
conclusion in fact does not always hold true.

In fact, the following can be proven:

Proposition 13. Let u : Ωx → R
N be a smooth vector field satisfying

{∇u} = 0. Then,
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a) if Ωx = TN , then u is constant;
b) if Ωx is a smooth connected open set of RN and u = 0 on ∂Ωx, then

u ≡ 0;
c) if Ωx is a smooth connected open set of RN (N = 2 or 3) and u ·n = 0 on

∂Ωx, then u can be non-zero if and only if Ωx is conformally equivalent
to an open set admitting a nontrivial group of isometries. In this case
u belongs to the Lie algebra TC(Ωx) of the Lie group C(Ωx) made of
conformal transforms preserving Ωx. In particular,
– if N = 2, then TC(Ωx) is three-dimensional if Ωx is simply con-

nected, one-dimensional if Ωx is doubly connected, and trivial in all
other cases;

– if N = 3, then TC(Ωx) has dimension 6 if Ωx is a ball, 3 if Ωx is
the inner space between two concentric balls, 1 if it is conformally
equivalent to a “cylinder” admitting only one axis of symmetry, and 0
in all the other cases.

Remarks. 1. The problem of identifying those domains Ωx for which a non-
trivial solution of (114) exists, amounts to identifying those domains for
which C(Ωx) (or more precisely the connected component of the identity
in C(Ωx)) is nontrivial. This is closely related to some famous theorems
in conformal geometry, like the Liouville or the Obata-Ferrand theorems.

2. For the case N = 2 of case c), recall that any simply connected domain
(distinct from the plane, which is obviously our case) is conformally
equivalent to the 2-dimensional ball; while any doubly connected domain
is conformally equivalent to an annulus. Of course this case can be
treated in terms of holomorphic mappings; the equation (114) means that
f(x1 + ix2) = u1(x1, x2) + iu2(x1, x2) is a holomorphic function. In the
case of the 2-dimensional ball, the Lie algebra TC(Ωx) can be identified
with the vector space generated by the three particular holomorphic
functions

f(z) = iz, f(z) = i(1 + z2), f(z) = −1 + z2;
or, in terms of vector fields,

u(x) = (−x2, x1), u(x) = (− 2x1x2, 1 + x2
1 − x2

2

)
,

u(x) = (− 1 + x2
1 − x2

2, 2x1x2
)
.

3. In the case when Ωx is a ball, then the conformal group C(Ωx) coincides
with the conformal group of the sphere SN , leaving invariant an N-
dimensional sphere (or spherical cup) BN of SN . It can be identified with
the isometries of the hyperbolic ball, leaving invariant some spherical
cup. But hyperbolic isometries of BN+1 induce hyperbolic isometries
of BN by restriction. We conclude that C(Ωx) can be identified with
the group of hyperbolic isometries of BN , or equivalently the conformal
group of SN−1, which has dimension N(N + 1)/2 (dimension 6 when
N = 3).
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Sketch of proof of Proposition 13. Point c) is an essentially well-known
theorem in geometry; we thank E. Ghys for showing us a rather elemen-
tary proof. Part a) is a consequence of the Korn-like inequality proven in
Subsect. IV.1 below. Next, we consider part b) in dimension N = 2. The
equation (114) can be recast as




∂u1

∂x1
− ∂u2

∂x2
= 0

∂u1

∂x2
+ ∂u2

∂x1
= 0,

which means, as we said above, that f(x1+ix2) = u1(x1, x2)+iu2(x1, x2) is
a holomorphic function. Since it has to vanish on ∂Ωx (identified as a subset
of C), f ≡ 0.

Now, let u be a solution of (114) in Ωx ⊂ RN , where N ≥ 2 is arbitrary.
For any choice of x0

3 , . . . , x0
N we see that (x1, x2) �−→ u(x1, x2, x0

3, . . . , x0
N )

is a solution of (114) in Ωx
′ = {(x1, x2); (x1, x2, x0

3, . . . , x0
N) ∈ Ωx}, and

it vanishes on ∂Ωx
′, so it has to be 0. This shows that u ≡ 0. ��

VII.3. Comments on the proof of Theorem 2. We now make a few further
comments on our method of proof and possible improvements left for future
research.

• In our proof, we did not take advantage of the deviator tensor {∇u}
appearing in the right-hand side of (43), because in general it is not sufficient
to control the full deformation tensor ∇symu. In the case of periodic, or
bounce-back boundary conditions however, it can be proven that∫

Ωx

|{∇u}|2 dx ≥ K
∫

Ωx

|∇symu|2 dx.(115)

As we discussed in Subsect. VII.2, this is also true for generic domain, if
specular boundary conditions are enforced and the dimension N is at least 3.
Whenever such an inequality is available, one can devise a slightly shorter
proof of Theorem 2, with improved constants, using only equations (43)
and (45) (not (44)), and the Poincaré-like inequality∫

Ωx

|∇T |2 dx ≥ KT H(T |1) − CT H(u|0).

However, as shown by the discussion in Subsect. VII.2, in some cases
{∇u} is just not sufficient for specular boundary conditions; this is the case
in particular in dimension N = 2 when the domain is simply connected.
Moreover, even in cases when (115) holds, it looks quite difficult to establish
this inequality with explicitable constants.

Since our three-steps argument is anyway more natural in certain re-
spects, we did not try to make progress in this direction. However, it would
be interesting to obtain explicit estimates on the constants in (115) in three
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dimensions, for instance to make more quantitative the plausible guess that
convergence to equilibrium might be more efficient in dimension 3 than in
dimension 2.

• For simplicity, we did not consider here the degenerate case in which
Ωx admits an axis of (continuous) symmetry and specular reflection is
enforced. However, it is quite likely that this case can be treated by a vari-
ant of our proof, involving corresponding variants of Korn’s inequality, as
established in [22].

• We also wish to insist on one important advantage of our method –
possibly also its main drawback: our way of putting together information
about the x and about the v variables makes hardly any use of the structure
of the Boltzmann collision operator. We relied crucially on this structure in
order to establish the quantitative H Theorem (Theorem 4), and therefore
equation (42); but all the rest of the system in Subsect. II.4 was established
by using extremely little of the Boltzmann operator, just the fact that it
has some continuity properties and that it leaves Maxwellian distributions
invariant. This is a sign that the method is very robust. For instance, the
proof as it stands here also works verbatim for the BGK approximation, up
to replacing (28) by its (much simpler) analogue in that context.

This robustness property was one of the features that we looked for
when designing our strategy. On the other hand it might also be one of the
most serious limitations of the method in the end, since it does not enable
one to take advantage of possible “positive interplay” between the collision
and the transport operator. An example of such interplay is given by the
algebraic structure revealed in the beautiful recent series of works by Hérau,
Nier and Helffer [36,37] about the linear kinetic Fokker-Planck equation.
Although past experience seems to indicate that the Boltzmann operator
and the transport operator do interact very badly, it might be possible that
such interplays are still waiting to be unveiled. We however think that this
is most likely to occur in a linearized regime, and this is not the topic of the
present paper.

• In the same line of ideas, one could think of more efficient approaches
by using more information about the collision operator Q. For instance
(following a suggestion by D. Serre), it might be very helpful if we could
continuously “invert” Q in some regime, by means of an ad hoc implicit
function theorem. For the moment, absolutely nothing is known about such
a possibility.

• Speaking about linearized regime, one could also think that it might
be possible to consider the linearized Boltzmann operator around a local
Maxwellian, and in this way treat the instability property more cleverly.

All these remarks suggest that the present paper is certainly not a final
answer to the problem of convergence to equilibrium, and that a lot remains
to be explored in the field, even in the linear or linearized regime, which
are still far from complete understanding – this direction of research may
in fact deserve priority now...
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VII.4. Bibliographical notes. The topics addressed in this paper are re-
lated to the contributions and ideas of many authors. In addition to the
references already mentioned within the text, we can quote in particular the
following.

Details about the controversy triggered by Boltzmann’s work, around
Poincaré’s recurrence theorem, Zermelo’s paradox, irreversibility etc. can
be found in [7, pp. 203–207] and in [14, pp. 100 sqq.]. About Poincaré’s
feelings it is particularly interesting to consult [46].

It seems that Kac [39] was the first to address the problem of finding
explicit estimates on the rate of convergence, back in the fifties. His attempts
to solve it in a particular spatially homogeneous case, via the study of many-
particle systems, gave birth to the so-called Kac problem about spectral gaps
in large dimension [23,38,13,60], to one of the first mathematical treatments
of continuous mean-field limit, and to the crucial concept of propagation of
chaos [50,49], which was studied by so many authors since then.

But the problem of convergence to equilibrium did not make substantial
progress before the nineties – with the exception of just two contributions
which appeared around 1965: the first was McKean’s brilliant insight [42],
about an analogy between this problem and the central limit theorem, and the
second was a rather obscure but inspired paper by Grad [30]. McKean was
focusing on the Boltzmann equation from the point of view of information
theory, while Grad was looking at it from the point of view of fluid mechan-
ics; in some sense, both viewpoints are reconciled in the present work.

McKean’s paper was dealing with a one-dimensional caricature of the
Boltzmann equation, called the Kac kinetic model. It was immediately no-
ticed by the physicist community, but for a misleading reason: in his paper,
McKean proved that the entropy is a convex function of time for the Kac
model, and this led people to wild conjectures about the “super-H-theorem”,
according to which the entropy would be a completely monotone function
of time. That guess turned out to be wrong: consult the references in [58,
Chap. 4, Sect. 4.3] for more details. On the other hand, McKean’s introduc-
tion of the Fisher information in kinetic theory turned out to be extremely
fruitful (see [56] and the references therein). More importantly, at the be-
ginning of the nineties, Carlen and Carvalho [11,12] took back the study
of McKean and brilliantly extended part of his analysis to the Boltzmann
equation, establishing new, quantitative entropy production estimates. In-
dependently, the first author [17] established other estimates by a strategy
inspired from Boltzmann’s own work. Both approaches were unified and im-
proved in more recent developments by Toscani and both authors [20,52],
culminating with the second author’s close-to-optimal results [60] which
were used in the present paper. We refer to the detailed introduction of [60]
for more information.

Positivity estimates in the style of (21) are as old as the mathematical
study of the Boltzmann equation, since they take their roots in Carleman’s
seminal work [10]. In the case of spatial homogeneity, cutoff hard potentials,
the contributions by A. Pulvirenti and Wennberg [47] provide essentially
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optimal results. Much more general situations are considered by Mouhot
in [43]; this paper can also be consulted for further references and explana-
tions.

Before the present study, convergence to equilibrium for the Boltzmann
equation had been investigated by many authors in various contexts. The
list is too long to be given here and we refer to our survey papers [19,
58] for (tentative) exhaustive records. Among all results which do not try
to obtain explicit rates of convergence, the works initiated by Arkeryd [3]
and continuated by Wennberg [62,63] in the spatially homogeneous case
are certainly the most precise. Together with Nouri, Arkeryd also obtained
many results about diffuse boundary conditions, with uniform temperature
or not; of particular interest is their theorem of convergence for uniform
temperature in a non-perturbative setting [4].

When one considers the Boltzmann equation in the whole space, without
any confinement, counterexamples by Pitteri [45] and Toscani [51] show
that there is in general no trend to equilibrium, even locally. See [41] for
developments of Toscani’s results. Rather than the equilibration, it is the
dispersion at infinity which seems to be the relevant qualitative issue in that
context.

The Korn-like inequality established by the authors in [22] takes its roots
in a false but inspiring estimate derived by Grad [30]. Moreover, we showed
how one can estimate explicitly the constants in this inequality by using
some results from the theory of optimal transportation [61]. All of this is
precisely discussed in [22].

Acknowledgements. The results in this paper constituted the subject of a series of lectures
by the second author, at Institut Henri Poincaré, in Winter 2001, on the invitation of Stefano
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