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On timing in time-frequency analysisof speech signals
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Abstract. The objective of this paper is to demonstrate the importance of
position of theanalysistime window in time-frequency anaysisof speechsig-
nals. Speech signal s containinformation about the time varying characteristics
of theexcitation source and the vocal tract system. Resolutionin both thetem-
poral and spectral domainsis essential for extracting the source and system
characteristicsfrom speech signals. It isnot only theresolution, as determined
by theanalysiswindow in thetime domain, but also the position of the window
withrespect to theproductioncharacteristicsthat i simportant for accurateanal -
ysisof speech signals. In this context, we propose an event-based approach for
speech signals. Wedefinetheoccurrenceof eventsat theinstantscorresponding
to significant excitation of the vocal tract system. Knowledgeof theseinstants
enable usto placetheanalysiswindow suitably for extracting thecharacteristics
of the excitation source and the vocal tract system even from short segments
of data. We present a method of extracting the instants of significant excita-
tion from speech signals. We show that with the knowledge of these instants
it ispossibleto perform prosodic manipulation of speech and also an accurate
analysisof speech for extracting the source and system characteristics.

Keywords. Time-frequencyanalysis, group delay; glottal vibration; prosodic
mani pul ation; voice source; voca tract system.

1 Introduction

Many natural signals contain useful spectral information over arangeof frequencies, and
these spectral features may vary with time. In order to perform spectral analysis a win-
dowed time domain signal is chosen. The size of the window is dictated by the desired
resolution in the frequency domain. The shape of the window isdictated by the edge ef-
fectsdueto abrupt terminationof thesignal. Effectof windowson time-frequency analysis
of signals has been well studied in the literature (Harris 1978). Usually shorter windows
provide better temporal resolution but are suitable only for high frequency signals. On
the other hand, longer windows provide better frequency resol ution but mask features due
to fast temporal variations. Several methods have been proposed addressing the issues of
adapting the effective window size for achieving temporal and spectral resolutionssimul -
taneously (Hlawatsch & Boudreaux-Bartels 1992). Most of the time-frequency analysis

5




6 B Yegnanarayana

) M

closed open closed open  closed open
v
Figurel. Speech 9gnd and the cor-
responding glotta waveform showing
o ” 2 o the open and dosed regions. (a) Speech
Time(ma) waveform. (b) Glottd waveform.

methodsconsider mainly theissuedf resolution. But the positioning of thewindow relative
to the signal has significant influence on the resultsof analysis (Rabiner et al 1977). For
example, if the analysis window contains transition from one steady state to another, it
isdifficult to associate a teady system with the derived spectrum. Moreover, in order to
examinethe variability of the system over a period of time, it is necessary that the system
characterigticsare extracted from steady portionsin theregion. That meansthat the analy-
siswindow hasto be positioned suitably with respect to thesignal . Wecall this positioning
of window astiming in time-frequency analysis.

The timing becomes crucial for the time-frequency analysis of speech signals. The
objective in speech analysisisto extract the characteristicsof theexcitation sourceand the
vocd tract system from speech signals. Since both the source and the system vary during
productionof speech,itisnecessary to useshort windowsfor analysis. Notethat even within
apitch period of voiced speech, the sourceis not steady due to glottal vibration. Also the
vocd tract system is not steady due to interaction between source and system. Therefore
even pitch synchronous analysis of voiced speech does not overcome the problem of
positioneffectsof theanaysiswindow mentioned above. The pitch synchronousplacement
of window does not guarantee that the signal within the window correspondsto a steady
system (Parthasarathy & Tufts 1987).

In voiced speech the voca tract system is excited by a periodic glottal vibration. The
glottal vibration is due to dow opening and sudden closing of the vocal folds, followed by
aclosed phase during each pitch period (see figure 1). Significant excitation of the voca
tract system takes place during the rapid closing part of the glottal vibration. The voca
tract system characteristics are preserved in the signal in the closed glottis region. The
voca tract resonances are damped significantly during the opening phase of the glottal
vibration, when the trachea is coupled to the voca tract system. Thus the vocal tract
system characteristics are significantly different during the open and closed phases of the
glotta vibration. In addition, the excitation source will have a turbulent noise component
due to air passing through the narrow congtriction created during the closing phase of
the glottd vibration. Thus a straightforward analysis of the speech signal, even using a
pitch synchronous window, is not likely to bring out the time varying source and system
characteristics.

In order to represent the time varying voca tract system characteristics across severa
pitch periods, it is necessary to use an analysis window enclosing the steady voca tract
system region in each pitch period, and compare the system characteristicsderived from
similar regionsfor al pitch periods. These are two steady regionsin each pitch period,
one corresponding to the closed glottis region, and the other to the open glottis region.



Time-frequency analysis d speech signals 7

Thusit is necessary to identify these regionsfirst and then select a suitable window within
each region for analysis. One way to do thisisto determine first the instant of significant
excitation in each pitch period. Then a short (2-3 ms) segment to the right of the instant
can be considered the closed phase region and a short (2-3 ms) segment to be left of the
instant the open phase region. Even though this division provides only an approxima-
tion to the selection of the regions, analysis of the vocal tract system corresponding to,
say the closed phase region, across successive pitch periods will definitely bring out the
time varying vocd tract resonance characteristics accurately. Moreover, the knowledge
of the instants of significant excitation also permits an accurate analysis of the source
characteristics.

Wecall theseinstantsof significant excitation of thevocd tract system as events, and the
analysis based on the knowledge of these events as event-based analysis. It isobvious that
event-based analysis will provide better resultsthan theresultsfrom arbitrary placement of
windowsfor analysis. But it isnecessary to determine these eventsfirst before performing
time-frequency analysis.

In this paper we describe a method for extracting the instants of significant excitation
from speech signal's, and show how the knowledge of theseinstants can be used for various
applicationsinspeech processing. In §2 wediscussthesignal processing principlesused for
extraction of theinstants of significant excitation. In §3 wedescribe a method of extraction
of theseinstants from speech signals. Weshow in 94 how the knowledgeof these extracted
instantscan be used for prosodic manipulation, whichinvolvesmodifying the pitch periods
and durations of various speech segments in a predetermined manner without modifying
the vocal tract system characteristics. In §5 wegive some resultsof analysis of the source
characteristics by using two successive pitch periodsat a time. In 96 we demonstrate the
useof theinstants of significant excitation for extracting the time varying characteristics
of the vocal tract system in the closed and open glottis regions separately from successive
pitch periods.

2. Principleof the proposed method of extraction of instantsof significant
excitation (Y egnanarayana& Smits1995)

Consider a unit sample sequence with the sampleat t = t asshown in figure 2a. Then
its Fourier transform (FT) is e™/“T and hence the FT phaseis given by ¢(w) = —wr.
Thus the derivative of phase or the negative group delay isgiven by ¢’'(w) = —t. Asthe
analysiswindow, centred around theorigint = 0 and enclosing the unit sample, is moved
to the right, ¢’ (w) will vary linearly with time, crossing through zero at t = r, as shown
in figure 2d. The plot in figure 2d is called phase slope function. If we consider a unit
sampleresponse (shown in figure 3a) of asecond order al-pole system corresponding to a
damped resonator, the average of ¢’ (w) will be equal to the delay of the unit sample from
the origin. By moving the analysis window to the right, the average ¢’(w) will increase
linearly with time passing through zeroat t = t, asshown by the phase slope function plot
in figure3c. Thusfor each analysis window position it is necessary to compute the group
delay and to find the average of the group delay spectrum. The group delay spectrum is
computed asfollows.

Let x(n), n = 0,1,...N — 1 be the given signa in the analysis window and let
y(n) = nx(n),n =0,1...N — 1 Then thederivativeof the FT phase or negativegroup
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Figure 2 |llustration of group delay propertiesof a unit sample. (@) Unit sample
sequence. (b) FT phasedf unit samplesequence. (C) Derivativedf FT phase. (d) Phase
dlopefunction.

delay isgiven by (Oppenheim & Schafer 1989, ch. 12).
¢' (@) = ~[X[(@)Y1(®) + Xr(@)YR(@)]/[X}(@) + X}(o)] 1

wherethe FT of x(n) isgiven by X(w) = XR(W)+ JXr(w)and theFT of y(n) isgiven
by Y(w)= Yg(w)t j¥;(w) Thederivativeof the FT phase ¢’(w) is computed from the
discrete Fourier transforms of x(n) and y(n) using a suitable order for DFT, preferably
greater than twice the size of the analysis window.

Since ¢’ (w) iscomputed using a windowed signal, and also sinceit isavailableonly at
discrete frequencies, there will be large fluctuationsin the computed valuesof ¢'(w) . To
obtain the average value from the discrete valuesof ¢’(w), thefunction is smoothed using
a 3-point median filtering to eliminate large fluctuations, and then the mean value of the
smoothed ¢’ (w) iscomputed. Dueto computational inaccuracies, there may be someerror

(a)

Frequency {w)

(c) (b)

Figure 3. Illustration of group delay properties of a damped sinusoidal signal.
(a) Delayed damped sinusoidal signal. (b) Derivative of the FT phase. (c) Phase
slopefunction.
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Figure4. Phase dope function for a
periodicimpul sesequence. (a) Periodic
impul sesequence. (b) Phasesl opefunc-
tion for a window size of 6.4ms. (c)
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in the resulting estimate of the mean value of ¢’'(w). The mean value <,5’ is estimated at
each instant by shifting the analysis window by one sampleat atime, to obtain ¢’ for that
instant. We call the resulting function ¢’ vs time the phase slope function. The positive
Zero crossing instant of the phase slope function givestheinstant of significant excitation
in the analysis window. It is also interesting to note that the phase slope function is not
dependent on the phase characteristics of the system, aslong asthe system isa minimum
phase system. This is because a minimum phase system excited by an impulseatt = 0
has zero average phase slope value (Berkhout 1974; Oppenheim & Schafer 1989, ch. 5).

3. Illugration of the method for synthetic and natural speech signals
(Smits & Yegnanarayanal1994)

3.1 Instantsof excitation in synthetic signals

The phase slope function is computed for several cases of synthetic signals as shown in
figures4-9. Examples are given for two different window sizes in each case. Each figure
contains threeplots: (a) theoriginal timesignal, (b) thephase slopefunction for an analysis
window of size 6.4ms, and (c) the phase slope function for an analysis window of size
12.8ms. Figure 4 isfor a periodic impulse sequence, figure 5 isfor a periodic impulses
sequence, andfigure6 isfor theoutput of an all-polemodel excited by theperiodicimpul ses
sequence. In figures46 we can see that the positive zero-crossing instants of the phase
slope functions correspond to the instants of major excitation within the chosen analysis
window. In figure4 alarge portion of the phase slope functionislinear around the instant

Figure 5. Phase slope function for a
periodic impulses sequence. (a) Peri-
¢ odicimpul sessequence. (b) Phase dope
function for a window size of 6.4ms.
) 40 %0

: e % (c) Phase slope function for a window
Ume (ms) sizeof 12.8ms.
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of mgjor excitation. This linear part is the result of dominance of one excitation in the
analysis window.

If asignal containing minor excitationsisanaysed using alarge-size window (figures5
and 6), the phase characteristics due to mgjor excitation dominate the phase slope func-
tion, and the minor excitations do not influencethe positive zero-crossings. However, the
presenceof these minor excitations may sometimes make it difficultto identify theinstants
of major excitations.

Figures 4-6 also show that the phase slope function is mostly dictated by the excitation
signal. It is interesting to note that neither the minimum phase all-pole system, nor the
location and size of the analysis window has influenced the decision on the excitation
instants obtained from the phase slope function. Even for a window size greater than a
pitch period, the useof the Hanning window reducestheeffectsof thesurrounding impulses
on the resulting extraction of theexcitation instants. Thisis because within awindow only
one mgjor excitation impulseis likely to dominate.

For random noise (figure 7), the features in the phase slope function are different for
different window sizes. It isinteresting to note that any major excitation in the noisesignal
will clearly show up irrespective of the size of the analysis window. For any noisesignal,
these excitation instants will be distributed randomly in time. That is why the method will
not work well for noisy speech, as the excitation due to noise will show up randomly in
between the instants of glottal closure. Figure 8 shows the behaviour of the phase slope
function for two different window sizes for asignal generated by exciting an all-pol efilter
with random noise.

For sinusoids (figure 9), there are no isolated major pointsof excitation, and the phase
dopefunction doesnot show thecharacteristic linear part around the positive zero-crossing
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Figure 7. Phase dope function for

a random noise sequence. (a) A ran-
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function for a window sze o 6.4ms.
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time (ms) szed 12.8ms.




Ernefrequencyanalysis of speech signals 11

W

Figure 8. Phase slope function for

an all-pole model excited by a random

noise sequence. (a) Output of an all-

2 ALl treum—ast. n0le model excited by a random noise
sequence. (b) Phase slope function for

o 10 2 % w0 s awindow sizeof 6.4ms. (c) Phase slope
Ume (ms) function for awindow size of 12.8ms.

instants. Thefeatures of the phase slope function are different for different window sizes,
and the effects of windowing show up clearly in the resulting phase slope function.

3.2 Ingtantsdf significant excitation in natural speech signals

In this section we discuss the performance of the proposed method on natural speech
data. In all theillustrations to follow, the speech signalswere sampled at 10 kHz. In order
to minimize the effects of position of the analysis window with respect to the impulse
response, it is better to obtain at least an approximation to the excitation signal before
computing theaverages opeof the phasespectrum. Linear prediction (L P) residual (Markel
& Gray 1976) isa good approximation to the excitation signal, asthe correlation between
adjacent samplesissignificantly reduced from what it isin the original signal. Note that
since inverse filtering in linear prediction analysisisin effect passing the speech signal
through a minimum phase system, the phase slope characteristics of theexcitation will not
bedltered intheresidual. For the computation of theresidual, a 10th order linear predictor
was used in this study, although the order is not very critical for thisanaysis.

Sincefor speech datatherewill beseveral pointsof excitation even withinapitch period,
the phase slope function will have many fluctuations. In order to determine the instants of
significant excitation, the points of positive zero-crossing of the phase slope function are
obtained by smoothing the function.

Once the major excitations are identified, it is possible to explore for the presence of
other excitation instants by computing the phase slope function on the residua using
a smaller window for analysis, typically haf the size of the original window. Thus the

Figure9. Phase slope function for a

¢ sinusoidal sequence. (a) Sinusoidal se-

quence. (b) Phase slope function for a

H 10 20 % w ' g Wwindow size of 6.4ms, (c) Phase slope
time (m9) function for a window size of 12.8ms.
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Figure 10. Illustration of extraction of the instants of significant excitation for
voiced speech. (&) A segment of voiced speech signal. (b) Linear prediction residua
of (a). (c) Phase dope function for the LP residua signal in (b). (d) Unit impulse
sequencewith impulseslocated at positive zero-crossinginstantsaof the plotin (c). (e)
Smoothed phase slope function. (f) Unit impul se sequencewith impulses|ocated a
positive zero-crossinginstantsof the plotin (€). (g) Gain plot indicating the strengths
of theimpulsesat the positive zero-crossing instants of ().

method, in principle, enables us to determine other significant instants in the excitation.
For identifying a single significant instant in each pitch period, it is preferable to have an
analysis window size in the range of one to two pitch periods.

Figures 10a and b show a segment of voiced speech and its linear prediction residual,
respectively. Figure 10c shows the phase slope function computed from the residual. Fig-
ure 10d gives al the positive zero-crossing instants in the phase slope function. To select
the ones corresponding to significant excitation, the phase slope function is smoothed us-
ing a 13-point Hanning window. Note that the size of the smoothing window is not very
critical, aslong asit removes some finefluctuations. The positive zero-crossing instant cor-
responding to the major excitation in theanalysis window is not affected by thissmoothing
operation. The instants of positive zero-crossing in the smoothed phase slope functions
areshown in figure 10f.

We have al so computed the gain at each of the zero-crossing instants, by computing the
square root of the average energy per sample in the LP residual for the interval between
two successive zero-crossing instants. The interval is centered around the zero-crossing
point under consideration. The resulting gain valuesare shown in figure 10g. These values
may be viewed asstrengths of the impulses at the selected instants.
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Figure11. Illustration of extraction of the instants of significant excitation for a

portion of the utterancefor the sentence"ANY DICTIONAry will give..” by amae

speaker. (a) Speech signdl. (b) Linear prediction residua. (¢) Phase dope function

for the linear prediction residual signal. (d) Gain plot showing the strengths of the

impulses a the significant instants.
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3.3 Analysis of continuous speech

Figure 11 illustrates the result of our method on the initial part of the utterance "ANY
DICTIONAry will giveatleast ... ”, uttered by a male voice. This utterance consists of a
variety of segmentslike voiced, unvoiced, nasal, transition, stop, fricative etc. The length
of the analysiswindow was 10ms, and the average pitch period was 8ms. Figures 11aand
b show the speech waveform and the L P residual signal respectively. Figures 1l1c and d
give the phase slope function and the gain plots, respectively, for the residual signal of
figure 11b. The voiced segments have clear quasi-peperiodic instants of excitation. The
unvoiced and silence parts show random instants of excitation. The instants (Figure 11d)
identified by the phase slope function indeed correspond to the instants of significant
excitation as can be seen by comparing with the residual signal in figure 11b.

Let uslook at theindividual signal categories in somedetail. In thesilence and unvoiced
fricative regions, almost no significant excitation was identified. Note that in the unvoiced
fricative regions theinstantsare at irregular intervals asin the case of noise, and henceare
not significant. However, whenever thereis a transition from one category to another, like
at a burst release, the transition point isidentified asa significant instant. In many weakly
voiced regions there will not be any significant excitation, as evidenced by the residual
signal. The same is reflected in the gain plot, although the speech waveform shows low
frequency periodicity. Absenceof significant excitation instantsin thiscasecan be verified
by observing the amplitude spectra for these regions. Typically the spectra do not show
any resonance or formant structure in these cases, but only show some energy at the pitch
frequency.

Since the technique uses the phase characteristics of the excitation signal, the vocal
tract system has very little influence on the proposed method of determining the instants
of excitation. That is why it can be seen that the technique works well not only for steady
vowelss, but al sofor diphthongs, transitions, liquidsand nasals. Note that the method shows
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significant quasiperiodic excitations even in cases where they are not clearly evident in the
linear prediction residual.

The technique works equally well for female voice speech also for all categories of
segments. Note that because of the smaller average pitch period for female voices, a
smaller analysis window size may be required.

4. Prosodic manipulation (Y egnanarayana & Teunen 1994)

In many applications and for studies in speech perception it is often desirable to generate
speech with specified characteristics or to modify a given speech signal by incorporating
some specified features. The features may include changes in the vocal tract system and
source characteristics. These characteristics at a segmental level may correspond to, for
example, the average pitch, vocal tract length and the source-tract interaction within each
pitch period. At the suprasegmental level, the characteristics of interest are the durations of
unitsat syllableor high levels, intonation and the speaking rate. Here we address thei ssueof
modifying agiven speech signal toincorporate specified features mainly at suprasegmental
level. The emphasisis on the manipulation of prosodic features such as speaking rate and
intonation (Moulines & Laroche 1995).

Availability of theinstantsof significant excitation makes prosodic manipulation easier,
in principle, asit is these instants that need to be modified to realize any desired prosodic
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Figure12. Illlustration of prosodic manipulation. V and U are the voiced and un-
voiced labelsfor theinstants. T;'s areinterval sbetween instantsin voiced regions, and
t/s are intervals between ingtants in unvoiced regions. (a) Instants in the input data.
(b) Instants shifted due to time scale multiplication factor «. (€) The new instants
and the entries in the pitch period field a each instant in voiced and unvoiced re-
gions, wherethe pitch period is modified by afactor @ Note that the spacing between
impulsesis 8 7; in voiced regionsand #; in unvoiced regions.
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characteristics. We focus mainly on the issue of manipulation of speaking rate and pitch
period, although it isalso possibleto affect changesin the segmental characteristics aswell.
Wediscuss the procedure to incorporate the desired prosodic modifications. However, the
procedure to derive the modification rules themselves is not within the scope of this work.

Thedataavailablefor prosodic manipulation are the speech signal, theinstants of signif-
icant excitation in theform of again function, and thelinear prediction coefficient (L PCs)
data file with Voiced (V) Unvoiced (U) labels. Centred around each of these instants a
windowed speech signal istaken, and a residual signal is obtained by passing the speech
signal through theinversefilter defined by the predetermined LPCsfor the segment. From
theresidual signal around theinstant, therequired number of samplesare taken to associate
with the current instant. The gain per sampleis computed at the instant by computing the
sguare root of the mean squared energy of the residual signal associated with the instant.

The basic approach in prosodic manipulation is to derive an excitation signal incorpo-
rating the desired modification in the speaking rate and the pitch period. Thisis done by
first taking the instants information in the gain function, and creating new instants data
incorporating the speaking rates and pitch period modifications specified in the form of
scale factors for these parameters. We associate with each instant, the time, pitch period
(interval between successive instants), L P residual and LPCs. For speaking rate/duration
manipulation, we obtain the new scaled time instants using the time scale manipulation
factor. Likewise, for pitch manipulation, the pitch period associated with each instant is
scaled appropriately. Now a new set of instants and the parameters at these new instants
are determined asfollows (see figure 12):

Proceeding from left to right, thefirst instant is copied as a new instant. The next new
instant should be at the pitch period away from thefirst one, the period information being
available in the parameter list associated with the first instant. Determine which of the
old instants are closer to the new instant. Associate the parameter information of the old
instant to the new instant. It is also possible to obtain an interpolated value of the pitch
period for the current new instant from the pitch periods at the old instants which are on
either sideof the current new instant. Use the pitch period valuein the parameter list at the
current new instant to obtain the next new instant. This process is repeated until the end
of al the instants derived from the original speech data.

Problems will arise while copying the residual samples at the new instants from the
parameter list associated with the old instants, if the new pitch period is smaller than the
old value at that instant. The required number of residual samples around the instant are
copied. But to avoid discontinuity dueto this partial selection of the residual samples, the
residual signal samples are multiplied with a Hanning window. The signal is high pass
filtered (cut-off frequency of about 50 Hz) to remove the very low frequency components
including the zero frequency component. Thiswill ensure that the resulting residual signal
haszero mean. This process may produce somedistortion, especially when the pitch period
is scaled down significantly, say by a multiplication factor of 0.5 or lower. If the scaled
pitch period is larger than the old one, the additional excitation samples needed in each
pitch period are set to zero. The resulting excitation samples are appropriately scaled to
obtain the gain value specified in the parameter list for the instant.

For instantslabelled as unvoiced (U), the required number of residual samplesarecopied
fromtheresidual signal associated with theinstants. For theseinstants, theentry in thepitch
period field associated with the instants is not modified. Therefore if the interval between
instants increase due to expansion of thetime scale (slow speaking rate), some segments of
the residual samples belonging to the unvoiced portion may be repeated. Sometimes this
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will produce some audibledistortion. One way to overcome thisisto use random samples
with appropriate gain, instead of repeating the residual samples.

Speech signal is generated by exciting the all-pole model, defined by the LPCs and the
gain parameter, with the new excitation signal. It isalso possible tovary the all-pole model
characteristicswithin a pitch period toreflect thedifferencesin the voca tract system inthe
closed and open phases of the glottal vibration. Thisis realized approximately by using in
theopen phaseaset of L PCswhich correspond to the poles moved towardstheorigin in the
z-plane. This creates an effect of damping of formants in the all-pole model representing
thevocal tract system. Thedamping effect can becontrolled by using aparameter to modify
the LPCs. The parameter issimply the radius of a circle in the z-plane concentric with the
unitcircle.

It isalso possibleto generatethe excitation signal using a model for the glottal pulsefor
voiced segments and random noisefor unvoiced segments, and appropriately synchronizing
them with the information associated with the instants. The glottal pulse model could be
amodel similar to the L F model described in the literature (Childers & Wong 1994).

5. Analysisof voice source characteristics

In this section we shall examine how the knowledge of theinstantsof significant excitation
can be used for a careful analysis of source characteristics, especially for voiced speech.
So far we have assumed only one major excitation within each pitch period, and hence
we have used an analysis window of size about 1 to 2 pitch periods to extract the instants
of significant excitation. These instants correspond to the instants of glottal closure. In
addition, we may have an excitation, although minor, at the instant of glottal opening
also. It is possible to extract these instants aso, if we use an analysis window of size

5000
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Figure 13. Decomposition of LP residua into deterministic and random parts.
(a) Two periodsof LPresidual. (b) Deterministic part of the LPresidual. (¢) Random
part of the LP residual.
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less than one pitch period, typically about half the pitch period. Then we will have one
additional positive zero-crossing of the phase slope function within each pitch period, and
this corresponds to the opening instant. This can be seen in figure Sb, where the second
positive zero-crossing corresponds to the instant of the small negative pulse. Note that it
will not appear if the window sizeisof the order of a pitch period asin figure 5¢. Thusif
the excitation at theinstant of glottal opening is also significant, then it can be extracted
with the proposed method using a smaller window. These minor excitation instants can
beidentified after extracting the instants of major excitation at the glottal closure using a
longer window.

The sourcefor voiced speech al so hasacomponent of turbulent noisearound the instant
of glottal closure. The voice source within each pitch period can be viewed as consisting
of two components: one corresponding to thedeterministic part of excitation and theother
to the random part. Thus we need to separate the excitation signa into the deterministic
and random parts. In order to do this, we take the LP residual signal for two successive
pitch periods using the knowledge of the glottal closure instants. A recently proposed
decomposition algorithm can be used to separate the deterministic and random parts of the
excitation (d’ Alesandro et al 1995). The results are shown in figure 13. Figure 13a shows
the LP residual for two successive periods, and figures 13b and ¢ show the deterministic
and random parts of the residual, respectively. The random part shows large amplitude
noise signals near the glottal closure instants, and these noise signals can be attributed to
the turbulent noise in the excitation. Autocorrelation functions of these three signals are
shown in figure 14. The autocorrelation function of the random part (figure 14¢) does not
show any peak a the pitch period asin the autocorrelation function for the deterministic
part (figure 14b).

6. Analysisof vocal tract system characteristics

In this section we present methods to extract the characteristics of the vocal tract system
from speech signal's, especially when the characteristics arechanging asin dynamic sounds
such as consonant-vowel combinations. The methods are based on selecting appropriate
segments of speech for analysis . The selection of the segmentsis based on the instants of
significant excitation of the vocal tract system. The analysis window is chosen starting at
each of theseinstants. The vocal tract system i srepresented by formants or the resonances
extracted from the short segment. Dueto selection of the segments at theinstants of glottal
closure, the extracted formantswill be consistent across successive pitch periodsin voiced
speech.

For voiced speech, a short (about 3 ms) segment of speech before the significant instant
isconsidered as belonging to the open phase and the segment after theinstant isconsidered
asbelonging to theclosed phase. In practicethereisno guarantee that therewill beadistinct
closed phase region. The samples after theinstant of glottal closure are analysed to extract
the information in that region. Likewise, the samples before the instant are analysed and
theresults are attributed to the open phase region. The number of samples to beconsidered
should be less than the period between the current and the next significant instants. The
minimum number of samples required depend on the order of the model and also on the
method used to compute the parameters of the model. It is preferable to use as many
samples as possible but larger the number the more likely that there will be achangein
the vocal tract system characteristics in the analysis interval.
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Figurel4. Autocorrelation functions of thesignalsin figure 13. (a) Autocorrelation
function of the LP residual signal. (b) Autocorrelation function of the deterministic
part. (c) Autocorrelation function of the random part.

A segment size of 30 samples (corresponding to 3 ms at 10 kHz sampling rate) is
considered in this study. Short time spectral analysisis not useful on such segments due to
poor resolution of the spectral components . High resolution model based analysis methods
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Figure 15. LP spectra (10th order) for eight successive closed phase regions in a
voiced speech segment.
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Figure 16. LP spectra (10th order) for eight successive open phase regions in a
voiced speech segment.

can be used to extract the formant information corresponding to the vocal tract system in
that region. We have used the standard covariance L Panalysis to derive the L P spectrum,
from which the formants can be estimated (Markel & Gray 1976).

Choosingtheanalysisframessynchronized with theinstants of significant excitationgive
consistently better results than when the frames are chosen at regular spacing. Figure 15
shows the L P spectra for eight successive closed phase regions in a segment of voiced
speech. The formant locations and their movements can be clearly seen from the figure.
Figure 16 showsthe L P spectra for the corresponding eight successive open phase regions
in the segment. The formant locations and bandwidths in the open phase regions are
different fromthe valuesfor thecorrespondingclosed phaseregions. Moreover, theformant
bandwidths are consistently higher in these open phase regions. Thus the knowledge of
the instants of glottal closure for each pitch period enables usto extract the characteristics
of the vocal tract system accurately.

7. Conclusions

In this paper we have discussed the importance of timing in time-frequency analysis of
signals. Thepositioning of theanal ysiswindow in time-frequency analysis becomescritical
in extracting dynamic source and system characteristics from speech signals. In order to
position the analysis window suitably, it isnecessary to determine theinstantsof significant
eventsof productionin speech signal. We have proposed a method of extracting theinstants
of significant excitation of the vocal tract system which corresponds to the instants of
glottal closure in voiced speech. We have demonstrated that knowledge of these instants
enables usto perform easily the prosodic manipulation of speech signals. Itisalso possible
to extract the source and vocal tract system characteristics accurately, as the knowledge
of the instants of significant excitation will enable us to choose the analysis segments
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suitably. In particular, we have shown that the variationsin the characteristics of the vocal
tract system can bederived accurately by focussing the analysison successiveclosed phase
regionsin voiced speech.

Part of this work was carried out at the Institute for Perception Research, Eindhoven
Technical University, The Netherlands, during theauthor's visit to theInstitutein 1994. The
author gratefully acknowledges the contributions of Prof. Rene Collier, Mr L F Willems,
Dr Raynold Veldhuis, Mr R L H Smitsand Mr Remco Teunen.

References

Berkhout A J 1974 Related propertiesof minimum-phaseand zero phasetimefunctions. Geophys.
Prospect. 22: 683-709

Childers D G, Wong C F 1994 Measuring and modelling vocd source-tract interaction. |IEEE
Trans. Biomed. Eng. 41: 663-671

d’Alesandro C, Y egnanarayanaB, Darsinos V 1995 Decomposition of speech signalsinto deter-
ministic and stochastic components. Proc. ICASSP Detroit, USA

Hams F J 1978 On the use of windowsfor harmonic analysis with discrete Fourier transform.
Proc. IEEE 66: 51-83

Hlawatsch F, Boudreaux-BartelsG F 1992 Linear and quadratic time-frequency signal represen-
tations. IEEE Signal Process. Mag.: 21-67

Markel J D, Gray A H 1976 Linear prediction of speech (New Y ork: Springer-Verlag)

Moulines E, Laroche J 1995 Nonparameterictechniquesfor pitch-scale and time-scalemodifica
tion of speech. Speech Commun. 16: 175-205

Oppenheim A V, Schafer R W 1989 Discretetime signal processing (Englewood Cliffs, NJ
Prentice-Hall).

Parthasarathy S, TuftsD W 1987 Excitation-synchronousmodeling of voiced speech. IEEE Trans.
Acoust., Speech Signal Process. ASSP-35; 1241-1249

Rabiner L R, Atd B S, Sambur M R 1977 LPC prediction error analysis of its variation with
position of the analysisframe. IEEE Trans. Acoust., Speech Signal Process. AR5  434-
442

Smits RL H M, Yegnanarayana B 1994 Determination of instants of significant excitation in
speech using group-delay function. Report No.886/11, 1PO (Eindhoven, The Netherlands),
Institute for Perception Research Manuscript (Also accepted for publicationin I1EEE Trans.
Speech Audio Process.)

Yegnanarayana B, Smits R L H M 1995 A robust method for determining instants of major
excitationsin voiced speech. Proc. | CASSP Detroit, USA

_Yegnanarayana B, Teunen R 1994 Prosodic manipulation of speech using knowledge of instants

of significant excitation. Report N0.1029, Institutefor Perception Research, PO, Eindhoven,
The Netherlands



