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ON WAVE PROPAGATION IN LINEAR VISCOELASTICITY*
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Abstract. We discuss the initial value problem in one-dimensional linear visco-elasticity
with a step-jump in the initial data. If the memory kernel is sufficiently smooth on
[0 , oo), the solution exhibits discontinuities propagating along characteristics and a
(higher order) stationary discontinuity at the position of the original step-jump. For a
singular memory kernel, the propagating waves are smoothed in a manner depending on
the nature of the singularity in the kernel, but the stationary discontinuity remains. We
also discuss the effects of these phenomena on the regularity of solutions with arbitrary
initial data.

1. Introduction. In this paper, we study linear wave propagation in a one-dimensional
viscoelastic medium. That is, we study the equation

ult(x, t) = buxx(x, t) 4- f m(t - t)(uxx(x, t) - uxx{x, t)) Jt, (1.1)
- 00

a: e D c R, t > 0, where b is a nonnegative constant and m is a positive, monotone
decreasing kernel. (For fluids b = 0, while for solids b > 0.) We are interested in initial
value problems with D = R and discontinuous initial data. More precisely, we shall study
situations where u is identically zero for t < 0, i.e.

u(x, t) = 0, x e R, t < 0, (1.2)
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but there is a spatial jump in the instantaneous values of u and u, at time t = 0.
Specifically, we look at the following types of initial conditions

u( x, 0) = |sgn x, «,(x,0) = 0, x e R, (1.3a)

u(x,0) = 0, uf(x,0) = |sgn x, x e R. (1.3b)

(More general initial conditions can be treated by superposition.)
There have been a number of studies of the so-called Rayleigh problem, i.e. (1.1) on the

half line D = [0 , oo) with u = 0 for / < 0 and a step-jump in the boundary value of u at
t — 0 [2, 4-7, 11, 17, 18, 20-22, 24], If the kernel m is sufficiently smooth (including the
point 0), then the discontinuity at the boundary will propagate with constant speed into
the interior, and its amplitude will decay exponentially in time. On the other hand,
Renardy [22] has shown that certain singular kernels lead to smoothing of the discontinu-
ity. More precisely, he considered the Rayleigh problem with a class of kernels for which
m(t — t) behaves like a negative power of (t — t) near zero, and showed that that
solution is of class C°°for t > 0. For cases involving an integrable singularity in m,
C^-smoothing coexists with finite speed of propagation [22].

There have been several studies of linear integrodifferential equations in Banach spaces
which show that singular kernels can have a regularizing effect on solutions. See, for
example, [15] and the references therein.

Hannsgen and Wheeler [14] have shown that the evolution operator associated with
(1.1) has a certain compactness property if and only if m(0+) = oo. This indicated that
singular kernels lead to smoothing of solutions, but does not characterize the degree of
smoothing. In fact, as we shall see from examples, the degree of smoothing cannot be
specified without some definite assumption on the nature of the singularity in m.

A new feature that arises in the initial value problem with interior discontinuities in the
data is the emergence of stationary singularities in u. Initial conditions (1.3a) and (1.3b)
lead to solutions with discontinuities in uxx across x — 0. (A notable exception occurs for
b = 0, m(t) = Ke~and initial conditions (1.3a), in which case u is smooth across x = 0
for t > 0.) The possibility of such stationary singularities for hyperbolic equations with
memory was pointed out by Greenberg, Hsiao, and MacCamy [12], [13], [19], but does not
seem to have received much attention otherwise. In addition to the stationary singularity,
there will be waves propagating to both sides. The propagating waves are given by the
same kinds of expressions as those obtained in the Rayleigh problem, and consequently
the same regularity results apply.

If m is smooth on [0 , oo), there will be propagating discontinuities. For an appropriate
class of kernels with power-type singularities, the propagating waves will be of class C°°.
Here we also study kernels with logarithmic singularities, for which we find that the
regularity of the propagating waves increases in a manner proportional to time. Suffi-
ciently weak singularities in m (such as log-log) produce only an "infinitesimal" gain in
regularity. It is interesting to note that although singular kernels have a smoothing effect
on propagating waves, they do not smooth out the stationary discontinuities.
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By superposition, these results can be used to study the regularity of solutions with
arbitrary initial data, say of class Hs. This is discussed briefly in the last section. If m is
smooth on [0 , oo), then the strongest singularities in u are always the propagating ones.
Roughly speaking, the solution preserves the smoothness of the data. If, however, the
kernel has a power-type singularity, the propagating waves will be C°° and there will be a
fixed (but finite) gain in regularity determined by the stationary discontinuities. The case
of a logarithmic singularity in m is particularly interesting. The regularity of is deter-
mained initially by the propagating waves and increases in a manner proportional to time
until the propagating waves and stationary singularities are of the "same strength". Then,
the stationary singularities dominate and regularity does not improve any further.

In order to focus ideas and avoid complicated technical hypotheses, we restrict our
attention to specific classes of singular kernels that are given by infinite sums of
exponentials. (Kernels of a similar structure appear in some rheological models which
have been motivated by molecular considerations [9], [23], [25].) It is clear that our
arguments can be applied to more general classes of kernels with similar types of
singularities.

Throughout this paper, the operations of differentiation, convolution, and Laplace
transformation should be interpreted in the sense of tempered distributions. (See, for
example, [10].) We shall not dwell on this point. However, we note that the classical and
distributional definitions agree for sufficiently regular functions. Moreover, since the
distributional definition of an operation typically involves performing the operation on
smooth test functions, there is generally no difficulty with changing the order of "limiting"
operations. In particular, the order of "differentiation with respect to x" and "Laplace
transformation with respect to t" can always be interchanged in the distributional setting.

Acknowledgement. We are indebted to Yuriko Renardy for some valuable suggestions.

2. Initial value problems with step-jump initial conditions. In this section we investigate
solutions of (1.1) with D = R. We assume throughout that m is nonnegative and
nonincreasing, but m ^ 0, and that b > 0. We are interested in situations where u = 0 for
t < 0, but initial conditions (1.3a) or (1.3b) hold as t —> 0+. To solve (1.1), we introduce
Laplace transforms with respect to the time variable:

/*°° x
ii(x,\)= I e~ 'u(x,t)dt. (2-1)

Jo

Observe that (1.3a), (1.3b) can be subsumed under

u(x,0) = 4asgn x, ur(x, 0) = 4/8 sgn x. (2.2)

It is easy to see that (1.1), (1.2), (2.2) lead to the equation

A2u(x, A) — jaAsgn x — i/?sgn x = (b + m{0) — m(X))uxx(x, A). (2.3)

(We remark that "m(0) — w(A)" should be interpreted as /0°° m(t)( 1 — e~Xr) dt, which
may converge even if m has a nonintegrable singularity at 0, i.e. w(0) and m(A) do not
make sense separately.)
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For fixed A this is an ordinary differential equation which is easily solved. We find that

u(x, A) — (a A + /?)/ —~sgn x   H( x )exp( -\x/\jb + m{0) — m{X) j
I 2 2\~

-I—~ H(-x)e\pi{Xx/\t:b + m( 0) — m(X) )! (2.4)
2X~ I

where H denotes the Heaviside step function. The solution of (1.1), (1.2), (2.2) is obtained
by taking the inverse Laplace transform of ft. Although this procedure has been purely
formal, it can be justified rigorously under rather mild assumptions on m. See [20] for a
discussion of this in a similar situation.

For x, t > 0 we have

u(x, t) = ^-(a + fit) - fy ( T + ~~ Xx/\b + m(0) — m(X) ) dX
1 HIT l Jy-jX \ A I

(2.5)

where y is any positive number, and the integrand is made single-valued in the usual way.
A similar expression holds for .x < 0. In fact, u(-x, t) = -u(x, t) for all x, r > 0. Observe
that if m(0) — m(X) is well defined (in particular, if m e L'(0, oo) or if jQtm(t) dt < oo
and dt < oo), then

(i) Re(w(0) — m(A)) > 0 for Re X > 0;
(ii) lm(w(0) — m(X)) > 0 for Re A > 0, Im X > 0;

(iii) lm(m(0) — m(A)) < 0 for Re A > 0, 1m A < 0,
by virtue of our sign conditions on m.

We note that if m belongs to L'(0, oo) then the solution of (1.1), (1.2), (2.2) has finite
speed of propagation. Indeed, for m e Ll(0, oo), the Riemann-Lebesgue lemma implies
that >h(X) -> 0 as A -» oo. Re A ^ 0. Consequently, the contour of integration in (2.5) can
be closed by a circle on the right if x > t ■ {b + m(0) . Since the integrand has no
singularities with Re A > 0, it follows from Cauchy's theorem that the integral in (2.5)
vanishes for x > t • \jb + w(0) . (See [4].) The situation is analogous for x < -t
• ]/b + m(0) .

A. Regular kernels. Our objective here is to describe the regularity of solutions when the
kernel m is smooth on [0 , oo). In order to highlight the main ideas and avoid repeated
hypotheses, we assume that

m e C°°[0, oo), m{k) (£ Ll( 0,oo) VA=0, 1,..., (2.6)

i.e. that m and its derivatives of all ordersr are continuous on [0 , oo) and integrable. It
follows that m(X) can be approximated asymptotically by a power series in { as A -» oo,
Re A ^ 0. This can be used to study smoothness properties of the solution. (See [6].)

We first discuss the situation for x > 0. Away from the line x = t • {b + m(0), u is of
class Cx. Across this line, u sustains a jump discontinuity in case (1.3a), while in case
(1.3b). u is continuous but ux and u, jump. The amplitudes of these jumps decay
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exponentially in time. In fact, for x > 0 the solution of (1.1), (1.2), (2.2) can be written in
the form

u(x, t) = ^(a + fit)

H tyaexp[-w(0)x/2(/> + w(0))3'"] •

m'(0)ax 3aw(0)/jc

][b + m (0)

P-
2(b + w(0))3/2 8(d + w(0))V2

expl -m(0)x/2]jb + w(0)

t - ' -•///-, + F(x, Q, (2.7)
jb + w(0) I I Jb + m(0)

where F is of class C1 across the line x = t ■ vb + m(0) and of class C00 elsewhere, and
F(x, f) = 0 for x > r • \jb + m(0). Expressions such as (2.7) are, of course, well known.
(See, for example, [2].)

The situation is completely analogous for x < 0. Thus, the behavior of u away from the
line x = 0 is quite similar to the case of a linear wave equation with frictional damping.
However, across x = 0 solutions of (1.1), (1.2), (2.2) generally exhibit discontinuities in uxx
which do not occur for equations without memory. (An exception arises in the special case
m(t) = b = 0 and initial conditions (1.3a) hold.) Discontinuities of this type have
been discussed in a series of papers (concerning Riemann problems for first order
hyperbolic equations with memory) by Greenberg, Hsiao, and MacCamy [12], [13], [19],
but do not seem to have received much attention otherwise.

Away from the lines x = 0, x = ± t ■ \Jb + m(0), u is of class C°°. Moreover, for t > 0,
all derivatives of u have (finite) right and left limits as x -» 0. It is not difficult to show
that w, ur mv, u,r utx (and uxt) are continuous across x = 0. To investigate the possibility
of a stationary discontinuity in «vx., we set

J(t) = uxJO+,t) - u„(0-,/) V/ > 0. (2.8)

It follows from (2.4) and a straightforward computation that

j, . am (0)m(A) + a(b + — /»(0)) + f3(b + m(0))m(X)
J{ A ) =     .

(b + m(0))'(b + m( 0) — w(A))

(2.9)

We note that the distributional derivative uxx is the sum of a function and a distribution
supported on the lines x = ±t\jb + m(0) (which arises from the propagating jumps
described above). The part of uxx which is supported on these lines makes no contribution
to J(t) and has been "subtracted off" in our derivation of (2.9). If one were to derive an
expression for J(X) by simply taking right and left derivatives as x -* 0 in (2.4), then this
expression would contain additional terms corresponding to a distribution with support
at 0.



242 W. J, HRUSA AND M. RENARDY

The first question that we address regarding J is whether or not there are any
(nontrivial) situations in which J vanishes identically. It is clear from (2.9) that if
a2 + /32 ¥= 0 and / = 0, then m must be an exponential of the form

m(t) = Ke~f", AT, ju. > 0. (2.10)

(Recall our sign assumptions on m.) Further examination of (2.9) reveals that under initial
conditions (1.3a), J = 0 if and only if b = 0 and m is of the form (2.10). Moreover, for
initial conditions (1.3b) there are no cases in which J vanishes identically. If values of a, p
other than those corresponding to (1.3a), (1.3b) are considered, then there will be
additional situations in which J = 0, e.g. a = f$ = 1, b = K = 1, fi = 2. (These can
easily be characterized using (2.13), (2.14), (2.15) below.)

We note that J e C°°[0 , oo). An expression for 7(0) can be found by computing
limx^oc XJ( X). The outcome of this simple computation is

y(0) = aw(°)2 + a(b + m(0))m'(0) + /3(b + w(0))m(0) (2 11)

(b + m (0))

Observe that if b = 0 and initial conditions (1.3b) hold, then J(\) has a pole (or worse)
at X = 0 and consequently one should not expect decay of J(t) as t —> oo. On the other
hand, our sign conditions on m imply that if b > 0 or if b = 0, tm(t) e L^O, oo), and
initial conditions (1.3a) hold, then J(X) has no poles with Re A 3s 0, and one does expect
that J(t) ->> 0 as / -» oo.

By virtue of (2.6), our sign conditions on m, and the Riemann-Lebesgue lemma, it
follows from (2.9) and Proposition 2.3 of [16] that J e Ll(0, oo) if b > 0 or if b = p = 0
and tm(t) e L'(0, oo). By the same kind of reasoning, we find that J' also belongs to
L'(0, oo) under either of the above conditions. (In fact, so do all higher order derivatives of
J.) We therefore conclude that if b > 0 or if b = fi = 0 and tm(t) e L:(0, oo), then
J(t) —» 0 as t —> oo.

A similar argument can be used to handle the case when b = 0 and initial conditions
(1,3b) hold. Examination of (2.8) suggests that J(t) -» [(w)'(O)]"1 = -(™(t)(/t)_1 as
t —* oo. The idea, then, is to show that J*, J'* e ^(0, oo), where

Jjt) =J(t) -[(m)'(O)]"1 V/> 0. (2.12)

If we assume that b = 0, t2m(t) e L'(0, oo), and initial conditions (1.3b) hold, then it
follows from Proposition 2.3 of [16] and some routine computations that J*, /'* e L'(0, oo),
and consequently J*(t) -> 0 as t -» oo, i.e. J(t) -> -(/0°° ™(t) Jt)"1 as t -* oo.

The asymptotic behavior of J can thus be summarized as follows. If b > 0, then
J{t) -» 0 as t —> oo. If b = 0 and t2m(t) e L'(0, oo), then J(t) —> -/?(/0°° Tw(T)dr)"1 as
/ oo. This last result suggests that if b = 0 and m(t) ~ as t —> oo with 0 < 6 < 1,
then J(t) -» 0 as t -» oo; however, we have been unable to prove it. See the paper of Chu
[6] for an interesting discussion of the asymptotic behavior of u as / -» oo along lines of
the form x = a ■ t, a > 0.

Since the Laplace transform of a function (or, more generally, a distribution) with
compact support is necessarily an entire function, if follows immediately from (2.9) that if
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ft = 0 and /? =£ 0 then the discontinuity in uxx persists for all t > 0. This is also the case in
a number of other situations. In particular, we have been able to show that the support of
J is unbounded if b > 0, afi < 0, and a2 + ft2 =£ 0, or if m has compact support and
a1 + P1 =£ 0. The proof is straightforward, but not entirely trivial. We omit the details.
(See additional comments concerning completely monotonic kernels in part E below.)

An interesting expression for J can be obtained by expanding [b + m(0) — in
powers of m(X)/(b + m(0)) and formally inverting (2.9) as a sum of iterated convolu-
tions. The series for J obtained in this manner converges in L'(0, oo) if b > 0 and in

, oo) if b = 0. This provides an alternative proof of the integrability of J when
b > 0.

The situation is particularly simple for a single exponential of the form (2.10). As noted
above, for ft = 0 and initial conditions (1.3a) we have J = 0. Moreover, in this case it is
straightforward to show that higher order derivatives of u are continuous across x = 0.
For b > 0 and initial conditions (1.3a), we conclude from (2.8) that

J(t)= bK>X exp [~iibt/(b + r)], (2.13)
(.b + rf

where

r = m{ 0) = K/ix. (2.14)
A similar expression holds for initial conditions (1.3b), namely

J(t) = ^—^exp[-nbt/(b + /•)]. (2.15)
(b + rf

It is interesting to observe that for ft = 0 and the kernel (2.10), the initial value problem
(1.1), (1.2), (2.2) is equivalent to

u„(x, t) + nu,(x, /) = — uxx(x, t) + fi(3sgn x, (2.16)
r

with initial conditions (2.2). We see from Eq. (2.16) that if fi =/= 0 then the solution must
have a singularity across x = 0. Recalling that u, and u„ are continuous across x = 0 we
can deduce directly from (2.16) that J(t) = ~ii2(3/K, which agrees with our previous
expressions for this case.

B. Kernels with power-type singularities. In [22], Renardy studied the Rayleigh problem
for the class of singular kernels

m(t)=Le-"r', p>\. (2.17)
/! = 1

As t —> 0+, m(t) behaves like t~l/p. Accordingly, m is integrable if p > 1. For p > 1, we
have

00 ,

*<*>-1 (2.18,
n = 1

while for ? < p < 1 we interpret w(0) - m(X) as

f°°(l - e-x')m(t)dt = I \ (2.19)
Jo „=i np( A + np)
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Using the results of [22], we can immediately draw the following conclusions regarding
(1.1), (1.2), (2.2) with m given by (2.17): For/? > 1 the solution u is analytic away from the
lines x = 0, x = ±t ■ jb + m(0), it is of class C°° across the lines x = ±r ■ <[b + m(0),
and it propagates with finite speed; for \ < p < 1, u is analytic away from the line x = 0.
Thus the singularity in m smooths out the propagating waves. However, it does not
smooth out the stationary discontinuity in uxx.

By deforming the contour of integration in (2.5) as indicated below, it is straight-for-
ward to show that u and its derivatives of all order have (finite) limits as x -> 0+ for t > 0.
For p > 1, this contour can be used provided that 0 < x < t ■ {b + w(0) ; if \ < p < 1,
it can be used for all x, t > 0. The situation is similar as x -* 0Moreover, u, ur ux, utr
and ulx are continuous across x = 0 for i > 0.

Our previous expression for J(\) is not valid under the present circumstances. Never-
theless, it is not too difficult to show that u xx is discontinuous across * = 0. The argument
proceeds roughly as follows. Using (2.4) we find that

(*■ M ^ -/, - , x y, as x —> 0 +. (2.20)2(o + m(0) — m{ A ))

(We note that there is no problem with interchanging the order of differentiation with
respect to x and taking Laplace transforms—even in the classical sense—for x > 0.)
Suppose that wvv is continuous across x = 0 for r > 0. Then, it is easy to see that
wvv(0, 0 = 0 for all / > 0 and consequently uxx(x, —> 0 uniformly for t in compact
subsets of (0, oo) as x -» 0 +. It follows that the expression on the right-hand side of (2.20)
must be the Laplace transform of a distribution with support at 0, i.e. it must be a
polynomial in A. However, it is easy to show that the expression in question is not a
polynomial, and we conclude that uxx is discontinuous across x = 0 (provided, of course,
that a2 + /32 ¥= 0).

The discontinuity in uxx persists for all t > 0. Indeed, using the contour of Fig. 1 in the
inversion integral, one readily sees that the jump J(t) (defined by (2.8)) is analytic in
t > 0. Therefore, since J s 0, it cannot vanish identically on an interval of the form
[T , oo).

Im X
4s

Re A

Fig. 1. Contour of Integration.
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One can also argue as follows to show that the support of J is unbounded: If J had
compact support then the expression on the right-hand side of (2.20) would be the Laplace
transform of a distribution with compact support and hence an entire function of A.
Examination of (2.18) and (2.19) reveals that this cannot be the case (unless, of course,
a = 13 = 0).

C. Kernels with logarithmic singularities. An example of kernel which behaves nicely at
infinity and has a logarithmic singularity at zero is given by

m(t) = £ e~e"'. (2.21)
n = o

To verify this, we note that the asymptotic behavior as t —> 0 4 does not change if the sum
is approximated by an integral. More precisely, using the estimate

( f{v)dv- £ f(n) < ( \f'(v)\dv (2.22)
Jo „=1 Jo

with f(v) = exp(-e"/), we find that

< e~' V/ > 0. (2.23)fe-'-'dv- I
Jo „-i

We then observe that

/•OO rOC , i .

/ 'dv = / e~e dpJ0 Ji)

V /*°° V /*() V

e'e dv = / e~e dv + \ e'e dv. (2.24)
ill t 0 *nn 1

The last term in (2.24) clearly has a logarithmic singularity as / -» 0+. We note also that
m e L'(0, oo).

It follows from (2.21) that

«(X)= t (2-25), A + en= 1

To determine the asymptotic behavior of m( A) as |A| —> oo, we set y = Re A, ip = Im A,
and observe that

f°° dv 1 , , ,
j!iT7-Iln(1 + >)- (226>

Using (2.26) and the estimate (2.22) with f(v) = (A + e")1, we deduce that

1
m(X) = ^ ln(l + A) + O(l^r') as|^|->oo. (2.27)

Therefore, we have

A A ln( 1 + A) . - . ,   + , 1 +0(1) (2.28)
]jb + m( O)-rn(X) (b + m( 0))1/2 2(b + m(0))V2
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and consequently

exp -Ax/\jb + m(0) — m(X) ]

exp
-Xx

(b + m( 0)) 1/2
• exp

-xln(l + X)
2 (b + m( 0))3/2

exp[0(l)]

(2.29)

uniformly for x in bounded sets as |i//| -> oo.
Since m belongs to L'(0, oo), the integral in (2.5) vanishes if jc > / • \jb + m(0). For

0 < .v < / • ]jb + w(0), we can deform the contour of integration as shown in Fig. 1.
Along this contour, the integral is absolutely convergent and remains absolutely conver-
gent if x and t are extended into the complex plane. We can therefore easily conclude that
u is analytic in the region 0 < x < t • {b + w(0) .

The regularity of u across the line x = t ■ \jb + m{0) is directly related to the decay of
exp[-.vln(l + X)/2(b + m(0))3/2] as |A| —> oo. Since this term behaves like a negative
power of X with exponent proportional to x, we can deduce from (2.5), (2.27), and (2.29)
that the regularity of u across the line x = t ■ \jb + w(0) increases in a manner propor-
tional to a* (or equivalently proportional to t).

It is interesting to observe that discontinuities in the initial data become continuous
instantaneously. More precisely, the solution of (1.1), (1.2), (1.3a) is continuous across
x = t • {b + m{0) for t > 0, and the solution of (1.1), (1.2), (1.3b) is of class C1 across
x = t ■ yb + m(0) for t > 0. This follows immediately from the decay properties of the
integrand in (2.5).

The situation is, of course, completely analogous for x < 0. Arguing as before, one can
show that u and its derivatives of all orders have (finite) right and left limits as x —> 0 for
t > 0. Moreover w, ur «v, uir and ulx are continuous across the line a; = 0 for t > 0.
However. mvv sustains a jump discontinuity across this line; as before the discontinuity
persists for all I > 0 if a2 + (S1 # 0.

D. Kernels with weaker singularities.As the previous examples show, the regularity of u
across the lines a = ±t ■ yb + m(0) depends crucially on the behavior of m(t) as
t -» 0 '. Weak singularities in m generally lead to less smoothing than strong singularities
do. In fact, a sufficiently weak singularity in m will produce a gain in regularity which is
effectively, infinitesimal. We illustrate this with the kernel

OC

m(t) = X! exP(~t ' ) (2.30)
n= l

which has a log-log singularity at 0.
As before, the behavior of m near 0 and the behavior of m near infinity to not change if

the sum if approximated by an integral. To verify the nature of the singularity in m, we
observe that for t < 1,

[ exp(-te"') dv = /"'n'ln''exp[-e(e" + ln"] dv + ( exp[-e(e" + lr")] dv. (2.31)
J[) J0 •'lnlliwl
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The integrand in the first term on the right-hand side is bounded above and below by
positive constants, hence this term behaves like In|ln r| as / —» 0+. With the substitution
t] = v — ln|ln t\, the second integral becomes

( exp[-e(',,'~1)'|ln'1] dy (2.32)

which is clearly bounded as / -» 0f. Using (2.22), it is easy to see that the difference
between m{t) and the integral on the left-hand side of (2.31) remains bounded as t -» 0 +.
We have thus verified that m has a log-log singularity at 0.

It follows from (2.30) that
00

Irr—T> (2-33)Ii = 1 A + exp( e )

and again the asymptotic behavior as |A| —» oo does not change if the sum is approximated
by an integral. (As in part C, the error in this approximation is 0(|^|-1).) For real A let us
set

rOO /j V

7(X)=f x + i -r (2-34)A) A + exp(e )

With the substitution w = exp(e"), we find that
dw

/(*> = /

ax) 4 £(-D'x-r =£*+ £(-»*<

(A + w) w In w

= fX ^  + f ^ . (2.35)Je (A -I- w) w In w J\ (A + w) w In w

Expanding (A + w)"1 in powers of w/A and A/w, respectively, and then making the
substitution v = In w, we see that

,»-i 00 r°° dw

~o' ' Je lnvv „T</ ' Jx vv" + :lnu<

- IlnlnA+ I £ (-l)"A-"/ln^+ £ (-l)"A"f
A A „_i J\ v „ = o •/ln\«?("

, 2.36)
1 00 (-11

= ^-lnlnA + £ -[Ei(« In A) - Ei(«)]
= 1

00

+ £ (-l)"A"£,((/i + l)ln A),
n = o

where Ei denotes the exponential integral. Using formula 5.1.51 on page 231 of [1], we
find that, as A —> oo,

X) ~—^|£z'(«ln A) — Ei(n)\ = J"~ + O, x» + i 1 v ; v n A In A
n=\ /x

t (-l)"A"£1((« + l)ln A) = ~ + O
n = 0
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We therefore conclude that

rJ (\

dv 1 In 2 I 1 \ . .= Tlnln A + YT7Y + ° — 777 (2-38)
A + exp(e") A AlnA \ X(ln A )2

as A —> oo. By analytic continuation. (2.38) holds for complex A in a right half plane. Since
the difference between w(A) and the integral in (2.38) is <9(1^1"'), we have

m(A) = ilnln A + 0(1^1"') (2.39)

as |^| —► oo for suitable y > 0. (Recall that y = Re A and \p = Im A.)
Away from the lines x = ±t • jb + m(0), the smoothness properties of u are exactly

the same as in part C. It follows from (2.39) that the integrand in (2.5) can be written in
the form

exp A I
\ b + m{0)

G(x.X) a y8
A + (2.40)

where G(x, A) decays like a negative power of |ln A| with exponent proportional to .v. The
factor G(x, A) leads to an "infinitesimal" gain in regularity across the line x = t
■ \ib + m{0) . The situation is, of course, completely analogous for x < 0.

It is interesting to observe that for t sufficiently large, the solution of (1.1), (1.2), (1.3a)
is continuous across the lines x = ±t ■ \jb + m(0) and the solution of (1.1), (1.2), (1.3b)
is of class C1 across these lines. (Indeed, the appropriate inversion integrals converge
absolutely if |x| is sufficiently large.) We conjecture that the above continuity properties
actually hold for all t > 0, but have been unable to prove it. The difficulty lies in
obtaining a suitable error estimate for our approximation of m(A). One can show that the
principal term in (2.39) leads to a function which is continuous across x = t ■ \jb + m(0) .
However, even though the remainder decays more rapidly than the principal term as
|X| —► oo, its decay rate is not sufficient to guarantee the desired continuity. Thus, more
detailed information is needed.

We can prove continuity of the wave front for the kernel given by

rn(t) = ( exp(-/ • ee ) dv, (2.41)
Jo

y at 0. In this case, we have

JfOO JX

1 TTTmT)' <2-42)

which also has a log-log singularity at 0. In this case, we have

dX

and consequently, by (2.37)

m( A)= y In In A + ^ + o\ / , 1 (2.43)
A AlnA \ A(ln A)2

as 1^1 —> oo. Once again, it follows that there is only an infinitesimal gain in regularity
across the lines x = ±t ■ (b + w(0) . However, the more precise asymptotic estimate
(2.43) yields more information concerning continuity. Using (2.43) and formula (9) from
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Section 4.26 of [3], it is not difficult to show that the solution of (1.1), (1.2), (1.3a) is
continuous across the lines x = ±t ■ \jb + m(0) for all t > 0, and the solution of (1.1),
(1.2), (1.3b) is of class C1 across these lines for all t > 0.

E. General remarks. It is clear that the above analysis is applicable to more general
classes of singular kernels. The crucial factor is the asymptotic behavior of m(X) as
X —> oo, which, of course, is related to the behavior of m(t) as t -* 0+. If mx(t) ~ m2(t)
as t —> 0+ (and some mild regularity conditions hold) then mx{X) ~ m2(A) as A —> oo in
any sector of the form |arg A| < (j> < 77/2. (See, for example, Theorem 33.2 of [8].)
Unfortunately, such a result is not quite sufficient to give a precise regularity theory for
(1.1) which is based solely on the behavior of m(t) as t —> 0+. However, it is easy to see
that our arguments can be applied to any kernel whose Laplace transform is suitably
behaved in the right half plane.

If m belongs to L^O, 00) and is completely monotone (i.e., m e C°°(0,00) and
(-1 )km{k\t) > 0 for all t > 0, k = 0, 1,...), then m can be continued analytically to the
slit half plane C\(-oo , 0] and the contour of Figure 1 can be used in (2.5) for
0 < x < t ■ ][b + m (0). Moreover, u, ur ux, utr and utx are continuous across x = 0 for
t > 0 and the jump J defined by (2.8) is analytic on (0, 00). The only nontrivial cases in
which J vanishes identically occur when m is an exponential of the form (2.10). (See (2.13)
and (2.15).) We conjecture that if m is completely monotone, integrable, and m(0+) = 00,
then the solution of (1.1), (1.2), (1.3a) is continuous (and the solution of (1.1), (1.2), (1.3b)
is of class C1) across the lines x = ±t ■ \jb + m (0) for all t > 0.

It is to be expected that if m e Coc(0, 00) n L^O, 00), then the solution of (1.1), (1.2),
(2.2) is of class C00 away from the lines x = 0, x = ±t ■ \Jb + m( 0). However, it does not
seem easy to prove. A result of this nature is established in the Appendix under an
additional assumption on m, which, roughly speaking, requires that derivatives of m are
not "too wild" near 0.

3. General initial value problems. Using the results of the preceding section and the
method of superposition, it is straightforward to study smoothness properties of solutions
to (1.1), (1.2) with initial conditions

m(x,0) = m0(x), ut(x,0) = ux{x), x g R, (3-1)
for «0 and ul in various function classes. Indeed, under rather mild assumptions on uQ and
«[, the solution of (1.1), (1.2), (3.1) can be written in the form

/OO r CCU?{x - (,t)u0(() d£ + / U?{x-Z,t)ute)di (3.2)
-OO — OO

where U" and Uh denote the solutions of (1.1), (1.2), (1.3a) and (1.1), (1.2), (1.3b),
respectively. (Recall that derivatives are to be interpreted in the distributional sense.)

We close with an informal discussion of the regularity of solutions of (1.1), (1.2), (3.1).
Our assumptions on (m and b) are the same as in Sec. 2.

A. Regular kernels. Suppose that m satisfies (2.6). If there is a singularity in the data at a
point x0 G R, then three waves will generally emanate from this point. Singularities will
propagate along the lines x = x0 ± t ■ yb + m(0), and (except in very special circum-
stances) there will be a stationary singularity at x = x0 for t > 0. Such a stationary
singularity will always be weaker than the corresponding propagating singularities.
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A discontinuity in u(0k) produces propagating discontinuities in A:-th derivatives of w,
while a discontinuity in u\k) propagates in (k + l)-st derivatives of u. Discontinuities in
u\k) or u[k) both lead to stationary discontinuities in dk + 1u/dxk + 2. If m is a single
exponential of the form (2.10), there will be cases in which a singularity in the data does
not lead to a stationary singularity in u. See Sec. 2A.

B. Kernels with power type singularities. For the kernel given by (2.17), the propagating
waves will always be of class C°°. Consequently, the regularity of u is determined by the
stationary singularities. Discontinuities in u(0k) or u[k) both lead to stationary discontinui-
ties in dk+2u/dxk+2 for t > 0. Thus, there is a definite (but finite) gain in regularity.

C. Kernels with logarithmic singularities. The situation is especially interesting for the
kernel given by (2.21). Initially, the propagating singularities are stronger than the
corresponding stationary ones and the regularity of u increases in a manner proportional
to time. This will continue until the strongest stationary singularity and the strongest
propagating singularity are of the same order. Then, the stationary singularity will
dominate and the regularity of u will not improve any further. As before, discontinuities in
w|)A ) or u[k) lead to stationary discontinuities in dk + 2u/dxk + 1.

D. Kernels with weaker singularities. For the kernel (2.30) (or (2.41)), the propagating
singularities are stronger than the corresponding stationary ones for all time. The
smoothing of the propagating waves leads to only an infinitesimal gain in regularity of u.

For the kernel (2.41), we can, however, make a definite statement concerning continuity.
If «() e BV(IR) and ul = 0, the solution of (1.1), (1.2), (3.1) is continuous on R X (0, co); if
u() = 0 and ui e BV(fi), then the solution of (1.1), (1.2), (3.1) is of class C1 on
R X (0, oo). We conjecture that this is also true for the kernel (2.30) (and, more generally
for any completely monotonic m e Ll(0, oo)).

Appendix. In this appendix, we discuss regularity of the solution u of (1.1), (1.2), (2.2)
away from the lines x = 0, x = ±t ■ {b + m(0), under the assumptions that m is
nonnegative, nonincreasing, and

m e C°°(0, oo) n L'(0, oo), (a.l)

and that b > 0. From previous considerations, we know that the integral in (2.5) vanishes
for x > t ■ ][b + m(0). Moreover, u(-x, t) = -u(x, t) for all x, t > 0. It therefore suffices
to study the case 0 <x<t <[b + m(0) . For convenience, we set

B = h + m( 0). (a.2)

Proposition. Assume that b > 0, m is nonnegative and nonincreasing, and (a.l) holds.
Assume further that for each k = 0, 1   there exists a number Nk > 0 such that

limsup?'Vi|/rj<*)(/)| < oo. (a-3)

Then, for each x > 0, the solution u of (1.1), (1.2), (2.2) is a Cx function of t for / > x/ /B ,
i.e. u(x, ■) G Cx(x/ 4b , oo).

Remark. An expanded version of the proof outlined below can be used to show that u
is (jointly) of class C°° on the domain {(x, t): 0 < x < t ■ \[B }.
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Sketch of proof. The argument will be partitioned into several steps. Since we are
interested only in smoothness (and not in asymptotic behavior as t —> oo), we assume,
without loss of generality, that the support of m is bounded.

Step 1. Consider the function / whose Laplace transform is given by

/(A) = ^B- m(A) - JB. (a.4)
By virtue of (a.l), our sign conditions on m and b, and the Riemann-Lebesgue lemma, it
follows from Proposition 2.3 of [16] that / is the Laplace transform of a function
/ e L\0, oo). We want to show that, in addition,

/ e C°°(0, oo). (a.5)
Observe that / satisfies the equation

(f+^BS)*(f+\/BS) = BS — m, (a-6)

(/•/)(*) + 2jBf(t) = -m(t). (a.7)
where S is the Dirac distribution and the * denotes convolution on [0, t]. We can always
write m in the form m = m, + m2, where

w1(A) = o(y^| as A -> oo, Re A > 0 (a.8)A"
for every n > 0 and m2 is nonnegative, nonincreasing, and satisfies

m2 e Ll(0, oo) (a.9)

with ||w2||zi arbitrarily small. (Note that tm'2(t) e L'(0, oo) and \\tm'2(t)\\Li = l|w2||Li.)
It follows from (a.7) that m1 e C°°[0, oo), and consequently derivatives of m2 can

grow no faster than derivatives of m near 0. It also follows that

V'B - m{A) - jB - m2(A) = (a.10)

for every n > 0 as A —» oo. Therefore, to discuss the regularity of /, it suffices to consider

fi* fi + 2\pB f7 = -m2. (a-H)
By choosing m2 sufficiently small, we can guarantee that (a.ll) has a solution f2 e L'(0, oo)
with H/jll/i arbitrarily small.

We rewrite (a.ll) as

2\/fl/2(r) + 2 f'/2f2(t - t)/2(t) dr = -m2(t), (a.12)
•'o

from which we find formally

2\Z^||/2||/.«[, ,oo)_2||/2|| Lx\t/2 .oo) ' II/2II L'(O.x) ̂ 11 ^ 211 L°° [ t .»)• (a-13)
For each n = 1,2,..., let us set

= K ' 11m 211 £°°[2~" ,00)' (a-14)

F„ = ^ "II/2II Z."[2"" .»)> (a-15)
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where A" is a suitable positive constant (to be chosen later). It follows from (a.13) that
00 00 00

2JB £ Fn - 2K\\m2\\L> £ Fn + l < £ M„. (a.16)
n = 1 n = 1 // = 1

If K is large enough, then Mn < oo, and (a. 16) yields a bound for £^=1 Fn provided
that K11 w 211 L\ is sufficiently small. By formally differentiating (a.12), we get the same kind
of estimates for derivatives of m2 by virtue of (a.3).

We can now prove that /g C°°(0, oo) as follows. Let iV be a fixed (but arbitrary)
positive integer. Then, we write m = mx + m2, with ml and m2 as above and m2 small
enough so that the procedure outlined above yields estimates for derivatives of m2 through
order N. For each e > 0, we set

m2(t) = m2(t + e), 0, (a. 17)

and denote by f2 the solution of
ft/2

J0
2/S/2 (t) + 2 ('/2f2 (t — t)/2 (t) dr = -m2{t). (a.18)

Jc\

It is clear that f2 e C°°[0 , 00) for each e > 0. Moreover, our estimates for derivatives
of m2 hold for derivatives of m2 —independently of e. As e -» 0, f2 -»f2 in L^O, 00). In
addition, f2 and its derivatives through order N are uniformly bounded on compact
subsets of (0, 00), and consequently f2 e 00). Since / — f2 e C°°[0 , 00), we have
/ G C^ ^O, do). Finally, since N was arbitrary, we conclude that/ e C°°(0, 00).

This procedure also shows that derivatives of f2 satisfy bounds of the form (a.3),
independently of the particular decomposition of m into m1 + m2. Moreover, tf2(t) G
L'(0, 00) with \\tfi(t)\\Li arbitrarily small if m2 is sufficiently small.

Step 2. Next, consider the function g whose Laplace transform is given by

g(X) = -7= ~ 1 = 4=- -    —■=. (a.19)
\[B >;B — m(X) {B f (A) + {B

As in Step 1, it follows from Proposition 2.3 of [16] that g is the Laplace transform of a
function g g L'(0, 00). We note that g satisfies

6 -gW/BS +/) = «, (a.20)
{B

or

/5g+/*g=-^r. (a.21)

As before, to study the smoothness properties of g, it is enough to consider

+fi*82 = (a-22)

A modified version of the argument in Step 1 shows that g and g2 have the same regularity
properties as / and /2, respectively. Moreover, ||g2||/j and l^g^Ollz.1 can ^e made
arbitrarily small by choosing m2 sufficiently small.
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Step 3. Let c be a positive constant and consider the function h whose Laplace
transform is given by

h(X) = iexp(cXg(\)). (a.23)

From sign conditions on the kernel, etc., we know that h e , oo). Observe that h
satisfies the differential equation

= -^A(X) + -^(cXg(X)) -h{X), (a.24)

which translates into

th(t) = ( h( r) dr + c f rg'(r)h(t — r) dr. (a.25)
•'o Jo

As in Step 1, to study the smoothness properties of h, it is enough to consider the part
of h which corresponds tom2, i.e. the solution h2 of

'MO = ('Mt) dj + c f'Tg'2(r)h2(t - t) dr. (a.26)
•'o ■'o

Indeed, it is easy to see that h - h2e. C°°[0 , oo). The argument of Step 1 cannot be
applied directly to (a.26) because of the singular coefficient on the left-hand side. To
overcome this difficulty, we fix t0 > 0 and set

4>,o(0 = h2(t + 'o). 1 > °- (a-27)
After several changes of variable, (a.26) yields

+ 'o)*/0(0 = /'<»,„(T) dr + c ('/2rg'2(r)$t (t - r) dr
j o ^()

+ cf rg'2(r)<t> (t - r) dr + f'°h2(r) dr
Jt/2 J0

+ cf°(t + t0 - r)g'2(t + tQ - r)h2(r) dr. (a.28)
Jo

We know a priori that h2 e ^-^[0 , oo). Moreover, we have information on g2 from
Step 2. A modified version of the procedure of Step 1 can now be used to show that
h e Coc(0, oc). (In this case intervals of the form [2 —", T] with T < oo should be used in
place of [2"", oo).)

Step 4. For a = 1, /3 = 0, the integrand in (2.5) can be written in the form

• i • exp(x\g(X)). (a.29)exp Air *
{B

(The case of general a, /? follows easily from this one.) We can therefore conclude from
Step 3 that for each (fixed) x > 0, u is a C°° function of t — x/ {B for t — x/ \[B > 0,
and consequently u(x, •) e C°°(x/ /B , oo).
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