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1. INTRODUCTION 

The logarithmic series distribution (LSD), due to (Fisher et.al., 1945), has been found applications 
in several areas of research such as biology, ecology, economics, inventory models, marine sciences 
etc. For details in this regard, refer (Johnson et. al., 2005). Due to its practical suitability in case of 
data with long tails, several generalized forms of the LSD have been proposed in the literature. For 
example see Jain and Gupta (1973); Kempton (1975); Tripathi and Gupta (1985, 1988); Ong (2000) 
and Khang and Ong (2007). (Chatfield et.al, 1966) and Chatfield (1986) remarked that the LSD is 
likely to be a useful approximation to negative binomial distribution in certain cases. An 
important drawback of the LSD in certain practical situations is that it excludes the zero 
observation from its support. To mitigate this drawback, through this paper we consider a slightly 
modified form of LSD which has a non-negative support and call it as “the zero-inflated 
logarithmic series distribution (ZILSD)”. 

 In section 2 we present the definition of the ZILSD and obtain some of its important 
properties. In section 3 we propose a modified version of the ZILSD which we named as “the 
modified zero-inflated logarithmic series distribution (MZILSD)” and derive expression for its 
probability generating function, probability mass function, recurrence relations for probabilities, 
raw moments and factorial moments.  In section 4 we discuss the estimation of the parameters of 
the MZILSD and in section 5 we describe a test procedure for testing the additional parameter of 
the MZILSD by using generalized likelihood ratio test and Rao’s score test.  All these procedures 
are illustrated in section 6 with the help of certain real life data sets. 

 
 

2. ZERO-INFLATED LOGARITHMIC SERIES DISTRIBUTION AND ITS PROPERTIES 

In this section we present the definition and some properties of the zero-inflated logarithmic series 
distribution. 
 

DEFINITION 2.1. A non-negative integer valued random variable X  is said to follow the zero 
inflated logarithmic series distribution (ZILSD) with parameter (0,1)θ ∈  if its probability mass 

function (pmf) ( )xp P X x= =  is the following, for 0,1,2,...x =  
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x

xp
x 1

θΛ
=  

+
 (2.1) 

where [ ] 1ln(1 )θ θ −Λ = − − . 

 
The probability generating function (pgf) of the ZILSD with pmf (2.1) is the following. 

H z z z1( ) ln(1 ) ,θ−= −Λ −   (2.2) 

which can also be written as 

H z F z2 1( ) (1, 1 ; 2 ; ) ,θ=Λ   (2.3) 

where 
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∞
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is the Gauss hypergeometric function, in which 
( )

( ) ( 1)...( 1)
( )r

u r
u u u u r

r
Γ +

= = + + −
Γ

for 

1r ≥ . For details regarding Gauss hypergeometric function see Mathai and Haubold (2008) or 
Slater (1966). Note that the ZILSD with pmf (2.1) belongs to the generalized power series family of 
distributions. Since the pgf of ZILSD has representation given in (2.3), it is also a member of the 
Kemp family of distributions, studied by Kumar (2009). Hence from Kumar (2009) we have the 
following results. 
 

RESULT 2.1. For 1r ≥ , an expression for rth factorial moment of ZILSD is 

[ ]

r

r
r

F r r r
r 2 1

!
(1 , 1 ; 2 ; ) .

( 1)
θ

µ θ
Λ′ = + + +  

+
 (2.4) 

Proof follows from the expression for rth factorial moment of Kemp family of distribution 
given in Kumar (2009). 

 
RESULT 2.2.  For 1≥r , an expression for r-th raw moment rµ′ of ZILSD is the following, in which 

),( mrS  is the Stirling’s number of the second kind. 

2 1
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!
( , ) (1 , 1 ; 2 ; )

( 1)

r
m

r
m

m
S r m F m m m

m
µ θ θ

=

′ = Λ + + +
+∑  (2.5) 

Proof follows from equation (8) of Kumar (2009). 
 
From the Result 3.2 and Result 3.3 of Kumar (2009) we obtain the following results. For 
0, 1, 2,...i =  we need the following notations for stating the results given below. 

u i i i i(1 , 1 , 2 ) ,+ = + + +   (2.6) 
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(1 )(1 )
,

(2 )
+ +

=  
+  (2.7) 

and 

2 1(1 , 1 ; 2 ; )i F i i i θΛ = + + +  (2.8) 

so that 0Λ = −Λ . 
 

RESULT 2.3. For 0≥x , an expression for raw moments of ZILSD is the following in which 
( ) 1x uµ′ =  

x

x x j
r

x
u D u

r
1

0 0 1
0

( ) ( 1) .µ θ µ−
−

=

 
′ ′= Λ Λ +   

 
∑  (2.9) 

Proof follows from the Result 3.2 of Kemp family of distribution given in Kumar (2009). 
 
RESULT 2.4.  The following is a simple recurrence relation for factorial moments [ ]( )x uµ  of the 

ZILSD, for 0x ≥ , in which [ ]0 ( ) 1uµ = .  

[ ] [ ]x xu D u1
0 0 11 ( ) ( 1) .µ θ µ−

+ = Λ Λ +   (2.10) 

Proof follows from the Result 3.3 of Kemp family of distribution given in Kumar (2009). 
 
RESULT 2.5. For 0≥r , the simple recurrence relation for probabilities of the ZILSD is the following. 

1
1
2x x

x
p p

x
θ+

+
=

+
 (2.11) 

Proof is simple and hence omitted. 
 

RESULT 2.6. The raw moments )(urr µµ ′=′  of the ZILSD satisfies the following relation: 

1 1
1

r
r r

d
d
µ

µ θ µ
θ θ+

′ Λ ′ ′= + − − 
 (2.12) 

PROOF. By definition, we have  

r x

r
x

x
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1
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.
ln(1 ) ( 1)

θµ
θ

+∞

=

=  
− − +∑  (2.13) 

On differentiating both sides of (2.13) with respect to θ  we get 
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(2.14)  
 

which implies (2.12). 
 
Now either by using (2.9) or by using (2.12) one can obtain the mean and variance of ZILSD, 

as given in the following result. 
 

RESULT 2.7. The mean and variance of ZILSD are the following: 

1
(1 )

mean
θ

Λ
= −

−
 (2.15) 

and  

variance
2

2

( ) 2
.

(1 )(1 )
θ
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= +  
−−

 (2.16) 

 
RESULT 2.8. The central moments rµ  of the ZILSD satisfies the following relation. 

r
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d1 12
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−
 (2.17) 

 
PROOF. Let the random variable X follows the ZILSD with pmf (2.1). Now, by definition of 

central moments, 

r
r

r
x

x
r

x

x

E X E X

x E X p

x

x

0

1

0

{[ ( )] }

[ ( )]

1
(1 )

,
ln(1 ) ( 1)

µ

θ θ
θ

∞

=

+∞

=

= −

      = −

 Λ
− + −       =  
− − +

∑

∑

 

2.18 
 

in the light of (2.15). Differentiating both sides of (2.18) with respect to θ  to get the following, 

since [ ] 1ln(1 )θ θ −Λ = − − . 
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which implies (2.17). 
 

RESULT 2.9. The maximum likelihood estimator θ̂  of θ  of the ZILSD and the moment estimator 

θ  of θ  of the ZILSD coincides. 
 
PROOF. Let nX X X1 2, ,..., be a random sample from a population following ZILSD with pmf 

(2.1). Then the log-likelihood function of the sample is 

[ ]
n

j n
j

L n x x x x1 2
1

1
log log ( 1)log log ( 1)( 1)...( 1) .

ln(1 )
θ

θ =

 
= + + − + + +   − − 

∑  (2.19) 

On differentiating (2.19) with respect to θ and equating to zero, we get the following  
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which on simplification gives 

x
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ˆ ˆln(1 ) (1 )

θ

θ θ
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 − − − 

 (2.20) 

where 

n

j
j

x x
n 1

1
.

=

=  ∑   

The moment estimator θ  of θ  of the ZILSD is obtained by equating the mean of ZILSD as given 

in (2.15) with the sample mean X . That is, θ  is the solution of the following equation.  
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x1
ln(1 ) (1 )

θ
θ θ

− =
 − − − 



 

 (2.21) 

Equation (2.20) and (2.21) shows that maximum likelihood estimator θ̂  and moment 

estimator θ of the ZILSD coincide each other, since both estimators are solution of the same 
equation. 

 
 

3. MODIFIED ZERO-INFLATED LOGARITHMIC SERIES DISTRIBUTION 

In this section, first we obtain a modified version of ZILSD as in the following. 
Let X be a random variable following ZILSD with pgf (2.3). Consider reals 1 0,θ > 2 0θ >

such that 1 2 1θ θ θ= + < . Define 1θη
θ

=  and nY n{ , 1}≥  be a sequence of independent and 

identically distributed random variables each with pgf  

A z z z2( ) (1 ) .η η= + −   (3.1) 

Assume that nY n{ , 1}≥  and X  are independent. Define S0 0=  and 
X

X n
n

S Y
1=

= ∑ , then the 

pgf of nY  is  

H z G A z

z z z z2 1 2
1 2 1 2

( ) { ( )}

( ) ln(1 ) .θ θ θ θ−

=

          = −Λ − − −  
 (3.2) 

A distribution with pgf (3.2) we call “the modified zero-inflated logarithmic series distribution 

(MZILSD)” with two parameters 1θ  and 2θ  1 2( , 0θ θ > and 1 2 1)θ θ+ < . Clearly when 2 0θ = , 
(3.2) reduces to the pgf of ZILSD as given in (2.2). 

Let Y be a random variable following MZILSD with pgf (3.2).  Now, we obtain the following 
results in the light of the series representations: 

x

x r x r

A r x A r x r
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= = = =

= −∑∑ ∑∑  (3.3) 
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x
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 ∞ ∞ ∞  

= = = =

= −  ∑∑ ∑ ∑  
(3.4) 

in which [ ]a  is the whole part of a . 
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RESULT 3.1. For x 0,1,2,...,= the probability mass function  xq P Y x( )= =  of the MZILSD 

with pgf (3.2) is the following, in which [ ] 1
1 2 1 2ln(1 ) ( )θ θ θ θ−Λ = − − − + .  
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−
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PROOF. From (3.2) we have the following. 
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On expanding the logarithmic function in (3.7), to obtain 
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(3.8) 

by binomial theorem. Now by applying (3.3) in (3.8), we get 

x r x r
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0 0
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which implies the following, in the light of (3.4). 
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0 0
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θ θ

 
  −∞  

= =

−
= Λ

− + −∑∑  (3.10) 

On equating the coefficient of xz on the right hand side expressions of (3.6) and (3.10) we get 
(3.5) 

 
RESULT 3.2. For r 0≥  the following is a simple recurrence relation for probabilities r rq q u( )=  

of the MZILSD, in which for any positive integer r, rq u( ) 0− = . 

[ ]r r rr q u D q u q u1
1 0 0 1 1 2 1( 1) ( ) ( 1) 2 ( 1)θ θ−

+ −+ = Λ Λ + + +  (3.11) 

in which i F i i i2 1 1 2(1 , 1 ; 2 ; )θ θΛ = + + + + , for i 0, 1= . 
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PROOF. The pgf of the MZILSD given in (3.2) can be written as 

H z F z z2
2 1 1 2( ) (1 , 1 ; 2 ; ) .θ θ= Λ +   (3.12) 

On differentiating (3.12) with respect to z, we get 

( )r
r

r

r q u z D z F z z1 1 2
0 0 1 2 2 1 1 2

0

( ) 2 (2 , 2 ; 3 ; ) .θ θ θ θ
∞

− −

=

= Λ + +  ∑  (3.13) 

From (3.12) and (3.13) we obtain the following. 

r
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q u z F z z2
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∞
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Substituting (3.14) in (3.13) we have 
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                       = Λ Λ + + +   

 

∑ ∑

∑ ∑
 

 
 

(3.15) 

On equating the coefficient of rz  on both sides of (3.15) we obtain (3.11).    
 
RESULT 3.3. The following is a simple recurrence relation for raw moments r u( )µ of MZILSD, for

r 0≥ . 

r
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r r j
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r
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j
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0

( ) ( 2 ) ( 1)µ θ θ µ+−
+ −

=

 
= Λ Λ + + 

 
∑  (3.16) 

 
PROOF. The characteristic function of MZILSD with pgf given in (3.12) has the following 

representation. For z in R and i 1= − , 

r
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iz iz
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(3.17) 
 

(3.18) 

On differentiating the right side expressions of (3.17) and (3.18) with respect to z, we get 

r
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r
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From (3.17) and (3.18) we obtain the following. 
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Equations (3.19) and (3.20) together leads to 
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(3.21) 

Equating the coefficient of rr iz1( !) ( )−  on both sides of (3.21) we get (3.16). 
 
RESULT 3.4.  The following is a simple recurrence relation for factorial moments [ ]r u( )µ  of 

MZILSD for r 1≥ , in which [ ] u0 ( ) 1µ = . 

[ ] ( ) [ ] [ ]r r ru D u D u1 1
0 0 1 1 2 0 0 1 21 1( ) 2 ( ) 2 ( )µ θ θ µ θ µ− −

+ −= Λ Λ + + Λ Λ  (3.22) 

 
PROOF. From (3.12) we have the following factorial moment generating function z( )ψ  of 

the MZILSD 
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(3.24) 

On differentiating the right hand side expression of (3.23) and (3.24) with respect to z, we obtain 
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From (3.23) and (3.24) we obtain the following 
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Equations (3.24) and (3.25) together lead to 
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(3.27) 

On equating the coefficient of xx z1( !)−  on both sides of (3.27) we get (3.22). 
 
RESULT 3.5. The mean and variance of MZILSD are given below. 
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Proof is simple and hence omitted. 
 
 

4.  ESTIMATION  

Here we estimate the parameters 1θ  and 2θ  of the MZILSD by the method of maximum 
likelihood and illustrated by using certain real life data sets. 

Let a x( )  be the observed frequency of x  events and let m  be the highest value of x . Then 
the likelihood function of the sample is 

[ ]
m a x

xx
L q ( )

0
,

=
= Π   (4.1) 

where xq  is the pmf of the MZILSD as given in (3.5). Now taking logarithm on both sides of (4.1), 
we have 
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where Λ is as given in (3.5) and 
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Let 1̂θ and 2̂θ denote the maximum likelihood estimators of the parameter 1θ  and 2θ  

respectively of the MZILSD. On differentiating (4.2) partially with respect to the parameters 1θ  

and 2θ  and equating to zero, we get the following likelihood equations. 
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∑
∑  (4.4) 

The likelihood equations do not always have a solution because the MZILSD is not a regular 
model. Therefore, when likelihood equations do not always have a solution the maximum of the 
likelihood function attained at the border of the domain of parameters. We obtained the second 
order partial derivatives of xqlog  with respect to parameters 1θ  and 2θ  and by using 

MATHCAD we observed that these equations give negative values for all 1 0θ >  and 2 0θ ≥  such 

that 1 2 1θ θ+ < .Thus the density of the MZILSD is log-concave and have maximum likelihood 

estimates of the parameters 1θ  and 2θ  are unique (cf. Puig, 2003). Now on solving these two 
likelihood equations (4.3) and (4.4) by using some mathematical software such as MATHLAB, 
MATHCAD, MATHEMATICA etc. one can obtain the maximum likelihood estimates of the 
parameters 1θ  and 2θ of the MLSD. 

 
 

5. TESTING OF THE HYPOTHESIS 

In this section we discuss certain test procedures for testing the significance of the additional 
parameter 2θ of the MZILSD by using generalized likelihood ratio test and Rao’s efficient score 

test. Here the null hypothesis is H0 2: 0θ =  against the alternative hypothesis H1 2: 0θ ≠ .  
 
In case of generalized likelihood ratio test, the test statistic is 

L x L x*ˆ ˆ2 log 2[log ( ; ) log ( ; )] ,λ θ θ− = −   (5.1) 

where θ̂  is the maximum likelihood  estimator of 1 2( , )θ θ θ=  with no restrictions, and *̂θ  is 

the maximum likelihood estimator of θ  when 2 0θ = . The test statistic 2 log λ−  given in (5.1) is 

asymptotically distributed as 2χ  with one degree of freedom (for details see Rao, 1973).  
 
In case of Rao’s efficient score test, the test statistic is 

T V V1 ,φ −′=   (5.2) 

where  

L L
V

n n1 2

log log1 1
,

θ θ
 ∂ ∂′ =  ∂ ∂ 

  

and φ  is the Fisher information matrix. The test statistic given in (5.2) follows chi-square 
distribution with one degree of freedom (for details see Rao, 1973).  
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TABLE 1 

Observed frequencies and computed values of expected frequencies of the PD,  the NBD,  the ZLSD and  

the MZILSD by method of maximum likelihood for the first data set. 

x Observed 
frequency 

PD NBD ZILSD MIZLSD 

0 

1 

2 

3 

4 

5 

6 

≥ 7 

83 

18 

13 

9 

7 

7 

2 

5 

40.97 

51.50 

32.37 

13.56 

4.26 

1.07 

0.23 

0.04 

90.288 

18.00 

9.648 

6.192 

4.32 

3.168 

2.448 

9.936 

64.512 

27.36 

15.552 

9.936 

6.768 

4.752 

3.456 

11.664 

82.656 

18.144 

16.56 

8.208 

5.76 

3.744 

2.592 

6.336 

Total 144 144 144 144 144 

Estimation of 
parameters 

 m 1.257=  p̂ 0.181=  

r̂ 0.32=  

1̂ 0.85θ =  1̂ 0.44θ =  

2̂ 0.27θ =  

Chi-square 
values 

 120.383 9.179 12.899 2.513 

Degrees of 
freedom 

 3 3 5 4 

P-values  <0.00001 0.027 0.024 0.642 

 
 

6.  DATA ILLUSTRATIONS AND CONCLUDING REMARKS 

For numerical illustrations, we have considered the following two data sets. 
(i)  Data on the number of food stores in the Ljubljuna taken from Douglas (1980)  
(ii)  Data on accidents experienced by 414 machinists in three months taken from Greenwood 

and Yule, (1920)  
We have fitted the models - the Poisson distribution (PD), the negative binomial distribution 

(NBD), the ZILSD and the MZILSD.  Based on the computed chi-square values and P - values 
given in the Table 1 and Table 2, it can be observed that the MZILSD gives a better fit to both data 
sets compared to the existing models - the PD, the NBD and the ZILSD.   
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TABLE 2 

Observed frequencies and computed values of expected frequencies of the PD, the NBD, the ZLSD and the MZILSD 

by method of maximum likelihood for the second data set. 

 

Accidents 
per 

machinist 

No. of 
machinists 

PD NBD ZILSD MZILSD 

0 

1 

2 

3 

4≥  

296 

74 

26 

8 

10 

261.6 

120.1 

27.6 

4.2 

0.5 

314.226 

68.724 

20.7 

6.624 

3.726 

268.272 

81.972 

33.534 

15.318 

14.904 

296.01 

74.106 

26.082 

9.936 

7.886 

Total 414 414 414 414 414 

Estimation 
of 

parameters 
 m 0.457=  p̂ 0.622=  

r̂ 0.58=  
1̂ 0.61θ =  

1̂ 0.50θ =  

2̂ 0.0099θ =
 

Chi-square 
values 

 26.457 8.474 10.44 0.957 

Degrees of 
freedom  1 1 3 2 

P-values  <0.0001 0.004 0.015 0.62 

 
          
In order to test the significance of the additional parameter 2θ of the MZILSD, we have 

computed the values of L x L x* *ˆ ˆlog ( ; ), log ( ; )θ θ and the test statistic given in (5.1) for the 
MZILSD for both data sets and presented in Table 3. 
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TABLE 3 
Computed values of the test static for generalized likelihood ratio test. 

 
 L x*̂log ( ; )θ

 
L xˆlog ( ; )θ          Test statistic     

 

Data set 1 -96.59    -93.557 6.066       
  

Data set 2       -165.45 -162.706              5.488   
       

 
 
Further, we have computed the values of T for first data set as T1  and the second data set as 

T2 , as given below. 

( )T1

0.068 0.064 0.703
0.703 12.481

0.064 0.065 12.4
8.9 9

81
7

−   
= =  −   

 (6.1) 

( )T2

0.016 0.015 0.192
0.192 28.74

0.015 0.015 28.
12.662

74
− −  

=


= −   −     
(6.2) 

The critical values for both the tests – the generalized likelihood ratio test and Rao’s efficient 
score test – with significance level 0.05α =  and degrees of freedom one is 3.84. Thus, based on 
the values of test statistic computed in Table 3 and equations (6.1) and (6.2), we reject the null 
hypothesis H0 2: 0θ =  in all the cases. Hence we conclude that the additional parameter 2θ  of 
the MZILSD is significant in case of both the data sets considered in the paper. 
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SUMMARY 

On zero - inflated logarithmic series distribution and its modification 

Here we consider a zero-inflated logarithmic series distribution (ZILSD) and study some of its 
properties. A modified form of ZILSD is also developed and derived several important aspects of 
it. The parameters of modified ZILSD are estimated by method of maximum likelihood and 
illustrated the procedure using certain real life data sets. Further, certain test procedures are 
suggested. 

 

 

  


