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Abstract

Defenders of today’s critical cyber-infrastructure (e.g.,
the Internet) are equipped with a wide array of security
techniques including network-based intrusion detection sys-
tems (IDS), host-based anti-virus systems (AV), and decoy
or reconnaissance systems such as host-based honeypots or
network-based telescopes. While effective at detecting and
mitigating some of the threats posed to critical infrastruc-
ture, the ubiquitous nature of malicious activity (e.g., phish-
ing, spam, DDoS) on the Internet indicates that the cur-
rent deployments of these tools do not fully live up to their
promise. Over the past 10 years our research group has
investigated ways of detecting and stopping cyber-attacks
by using the context available in the network, host, and
the environment. In this paper, we explain what exactly we
mean by context, why it is difficult to measure, and what
one can do with context when it is available. We illustrate
these points by examining several studies in which context
was used to enable or enhance new security techniques. We
conclude with some ideas about the future of context-aware
security.

1 Introduction

Internet has significantly simplified public communica-
tion and collaboration. As a result, individuals now use it
for a variety of activities that including shopping, banking,
reading blogs, and social networking. Many of these ac-
tivities require end users to divulge personal information,
which is then automatically stored and processed by remote
software services. With the increasingly ubiquitous nature
of the Internet in individual’s lives, the vulnerabilities in
software have become an easy medium for information theft
and abuse. There is no doubt that threats in the form of
worms, viruses, botnets, spyware, spam, and denial of ser-
vice [2, 5, 27, 13] are rampant on today’s Internet.

To counter these threats, a number of systems have been

developed to protect host and network resources. One ap-
proach that has gained significant popularity in recent years
is the use of network-based security systems. These sys-
tems are deployed on the network for threat monitoring, de-
tection, and mitigation. They are easy to deploy and re-
quire little modifications to the end hosts. These include
anomaly detection systems, intrusion detection and preven-
tion systems (e.g., Snort [19]), honeypot systems (e.g., hon-
eyd [18]), and spam detection systems (e.g., SpamAssas-
sin [12]).

While network-based security systems themselves have
improved considerably over time, their deployment model
in most networks continue to take a “one-size fits all” ap-
proach. These systems are typically viewed as generic solu-
tions and they do leverage the contextual information avail-
able in the networks to customize their deployment. Unfor-
tunately, this information may be critical to the performance
and accuracy of these systems as the networks they are de-
ployed in differ significantly with each other in terms of
policy, the topological layout, the vulnerability landscape,
the exploits observed, the traffic characteristics, etc.

Many network-based security systems acknowledge the
need to adapt to the network. However, such adaptation
is often decided in an ad hoc fashion or left to be manu-
ally configured. For example, honeypot systems like hon-
eyd [18] come with a default configuration file for the op-
erating system and vulnerability configuration of the hon-
eypots. While such systems can be manually configured
by a network administrator, the scale of configuration and
the diversity among different networks make it very chal-
lenging. For example, configuring honeynet in a network
may require one to come up with operating system and ap-
plication configuration for thousands of hosts. In addition,
the diversity among networks make it difficult for people to
share their configurations and mitigate this effort.

Over the last several years, our group’s thesis has been
that the automatic adaptation to the network context will
significantly improve the performance and accuracy of
network-based security systems. The general idea of adding
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Table 1. Comparing the vulnerable population in four networks, by operating systems and TCP
ports(from [21]). Different networks have different vulnerability profiles.

context to computing so that they can better serve human
need has received significant attention from the academic
community. As explicitly adding context for each user is
too cumbersome, most of these efforts have tried to lever-
age user group activities to automatically infer the context.
In the mobile computing community, context in the form
of location, role and time has been used to automatically
adapt a mobile device [16]. For example, a cell phone can
vibrate instead of ringing if it knows that a person is in a
meeting. This automatic adaptation reduces human com-
puter interaction and makes it easier to manage a mobile de-
vice. Search engine technologies have leveraged user click
through to determine the context for a query and improve
search ranking [11]. These techniques do not require each
user to provide explicit feedback but automatically deter-
mine the context for a query by exploiting the large amount
of user data.

In this paper, we explore different types of context in-
formation that are not currently used by current security
solutions and show how such information can be used to
improve the performance and accuracy of these systems.
We begin in section 2 by explaining what we mean by con-
text, why the measurement of context is difficult, and what
can be accomplished with context if it can be captured. In
section 3, we highlight several examples of our previous
work which quantify the effects of context, utilize different
forms of context to improve performance and accuracy, and
aggregate context to solve difficult security problems. We
conclude in section 4 with a discussion of interesting future
directions for context-aware security.

2 Context

Context can mean a variety of things to computer sci-
entists, from one’s physical location, to one’s current desk-
top environment, the task being performed, etc. We begin,
therefore, by providing a definition of what we mean by
context and more specifically, context-aware security. We
show that the properties important to context-aware security
are, in fact, non-trivial to measure. However, we argue that,
if they can be measured, context can be used in a variety
of ways that improve performance and accuracy of existing
and new security applications.

2.1 What is security context?

Short of unplugging our computers from the network and
locking them in a room, there is no absolute security. At
its most fundamental level, then, security is a risk analysis
activity in which practitioners decide what they wish to pro-
tect from whom and at what cost. The key to understand-
ing these tradeoffs are three properties, which we define to
make up a network’s security context:

e Vulnerability profile: The vulnerability profile repre-
sents the space of all possible targets and ideally all
methods of unauthorized access to those services. In
the traditional sense, this is a mapping between the
device (i.e., machine), operating system, applications,
and the list of known vulnerabilities for each. More
broadly, this encompasses unknown vulnerabilities in
server software and the social engineering path for ac-
cess acquisition in client software.
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Table 2. (Left) Packet rate as seen by each sensor normalized by /24 (from [7].) (Right) The number
of darknets (of 31) reporting a port in the top 10 ports over a day, week, and month time frame
(from [4].). Different networks have different attack surfaces.

e Attack surface: The attack surface represents the
unique threats posed by attackers to the defenders of
a particular network. In a traditional sense, it is a mea-
sure of the remote network exploits (either attempted
or successful) directed at a particular network. In a
broader sense, it encompasses the notion of who the at-
tackers are, what resources they are interested in, and
the current techniques for acquiring those resources.
For example, while a network might run a large num-
ber of (potentially vulnerable) printer services, attack-
ers may avoid these services due to their uniqueness
(and hence difficulty in exploiting), as well as the lim-
ited value in compromising them. Of course, other at-
tackers may feel just the opposite about having access
to printed documents—the context matters.

e Usage model: While the attack surface helps priori-
tize the potential targets specified in the vulnerability
surface by defining what the attackers are interested
in and the current tools used to achieve them, the us-
age model helps defenders prioritize the importance of
the services on the network. This prioritization can
be as simple as defining what services are most used
on a network, but may layer in notions of data impor-
tance, disclosure liability, opportunity costs on failure
in availability, etc.

2.2 Why is context hard?

In the previous section, we defined security context to in-
clude a network’s attack surface, vulnerability profile, and

usage model. Unfortunately, obtaining this context for most
networks is not a trivial exercise. In this section, we ex-
amine the two main hurdles for context measurement: the
diversity among networks and the dynamic nature of con-
text.

2.2.1 One size does not fit all

As network and security practitioners, it should come as
no surprise that different networks exhibit different traits
or characteristics. What we have found during our research,
however, is that these differences are surprisingly large, per-
vasive, and have significant impacts on all aspects of the
security in an organization. For example, consider the is-
sue of an organization’s vulnerability profile. Table 1 com-
pares the vulnerable population in these of four networks
networks in two ways: by the operating system and the
TCP ports. Of the four production networks (A/16, B/16,
C/17 and D/19), two of these networks (A/16 and B/16)
are academic networks and two (C/17 and D/19) are web
server farms. The second largest operating system in net-
work A/16 is surprisingly Cisco IOS, which is found in the
wireless access points and routers in the academic campus.
On the other hand, Apple Mac OS is the dominant operating
system in network B/16. As expected, the web-server farms
were dominated by Windows servers. While SSH seems
to be predominant service found in A/16 and B/16, HTTP,
FTP and SMTP seems to be the dominant services in the
web server farms. Therefore, the vulnerability profile may
differ significantly depending on the network.
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Table 3. The network application usage (Kbps) at 4 different networks. Different networks have dif-

ferent usage models.

Today’s attacks are global and everyone see the ”same
stuff” right? Unfortunately, the threat landscape also dif-
fers significantly for different networks. Cooke et al. [7]
monitored unused address spaces (darknets) in different net-
works. Since unused addresses do not have any legitimate
services, the traffic directed to these addresses are suspi-
cious. Figure 2 shows the packet rates observed by different
sensors and normalized by /24 address range. It shows that
some networks receive significantly more suspicious traffic
than others. In Bailey et al. [4], we examined, for 31 dark-
nets, the top 10 destination ports, based on the number of
packets, and compared these lists across darknets. Figure 2
shows the number of darknets that had a particular desti-
nation port in their top 10 list. The analysis is performed
for the top 10 destination ports over a day, top 10 destina-
tion ports over a week, and top 10 destination ports over a
month. This figure shows that there are over 30 destination
ports that appear on at least one darknet’s top 10 list. A
small handful of these destination ports appear across most
darknets (1433, 445, 135, 139), but most of the destination
ports appear at less then 10 of the darknets. Not only are
there more or less attacks based on where you are, those
attacks are targeting different services as well.

The traffic characteristics of a network may also be sig-
nificantly different than others. For example, the list of
IP addresses that legitimately access services on a given
network may be different from other networks. Similarly,
HTTP may be the most prominent protocol in web server
farms and SMTP may be the most prominent protocol in
a mail service provider network. Consider the data in Ta-
ble 3. While some applications (e.g., web) are global pop-
ular, many are not (e.g., Lotus Notes, XBox). Note also
the stark differences in the magnitude of traffic as well as
the different behavior as either servers (e.g., high in bound
traffic) or clients (i.e., high outbound traffic) of a particular
service.

2.2.2 Dynamic Nature of Context

Another interesting observation of our work is that these
unique individual contexts are highly dynamic in nature.
Attack surfaces, usage models, and even vulnerability pro-

files change rapidly as new attacks are released, flash
crowds are formed, or new application emerge. As an ex-
ample, consider Table 4 which shows the top five TCP ports
and the number of packets observed over a day for five
months on the a /24 darknet in the B/16 network. We find
that new services were targeted heavily each month. The
TCP ports 6000 and 1080 were the unusual ones targeted
in April, the TCP port 5000 was targeted in May, the TCP
ports 22 and 5900 were targeted in June, and TCP port 4444
in July. The highly variable nature of this threat landscape
makes chasing exploits difficult for the defenders, who must
adjust their vision of the attack surface to today’s or this
week’s most popular attacks.

2.3 What do we do with context?

In the previous section, we argued that our elements of
context-aware security (attack surface, vulnerability profile,
and usage model) are in fact difficult to measure due to
their dynamic nature and the large degree of diversity in
each across networks. This argued strongly for automated
techniques for capturing and updating the unique security
context for individual organizations, but such mechanisms
are only useful if the security context can be applied to do
something useful. Perhaps the most straight forward appli-
cation is in the area of configuration. Most modern security
devices (e.g., IDS, Firewalls, anti-virus software) have a be-
wildering array of configuration options, from the mundane
display and alerting features, to update frequency, sensitiv-
ity parameters, and detection techniques. Setting these op-
tions correctly and optimizing them for the individual secu-
rity context of a network is one such interesting application.

Perhaps slightly less obvious is the application of these
methods to the placement of security devices within a net-
work. Many network centric security devices rely on mon-
itoring or shaping traffic as seen on a particular network or
connection. As modern networks become increasingly flat-
tened and porous, the placement of these devices becomes
less and less obvious (i.e., the death of the DMZ and the
walled garden) and the need for informed placement in-
creasingly important. While configuration and placement
are interesting applications of context, they still treat an in-



dividual security device as a black box.

One of the most interesting applications of context is to
modify the black box itself to suit the context of the net-
work. For example, by understanding the unique way in
which users make use of network resources, we can reorder
rule evaluation to save space, time, and increase accuracy.
We can suggest that a security detection device currently op-
erating at the host might best be used in the cloud, while a
network policy device, might be be used on the host. Con-
figuration, placement, modifying key assumptions are just
some of the applications of context we have explored, and
many other such applications certainly exist. In the next
section, we examine some examples of our work in this
area.

3 Examples

The emergent definition of context and its application
areas in the previous section were the direct result of 10
years of research in security and distributed systems in our
research group. In this section, we highlight some of the
more interesting classes of projects including: quantifying
the scope of context, applying different forms of context,
and aggregating multiple contexts to solve difficult prob-
lems.

3.1 Quantifying Context

As network-based threats become increasingly promi-
nent, characterizing, monitoring, and tracking these threats
is critical to the smooth running of individual organizations
and to the Internet as a whole. To increase their view of
these threats, researchers and network operators started in-
strumenting unused address space. Because there are no
legitimate hosts in an unused address block, traffic must
be the result of misconfiguration, backscatter from spoofed
source addresses, or scanning from worms and other net-
work probing. The most common application of this tech-
nique is the global announcement and routing of unused
space to a collection infrastructure that records incoming
packets [14]. Using these techniques, researchers have suc-
cessfully characterized and classified the traffic observed at
unused blocks [15].

In this work [7, 3] we demonstrated that achieving a rep-
resentative sample may not be as simple as monitoring a
few unused address blocks. To better understand how ob-
served traffic is affected by sensor placement, we used data
from the Internet Motion Sensor [8]. The Internet Motion
Sensor (IMS) is a distributed collection of blackhole sen-
sors. These sensors are deployed in networks belonging
to service providers, large enterprises, and academic insti-
tutions representing a diverse sample of the IPv4 address

space. We presented empirical evidence that different ad-
dress blocks observe significantly different traffic volumes
and patterns(e.g., Table 2(left)). This evidence was then
combined with additional experimentation to build a list of
sensor properties providing plausible explanations for these
differences. Using these properties, we concluded with rec-
ommendations for understanding the implications of sensor
placement.

3.2 Applying Different Forms of Context

Applying allocation policy This vast pool of unallocated,
unrouted, and unassigned addresses sitting idle across the
Internet can be used to provide intelligence on malicious
and misconfigured Internet activity [17]. There are a range
of techniques for monitoring contiguous ranges of unused
addresses, including honeypots [1, 25, 26], virtual honey-
pots [4, 10, 28], emulators [18, 29], simple responders [3],
and passive packet capture [9, 20]. We refer to these tech-
niques together as honeynet monitoring.

Existing honeynet monitoring systems only cover a very
small percentage of the available unused address space.
Two fundamental problems limit monitoring more ad-
dresses. First, address allocation information is distributed
across many devices, applications, and administrative do-
mains. For example, address registries like ARIN can pro-
vide information on what addresses are assigned to an orga-
nization, but not on what addresses are routed or reachable.
The second challenge is that address allocations can change
quickly. For example, wireless devices can enter and leave
a network, and instability in routing information can impact
address reachability. The result is that honeynet monitoring
systems today monitor only easily obtainable, contiguous
blocks of addresses.

This work [6] presented an architecture that automated
the process of discovering these non-productive addresses
by participating directly with allocation, routing, and pol-
icy systems. The goal was to pervasively discover unused
and unreachable (“dark’) addresses inside a network so that
traffic sent to those addresses can be forwarded to hon-
eynet monitoring systems. To demonstrate our approach,
we constructed the Dark Oracle, a system designed to dis-
cover unused and unreachable addresses within a network.
The system integrated external routing data like BGP, in-
ternal routing data like OSPF, and host configuration data
like DHCP server logs to construct a locally accurate map
of dark addresses. The Dark Oracle automated address dis-
covery, significantly simplifying the process of finding dark
addresses. It also provided unique local visibility into inter-
nal threats and targeted attacks. We deployed a pervasive
honeynet detector that uses the addresses from the Dark Or-
acle and showed how unused addresses from a DHCP server
reveal almost 80,000 unique source addresses compared to



04/19/2006 | 05/19/2006 | 06/19/2006 | 07/19/2006 | 08/19/2006
6000 445 22 135 1433
445 139 5900 80 1080
1433 5000 3128 4444 445
1080 1433 8080 445 5900
135 80 80 1433 1521

Table 4. The top 5 TCP ports observed in a /24 sensor in network B/16, over a period of 5 months
(from [21]). The attack surface changes quickly over time.

4,000 found by a traditional /24 monitor. Because we were
also able to monitor outgoing addresses, we discover al-
most 2,000 locally infected or misconfigured hosts in an
academic network. These experiments demonstrated the ef-
fectiveness of the Dark Oracle in discovering highly dis-
tributed local and global dark addresses, thereby enabling
quick detection of targeted and internal attacks.

Applying work load Intrusion detection and prevention
systems take a set of signatures and detect intrusions by
matching them with network traffic. Existing approaches to
signature evaluation apply statically-defined optimizations
that do not take into account the network in which the IDS
or IPS is deployed or the characteristics of the signature
database. In this work [24] we argued that for higher per-
formance, IDS and IPS systems should adapt according to
the workload, which includes the set of input signatures and
the network traffic characteristics.

We developed an adaptive algorithm that systematically
profiles attack signatures and network traffic to generate a
high performance and memory-efficient packet inspection
strategy. We implemented our idea by building two dis-
tinct components over Snort: a profiler that analyzes the
input rules and the observed network traffic to produce a
packet inspection strategy, and an evaluation engine that
pre-processes rules according to the strategy and evaluates
incoming packets to determine the set of applicable signa-
tures. We have conducted an extensive evaluation of our
workload-aware Snort implementation on a collection of
publicly available datasets and on live traffic from a border
router at a large university network. Our evaluation shows
that the workload-aware implementation outperforms Snort
in the number of packets processed per second by a factor
of up to 1.6x for all Snort rules and 2.7x for web-based rules
with reduction in memory requirements. Similar compari-
son with Bro shows that the workload-aware implementa-
tion outperforms Bro by more than six times in most cases.

Applying vulnerability profiles A Honeynet is a collec-
tion of sacrificial hosts explicitly deployed to be scanned,
compromised, and used in attacks. Honeynets have recently

become popular to detect and characterize threats such as
worms, botnets, and malware. Unfortunately, existing ap-
proaches to deploying honeynets largely ignore the problem
of configuring operating systems and applications on indi-
vidual hosts, leaving the user to configure them in a manual
and often ad hoc fashion. In this work [21], we demonstrate
that such ad hoc configurations are inadequate: they mis-
represent the security landscape of the networks they are
trying to protect and are relatively easy for attackers to dis-
cover. Therefore, a honeynet configuration should take the
deployment context i.e., the network in which it is deployed
to provide visibility into attacks and resistance to finger-
printing.

We showed that manually building honeynet configura-
tions for each network is hard, as each network has its own
unique threat and vulnerability spaces, and the potential
number of hosts to configure in the honeynet is quite large.
We argued that honeynets with individually consistent hosts
and proportional representation of the network will achieve
the two desired goals of visibility into network attacks and
resistance to discovery. We developed an automated tech-
nique based on profiling the network and random sampling
to generate these honeynet configurations. Through experi-
mental evaluation and deployment of configurations gener-
ated by our technique, we demonstrated significantly more
visibility and higher resistance to discovery than current
methods.

3.3 Aggregating context

Aggregating to solve global problems In order to ad-
dress globally scoped Internet threats, threat detection and
classification systems are needed to provide detailed foren-
sic information on new threats in a timely manner. In this
work bailey:2005:filter, we investigated the problem of fil-
tering darknet traffic in order to identify connections wor-
thy of further investigation. In particular, we analyzed data
from a large, distributed system of darknet monitors. We
characterized the traffic seen by these monitors to under-
stand the scalability bounds of a hybrid monitoring system
that consists of distributed darknet monitors and a central-



ized collection of honeypots (or honeyfarm). We found that
a small fraction of the total source IPs observed at a sin-
gle darknet are responsible for the overwhelming majority
of the packets and that most behavior consists of sources,
and to some extent target services, that are not observable
across darknets. From these characterizations we show that
source-based filtering is an effective method of reduction
for individual darknets, but fails to provide additional ben-
efits when multiple darknets are combined together. There-
fore we created an algorithm that is both very effective in
reducing the large amount of traffic seen by darknets to a
small handful of events and is easily within the capabili-
ties of the most modest honeyfarms. A broad production
deployment of this algorithm over a three month period in
2005 provided analysis of five major global events, includ-
ing the MySQL Worm and the scanning associated with the
WINS vulnerability, as well as the Veritas Backup vulnera-
bilities.

Aggregating to solve a local problem Blacklists have be-
come popular among the operational community to filter
or block the explosive growth of unwanted traffic on the
Internet. Blacklists generated from firewall logs are used
to block compromised hosts and blacklists generated from
spamtraps are used to block spam. While these techniques
have gained prominence, little is known about their effec-
tiveness or potential drawbacks.

We performed a preliminary study [22] on the effective-
ness of reputation-based blacklists—namely those that are
used for spam detection. We examined the effectiveness,
in terms of false positives and negatives, of four blacklists,
namely NJABL, SORBS, SpamHaus and SpamCop and in-
vestigated into the sources of the reported inaccuracy. We
found that the blacklists studied in our network exhibited a
large false negative rate. NJABL had a false negative rate of
98%, SORBS had 65%, SpamCop had 35% and SpamHaus
had roughly 36%. The false positive rate of all blacklists
were low except that of SORBS, which had an overall false
positive rate of 10%. The false positive of SORBS came
mostly from blacklisting six Google mail servers that sent
significant amount of ham to our network. However, since
very little is known about the approaches taken by these ser-
vices to generate their blacklists, and only the results of the
generation are available (not the raw data), no one has ex-
plored in depth the reasons for these failures.

To solve this problem, we proposed [23] a new context-
aware approach to blacklist generation. By making use
of local usage and reachability information as well as the
global information provided by blacklists, we showed that
we can provide a significant improvement over existing ap-
proaches. In particular, this context aware paradigm en-
abled two specific techniques: ratio-based blacklisting and
speculative aggregation. In the ratio-based blacklisting ap-

proach, the traffic on the live network is compared to the
traffic on the spamtraps to determine if it is safe to black-
list an IP address. We called this approach the ratio-based
approach as the ratio of email messages on the live network
to the email messages on the spamtrap is used as a measure
to blacklist an IP address. In the second approach, specula-
tive aggregation, we used local reachability information as
well as application history to predict where new spam mes-
sages will come while limiting the chance that these pre-
dicted hosts or networks are of use to the local network. A
deployment of context aware blacklists for over a month in a
large academic network demonstrated significant improve-
ment in blacklist accuracy.

4 Discussion

In this paper, we have taken a retrospective look at some
of our research group’s output and characterized this work
in terms of context-aware security. We defined context to
be the unique attack surface, vulnerability profile, and us-
age models that underly the unique risk tradeoffs embodied
by each organization. Context-aware security, then, is the
application of this context to improve the accuracy, perfor-
mance (in time or space), or reliability of security software
devices, algorithms, or techniques. In its most basic form,
our thesis has been that “one size does not fit all”. Security
is not something that can be applied uniformly as if encryp-
tion, intrusion detection, honeypots, etc. are security in and
of themselves. They must be applied differently in each
unique context if they are to be effective.

While the notion of context-aware security strikes at the
core of nearly all modern security problems, we do believe
that several areas of context-aware security provide particu-
larly interesting and relevant areas for future research. First,
while the previous research examples included both diverse
sources of contextual information and the notion of aggre-
gation, they stopped short of a unified framework for lo-
cal context. By explicitly representing the various aspects
of context (e.g., attack surface) and the multiple represen-
tations of that data (e.g., snort, honeypots, av logs, etc.)
we hope to automate the configuration, placement, and op-
eration of various security devices in the network. Sec-
ond, we believe that context-aware risk assessment offers
perhaps the epitome of context aware application domains.
While previous theoretic work on assessing the security of
networks has focused on vulnerability profiles (e.g., attack
graphs), we believe that a unifying context framework can
help develop concrete metrics for assessing (and mitigat-
ing) risk within one’s network. Finally, we believe context-
aware security interfaces are necessary, not only to man-
age the increasingly ubiquitous and mobile computing en-
vironments of today, but to manage the complexity inherent
in managing one’s context as they move through numerous



such environments.
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