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One of the main di�culties in designing online signature veri	cation (OSV) system is to 	nd the most distinctive features with
high discriminating capabilities for the veri	cation, particularly, with regard to the high variability which is inherent in genuine
handwritten signatures, coupled with the possibility of skilled forgeries having close resemblance to the original counterparts. In
this paper, we proposed a systematic approach to online signature veri	cation through the use of multilayer perceptron (MLP) on
a subset of principal component analysis (PCA) features. �e proposed approach illustrates a feature selection technique on the
usually discarded information from PCA computation, which can be signi	cant in attaining reduced error rates. �e experiment
is performed using 4000 signature samples from SIGMA database, which yielded a false acceptance rate (FAR) of 7.4% and a false
rejection rate (FRR) of 6.4%.

1. Introduction

Biometrics can be literally described as human biological
characteristics that can be used for recognition [1]. Bio-
metric recognition systems are normally developed for two
main purposes, which are identi	cation and veri	cation.
�e deployment of biometric computerized applications for
providing access control and monitoring is now common
in a variety of public organizations, 	nancial institutes, and
airports [2, 3]. A biometric system can be modeled based
on either physical or behavioral traits of individuals [1].
Physical traits such as face, 	ngerprint, and iris are very
unique to every individual and are stable over an extended
period of time [1]. Hence, biometric systems, which are based
on these traits, are usually accurate and reliable enough for
identi	cation purposes that involve one tomany comparisons
[1, 4].

On the other hand, behavioral traits such as voice, gait,
and signaturemay be susceptible to changes over time [1] and

can be skillfullymimicked by impostor [5].�us designing an
accurate behavioral based biometric system is a challenging
task.

While many biometric technologies su�er from privacy-
intrusion issues, handwritten signature is perhaps a speci	c
biometric trait that is widely accepted by the general public
[2, 3]. �is is mainly because of the long-dated history of
signatures as tokens for veri	cation of 	nancial transactions
and legal document bindings [2, 3, 6].

In an automated handwritten signature veri	cation sys-
tem, the collected biometric samples of a user’s signature
are usually stored in a database as reference templates to be
used as basis for subsequent veri	cation stages. However,
intrauser variability, which is de	ned as changes in the
genuine templates of the same user, is one of the greatest
challenges in signature biometrics since it a�ects the accuracy
of the system [7–10]. In addition, given su�cient signature
samples, a forgery can be producedwith a high degree of close
resemblance to the original counterparts [8, 11, 12].
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�ere are two main approaches to signature-based bio-
metrics, namely, online and o�ine approaches [13]. In the
o�ine approach, also known as the static approach, the signa-
ture image is scanned or captured using a camera or scanner
a�er the signature is signed on a paper. On the other hand, the
online (dynamic) technique is capable of extracting dynamic
user features (trajectories, pressure, velocity, etc.) during the
signing operation and captures the information using digi-
tizing devices, such as tablet or touch pad [13]. �is research
work focuses on the latter approach, as it allows for a richer
set of information to be captured in addition to the signature
images.

Figure 1 depicts the basic structural design of an online
signature veri	cation (OSV) system [16]. Initially, signature
samples are collected in the enrollment stage, whereby
useful information known as dynamic features is extracted
in order to build a user’s reference template, which is
stored in the knowledge database. �en, the template
is used as a reference for comparison with the new
queried user’s features to decide either to reject or to
accept the queried signature sample as genuine or not
[17]. It is virtually impossible for a user to reproduce his/her
exact signature onmultiple attempts due to intrauser variabil-
ity. Intrauser variability measures the di�erence between the
signatures of an individual, whichmay be in�uenced by envi-
ronmental, health, and emotional challenges while signing
[14, 18].

In the last decade, a number of studies have been carried
out on online and o�ine signature veri	cation with the
sole aim of improving the veri	cation accuracy [19]. �e
veri	cation system should also incorporate lesser compu-
tational complexity in order to provide fast response for
real-time applications [16]. Several classi	cation methods
have been suggested for robust veri	cation purposes, one
of which includes arti	cial neural network (ANN) [20–
24]. �us, in this paper, we maintain the use of ANN
as the classi	er and focus on improvement at the feature
level.

To this end, we propose the use of function-based
features that provide more detailed signature dynamics
compared to the conventional parameter features such as
number of pen-ups and pen-downs and displacement [16].
In order to reduce the data dimension, principal compo-
nent analysis (PCA) is used on the signature time series
signals such as pen trajectories (�, �) and pen pressure
(�).

�e overview of the proposed architecture is shown in
Figure 2. First, the time series signals (�, �, �) are extracted
as PCA features, such as components, latents, and scores.
�en, these features are used in training and testing stages
based on a multilayer perceptron (MLP) classi	er with
200 users and 8,000 samples to detect genuine or forged
signatures.

�e rest of this paper is structured as follows. �e
experimental signature database is described in Section 2.
Section 3 illustrates the materials and methods. Section 4
evaluates the experimental results. We discuss our 	ndings
in Section 5. Finally, a conclusion is drawn in Section 6.

2. Experimental Handwritten
Signature Database

�e database used for this study is the SIGMA database [25].
A random subset of 200 users which is composed of 20
genuine, 10 skill-forged, and 10 non-skill-forged signatures
for each user is selected. In the training phase, 10 genuine,
5 skill-forged, and 5 non-skill-forged signatures are selected
to represent each user’s signature sample in the training
phase. Similarly, the same number of samples is used during
the testing phase. A genuine signature is labeled 1, and a
forged signature is labeled 0. �e total signature samples
selected for the training set are 4,000, and the remaining
4,000 samples are used in the testing set. Table 1 summarizes
the number of samples utilized in this study.�e signatures in
thementioned database are represented by time series signals
such as pen trajectories (�, �) and pen pressure (�) at each
sampling point as shown in Figure 3.

3. Materials and Methods

In this study, PCA is used to analyze the signature time
series signals to decrease the feature space dimensionality and
extract new prominent features. �en we performed a strate-
gic feature selection by selecting some other elements in PCA
computation such as latent and score. Finally, the obtained
features from the feature extraction and selection stages are
combined to represent the signature at the classi	cation stage.

3.1. Feature Extraction and Selection. PCA is one of the most
popularly used statistical methods for feature extraction,
dimension reduction, and data representation in pattern
recognition and computer vision [26]. �e basic concept of
PCA involves mapping multidimensional data distribution
into a lower dimension with reduced loss of important
information. It is achieved by projecting the raw data with
high correlation between variables to a new space with
uncorrelated variables [24]. �e resulting principal com-
ponents are utilized as extracted features to represent the
data.

As initially pointed out in Section 2, in our selected sig-
nature subset, each signature sample in the SIGMA database
is composed of three time series signals (�, �, �), resulting in
a feature vector with high dimensionality. However, in order
to represent the feature space of each signature in a lower
dimension, we consider six fundamental steps for computing
PCA, before performing feature selection. �e procedural
steps are simpli	ed as follows.

Step 1. Find the mean value of dataset � using (1) on each
variable (�, �, �):

� = ∑��=1��
� , (1)

where� is the number of available samples.
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Table 1: Number of samples per user in training and testing.

Genuine signature samples Skill-forged signature samples Non-skill-forged samples Number of users Total samples

20 10 10 200 8000

Acquisition and

preprocessing

Feature
Comparison

Knowledge

Accept/reject
extraction

database

Figure 1: Online signature veri	cation system schema.

Step 2. Subtract the mean value (�) from each sample value
(�) as shown in the following equation to have a new matrix
(dataadjust) with the same dimension,	(� ∗	):

Φ� = �� − �. (2)

Step 3. Compute the covariance of any two variables, (�, �),
(�, �), and (�, �), separately using (3) on the previous matrix
(� ∗	) :

Cov (	) = ∑��=1 (�� − �) (�� − �)
(� − 1) . (3)

Step 4. Using the following equation, compute the eigenval-
ues from covariance matrix:

|	 − ��| = 0. (4)

Step 5. Also, calculate the eigenvectors from the covariance
matrix using the following equation:

(	 − ���) �� = 0. (5)

Step 6. Finally, retain the largest eigenvectors � as the
principal components with respect to the eigenvalues.

Since we exploited MATLAB workstation for our imple-
mentation, hence, we provide some insight on the conversion
of some terminologies such as loading to latent, eigenvalue to
score, and eigenvector to component. �e latent is a vector
describing all the observations in a signature. For each latent,
we calculate the projection error to get the score value with
respect to its latent. Finally, the component is a combination
of three elements, and it is calculated as follows:

component = score × latent + residual. (6)

A�er PCA transforms the data, the result obtained is
composed of three components as features because our
dataset space is three dimensional with �, �, and � variables.
We could reconstruct the original data by these components.
�e information that is not going to be explained by the
components in original data is called the residual. �e
number of components is dependent on the value of the
residual information.

�erefore, any of the three resulting components can
be used to represent the original signature observations.
�e values in the score matrix are ranked based on their
variance in a decreasing order, which also corresponds to the
arrangement of the principal components. For instance, the
	rst component has the highest variance value with respect
to its score compared to the other two components. Likewise,
the second component has the second highest variance while
the third component has the least variance value.

3.2. Veri	cation. �e classi	er used in this experiment is
MLP neural network, which is based on a supervised learning
technique called backpropagation. Basically, a MLP neural
network is composed of an input layer, a hidden layer,
and an output layer, which also corresponds to the �ow of
distribution of the feature vector in the network to attain a
desired output. �e computation of neural network involves
a set of input signals, synaptic weight at each neuron, and
a bias. �e output is some function of weighted summation
of the input. �is function is the activation function, which
maps the amplitude of values of the output into a certain
range.�e training of the network is an iterative procedure. In
each iteration, weight coe�cients (�) of neurons are changed
based on the output error that is propagated from the output
layer to the front layer to estimate the hidden layer errors [27].

In the beginning of training, the weights (�) are ini-
tialized with small values between 0 and 1 and the output
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Figure 2: A schematic diagram of suggested online signature veri	cation system.
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Figure 3: Sample of signature pen trajectories and pressures in SIGMA DB: (a) genuine signature sample; (b) skill-forged signature sample;
and (c) user 193 genuine signature sample as a non-skill-forged signature.
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of each neuron is an input for feeding the next hidden
layer [23]. In the paragraph below, the learning procedure in
backpropagation network is explained.

�e output (�) is linear combinations of inputs and can
be computed, where � is index of input, � is index of neuron,
and� is the number of input samples [28], as follows:

� =
�
∑
�=1

����� + ���+1. (7)

�en, the output (�) is compared with the desired output,
resulting in an error (�). �e following equation shows how
error is calculated, where �� are the target values and �� are the
output values [28]:

� = 1
2
�
∑
�=1

(�� − ��)2. (8)

As a result, the error (�) for each neuron is used for
adjusting the weight, with the aim of attaining the desired
output; the error sends back to 	nd the error value (�) of each
layer (e.g., layer �) in lower hidden layers based on its higher
layer (�) error as follows:

�� = �� (1 − ��)∑
�
�����. (9)

Finally, the error in each neuron is used to update the
neuron weights in order to minimize the total error value to
achieve an output value close to the desired output. It can be
calculated using the following equation, where � is learning
rate:

��+1�� = ��� + �����. (10)

4. Experimental Result

In this paper, we used ten genuine signature samples and
	ve skill-forged signature samples for each user. In addition,
we included another 	ve genuine signature samples from a
randomly selected user (user 193) to have non-skill-forged
signatures. Similarly, in the testing phase, another ten genuine
signature samples of the same user and 	ve skill-forged
signature samples of that user and 	ve genuine signature
samples from user 193 are combined to make the testing
matrix.

We here note that the selection of principal components
for attaining a reliable recognition rate is quite heuristic.
�erefore, we initially utilized all the three achieved compo-
nents as features. As a result, the feature vector is composed
of only nine values rather than the high-dimension space to
represent a signature sample. According to our experimental
result, these nine features are not enough to model a reliable
online signature veri	cation system, as the recognition rate
was only 82%.

A�erwards, we resorted to exploring the proposed PCA
feature selection strategy, which consists of other informa-
tion, such as latent and score as explained in Section 3. In
addition to the nine features used in the previous experiment,

1 9 10 11 12 13 50· · · · · ·

P scoresComponent values Latent values

Figure 4: A vector to represent a user’s signature.

Table 2: Step value of choosing (�).
Size of score matrix Step value

≥190 5

≥152 4

≥114 3

≥76 2

<76 1

the 	rst latent vector from the 	rst component is selected.
Also, we utilized 38 score values from the whole score
matrix. �erefore, the resulting feature representation for
each signature consisted of 50 prominent features that are
combinations of nine component values, three latent values,
and thirty eight scores, as shown in Figure 4.

However, the length of each signature varies from that
of another; as such, we used a random score value selection
instead of selecting the 	rst 38 score values from the score
matrix, since we have di�erent length for each score matrix
in any signature sample. Furthermore, we used a variable �
as a sampling step, which is a selector that is de	ned by the
following decisions, shown in Table 2. For example, if the size
of our score matrix for the 	rst signature sample is more than
190, the � step is de	ned as 5. Figure 5 shows a schema of user
signatures’ training and testing matrices with 20 samples for
each user.

A�er dividing the mentioned subset into training and
testing data, the desired output for both training and testing
data should be identi	ed as well to evaluate the performance
of the system through supervised learning. Since the dimen-
sion of training and testing data is 20 × 50, the desired output
matrix dimension is supposed to be two 20 × 1 matrices. �e
value 1 indicates the genuine class, and 0 denotes the forged
class based on the sigmoid function that is selected for the
output layer.

Table 3 summarizes the architecture of a two-layer feed-
forward neural network with 50 neurons in the input layer, 20
neurons in the hidden layer, and 1 neuron in the output layer.
�e Levenberg-Marquardt optimization technique, which
has the lowest error, is used for achieving the optimum
adjusted weight values. For calculating the performance,
mean square error (MSE) is used.

Table 4 shows the test results, where the proposed tech-
nique is able to achieve 7.4% and 6.4% for the false acceptance
rate (FAR) and false rejection rate (FRR), respectively, and
93.1% accuracy as calculated using the following equation:

Accuracy (%) = 100 (%) − [(FRR + FAR)
2 ] . (11)

For evaluating the proposed OSV model, receiver oper-
ating characteristic (ROC) curve is used. �e ROC curve
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Table 3: Neural network architecture.

Type Training algorithm Activation function Performance function Number∗

MLP Levenberg-Marquardt Sigmoid MSE 50 20 1
∗Number: number of neurons in input, hidden, and output layers.
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Figure 5: Sample of training and testing matrices per user.

Table 4: Recognition and error rates.

Accuracy (%) FAR (%) FRR (%)

93.1 7.4 6.4

shows the visual plot of FAR against FRR based on variety of
thresholds between 0 and 1. �e optimum threshold should
minimize the false negative and false positive values. �e
ROC curve for the proposed technique is shown in Figure 6.
�e result shows that the optimum threshold value is 0.4.

To gain a better understanding of the e�ect of the
selected features from PCA analysis on recognition results, a
comparison of previous approaches on the SIGMA database
is shown in Table 5.�e comparison shows that the proposed
feature selection method which resulted in 50 subset features
is more e�cient than the previous methods. Meanwhile, it
is obvious from Table 5 that despite using similar classi	er
(ANN), the same number of samples for training and testing,
but di�erent feature selection and extraction strategies, the
proposed method outperformed the techniques presented in

0
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0 20 40 60 80 100 120

F
R

R
 (

%
)

FAR (%)

Figure 6: ROC curve of the proposed model.

[14, 15]. With regard to this, we denote that not only could
the PCA coe�cients be e�ective as features in veri	cation but
also the latent and score can serve as additional features in
attaining higher accuracy.
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Table 5: Some related works on SIGMA database.

References Classi	er
Feature

extraction
No. of obtained

features
No. of samples
in training

No. of samples
in testing

FAR
(%)

FRR
(%)

Accuracy
rate (%)

�reshold value

Iranmanesh et al.
[14]

ANN
Pearson

Correlation
9 4000 4000 21.3 13.8 82.4 N/A

Malallah et al. [15] ANN PCA 162 4000 4000 8.5 24.3 83.5 N/A

Proposed technique ANN PCA 50 4000 4000 7.4 6.4 93.1 0.4

5. Discussion

�is study measured the performance of the proposed OSV
system based on 50 selected features a�er implementing PCA
on the signature to represent it in the veri	cation system.
Moreover, 200 users with 8,000 signature samples have been
used in this study to estimate the recognition accuracy, which
is 93.1%. It is also obvious that a smaller number of signature
features in the training phase caused the results to have less
validity, achieving more FAR and FRR and less accuracy.

In addition, the result attained in this experiment shows
that not only can the components (as features) retrieved from
principal component analysis, which has been commonly
adopted in the previous studies, be utilized in online and
o�ine signature veri	cation, but also other elements, such
as latent and score values, could be used to achieve a high
accuracy rate.

As shown inTable 4, the FRRandFARobtained are nearly
equal. �is nearly equivalent value means that the errors
to detect the genuine and forged signatures are almost the
same. Based on this fact, the average of FAR and FRR is
de	ned as amisclassi	ed rate, with 6.9% that is approximately
close to an equal error rate (EER). Nevertheless, the length
of the signature sample is considered to be more than 38
pen trajectories (�, �) and pressure samples (�) to compute
� value from score element, where the minimum signature
length of the signature in this study was more than 100
observations.

6. Conclusion

A new approach for feature selection in veri	cation and
recognition of online handwritten signatures is presented in
this paper. Utilizing PCA for feature extraction onMalaysian
handwritten signatures, we proposed to extract 50 prominent
features to represent each individual signature. A�erwards, a
MLP is implemented to classify the signatures as either forged
or genuine. �e veri	cation result shows the e�ectiveness of
the proposed technique, as it attained 93.1% accuracy on 200
users and 8,000 signatures consisting of genuine and skill-
forged signatures.
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