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In a relatively short period of time, social media have acquired a prominent role inmedia and daily life. Although

this development brought about several academic endeavors, the literature concerning the analysis of social

media data to investigate one's customer base appears to be limited. In this paper, we show how data from the

social network site Facebook can be operationalized to gain insight into the individuals connected to a company's

Facebook site. In particular, we propose a data collection framework to obtain individual specific data and

propose methodology to explore user profiles and identify segments based on these profiles. The proposed

data collection framework can be used as an identification step in an analytical customer relationshipmanagement

implementation that specifically focuses on potential customers. We illustrate our methodology by applying it to

the Facebook page of an internationallywell-knownprofessional football (soccer) club. In our analysis, we identify

four clusters of users that differ with respect to their indicated “liking” profiles.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Social networks and their role played in daily life increased consider-

ably over the last few years. As illustrated by the editorials of two recent

special issues [3,8], recent academic publications cover a broad

spectrum of topics related to social media. Some examples concern

the potential of social media and its effect on customer loyalty [4];

how to use Facebook to activate customers in sharing product/service

recommendations [7,16,19], the role of social networks, in particular

Facebook, on intentional social actions [6]; the relationship between

personal networks and patterns of Facebook usage [29]; the effective-

ness of user generated content in stimulating sales [10,17,39]. This

short list of topics and references is by no means exhaustive. It only

serves to illustrate the recent interest and range of applications relating

to firms and social networks. One common element among extant liter-

ature is that none of these studies build on directly observed individual

level social network data. Instead, either aggregate data or focus groups

and/or (online) surveys were employed in order to answer the research

questions. This limitation was recently also observed by [31] In their

study of the effect of social media participation on visit frequency and

profitability, survey respondents were linked to their social media (i.e.

Facebook) profiles by matching of names. In this paper we add to the

existing literature by explicitly considering the retrieval and analysis

of profile data directly obtained from social network sites. The proposed

methodology can be implemented into an analytical customer

relationship management (CRM) framework aimed at the analysis of

customer characteristics that may help improve a firm's customerman-

agement strategies. Moreover, by focusing on data from public pro-

files from the social media platform Facebook, we are able to identify

potential rather than actual customers. That is, in contrast to typical

CRM implementations that rely on data directly obtained from cus-

tomers, we consider a much broader group of individuals that indicated

an interest in a firm even when an actual purchase has not yet been

recorded.

The contribution of this paper is threefold: First, we show how

Facebook users that “like” a firm can be identified. As also observed by

[31] this is not a trivial task. Second, using the information volunteered

by such Facebook users through their publicly available pages, we show

how segments of Facebook users can be identified through data visual-

ization and cluster analysis methods. Clustering of a firms' Facebook

fans, may improve understanding of strategic segmentation of social

media users connected to a firm [28] Moreover, the cluster results and

visualizations can be used to improve targeting of marketing efforts.

For example, a companymay consider seeking cooperation with anoth-

er brand or a popular media figure based on the popularity of such a

brand or person with the (potential) customers. Moreover, such efforts

could be targeted directly at specific groups of (potential) customers

rather than at all (potential) customers. Third, we apply our methodol-

ogy to a (large) data set of Facebook users that indicated liking a popular

and successful international football club. This football club granted us

administrator rights, under provision of not revealing the name of the

club and any results indicative of the club's name. The results of our

analysis show that, based on the Facebook users' liking behavior,

clusters can be obtained. Given the differences between liking patterns
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in these clusters, differentiated marketing strategies for the different

clusters can be developed.

The remainder of this paper is structured as follows. First, we briefly

review previous research on analytical CRM and online profiling. Next,

we briefly discuss specific data considerations for Facebook. We

introduce some terminology and review Facebook's data analysis and

programming facilities. In Section 4, we show how specific Facebook

users can be identified. Next, we analyze the individual level data

using a combined multiple correspondence analysis and k-means clus-

ter analysis method. We show how results can be visualized and

interpreted. The paper concludes with a discussion of our results, impli-

cations for research and practice, and future directions.

2. Customer relationship management and online profiling

Customer relationship management (CRM) has become widely

recognized as an important business approach [27,31] defines CRM as

an “enterprise approach to understanding and influencing customer be-

havior through meaningful communications in order to improve

customer acquisition, customer retention, customer loyalty, and customer

profitability”. Hence, customer acquisition (or: identification) can be seen

as the first step in a customer relationship management cycle that, to-

gether with retention and customer development form a complete cycle

geared at creating a better understanding of (potential) customers in

order to increase long term customer value to the firm [22,33,30].

Customer identification is typically based on information directly

available to a firm [38] For example, customers may be required to pro-

vide certain background information upon purchasing a product. In ad-

dition, companies may ask customers to volunteer information by

completing a survey or persuading them to join a loyalty program.

Based on the available data, a customer profile, that is, a model of the

customer, can be constructed. Based on such a customer profile, a mar-

keteer decides on appropriate strategies and tactics to meet the specific

needs of the consumer [32]. Hence, possessing accurate information

about preferences and background characteristics of your (potential)

customersmakes it possible to improve targeting of, possibly individual

specific, marketing efforts [25].

Obtaining direct customer information requires an existing relation-

ship with the firm. That is, customers need to have either purchased a

product or made contact with the firm in such a way that identification

is possible so that additional information can be collected. In the case of

yet unidentified potential customers, it is not possible to acquire data in

this fashion. Moreover, except for the observable transactional data

(i.e., purchase time and amounts, etc.) customers may decline to pro-

vide additional information.

Social media offer a new source of customer profile information. In

particular, social media offer opportunities to identify potential

customers. Through social media, individuals often express preferences

for brands, products, services, persons, political parties, etc., in a free un-

solicitedway. Thus, if one is able to collect such information frompoten-

tial customers of a certain firm, for example by focusing on users that

indicated an interest in that firm, online profiles can be created that

allow for better, individualized, targeting.

Although it has been suggested that the rise of new media requires

novel approaches to successfully manage customer relationships [18],

applications in which customer background data from social network

sources are used to gain insight into customer backgrounds, appear to

be under represented in the academic literature. There are some studies

[24,23,15,5] inwhich social network datawere used that contained per-

sonal information of the users in the data set. However, the goal of these

studies was to study network ties [24], privacy issues [5,15], or relating

the number of friends to the amount of information available on a

person's Facebook page [23]. None of the studies used the data for on-

line profiling: The collection of information from the Internet for the

purpose of formulating a profile of users' habits and interests [37]. In

this paper, we fill this gap by proposing a data collection framework

for the purpose of online profiling.

Online profiling can be divided into two categories: reactive and

non-reactive data collection [37]. Non-reactive data collection focuses

on the collection of data concerning Web usage behavior, e.g., IP ad-

dresses of visitors, time spent on certainWeb pages, and clicking behav-

ior information. These data are used to gain insight into Web user

behavior, and thus, characteristics of individual visitors or visitor

groups. Non-reactive data form a large and potentially interesting

source of online profile information. However, for the construction of

online user profiles, the observed usage behavior must first be trans-

formed into meaningful variables. The construction and definition of

such variables is not always a easy task. In our study, we therefore

primarily focus on the retrieval and analysis of online profiles based

on reactive rather than non-reactive data.

Reactive data collection zooms in on visitor characteristics which

cannot be collected through tracking Web usage behavior of a visitor.

Instead, reactive information is collected by using forms and selection

menus, which have to be filled in by visitors themselves. Reactive data

requires little to no recoding of the original variables and they are im-

mediately collected at the user level. Moreover, in the case of Facebook,

providing reactive data requires very little effort from the users. For ex-

ample, when joining Facebook, users are asked to provide certain per-

sonal background information (e.g., name, gender, date of birth).

Users provide this information by selecting the appropriate options.

This basic background information can be supplemented by more per-

sonal information concerning, for example, hobbies, relationship status

etc. Finally, by “liking” other pages, personal preferences for persons or

objects can be indicated.

The resulting online profiles can be of great value for marketeers, as

they can be used to identify different (segments of) users (customers)

that requiredifferentmarketing approaches.Moreover, it enables the com-

pany to know its potential customers, that is, individuals that indicated a

preference towards the product/brand by “liking” it on Facebook.

3. Facebook data

Facebook users put personal information on their Facebook page.

Some examples are someone's name, gender, date of birth, e-mail ad-

dress, sexual orientation, marital status, interests, hobbies, favorite

sports team(s), favorite athlete(s), or favorite music. Furthermore, it is

possible to specify your Facebook friends, post messages, publish pic-

tures or other content. Consequently, the potential value to marketeers

and researchers of the information available through Facebook is sub-

stantial. However, extracting the information is no trivial task as:

1. Facebook users are able to make certain information not publicly

available and therefore not visible to non friends.

2. Facebook users are not obliged to fill in fields and therefore, many

users do not specify all possible information about themselves.

3. The default statistics that Facebook offers for Facebook page admin-

istrators are limited.

4. It is not obvious how Facebook users who “like” your page can be

identified.

The first two points are a result of the design and policy of

Facebook.com and therefore we take these points as these are. Instead,

we focus on the extraction of available data from Facebook and consider

a user profile data collection framework taking into account the above-

mentioned issues.

The Facebook data collection framework that we propose consists of

three steps: 1) identification of “fans” of the Facebook page, 2) retrieval

of relevant data for the identified fans, and 3) preparation of the data.

The first step of this framework requires administrator rights to the

page, in the other steps public information from the relevant pages

needs to be collected. Before we show how to implement the data
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collection framework, we briefly summarize some important aspects

concerning Facebook pages and the available data.

3.1. Facebook Insights

The owner of a Facebook page is in principle the administrator of the

page. Personal pages are typicallymanaged only by the page owner, how-

ever, in the case of a company's Facebook pages, the page administrator

can also give other Facebookusers these administrator rights. It is possible

to havemultiple administrators for one Facebook page, e.g.,multiplemar-

keting and CRM employees may be page administrators. As Facebook

page administrator, one has certain privileges in comparison to regular

users or visitors of a Facebook page. As administrator, one can edit, pub-

lish and withdraw content, target advertisements and install Facebook

apps on the page. Also, administrators have access to Facebook Insights,

a dashboard which provides statistics on user's growth, demographics,

consumption of content, and creation of content. However, the informa-

tion made available through the dashboard is aggregated over users

who “liked” the page. Consequently, the possibilities concerning the anal-

ysis of individual specific data using this feature, are limited.

On Facebook, users can indicatewhether they “like” another Facebook

page. Thus, they are able to express a form of affinity with the company,

person or product behind the Facebook page. Through Facebook Insights

it is possible to see how many users “like” your page, how this number

evolves over time, and whether these users are active on your page or

not. (The definition of an active Facebook user is as follows: users who,

within a chosen time period, engagedwith, viewed, or consumed content

generated by a Facebook page). Furthermore, you can see which media

on the page are most popular (e.g., watching videos, listening to

audio, or viewing photos). It is also possible to see which Facebook

tabs (e.g., the wall, information, photos, and events) are most popu-

lar and from which external referrers visitors come. Additionally,

one is able to see which page posts have been viewed the most and

which posts generated most user feedback.

The above-mentioned possibilities of the Facebook Insights dash-

board all concern information related to the Facebook page itself. Infor-

mation about the Facebook users is only present through aggregated

breakdowns.

Fig. 1 gives an example of the breakdowns for the gender and age

distributions based on the information a user provided on his Facebook

page. The home country and home city are determined using the IP

address from which users (who indicated “liking” the page) access

the Facebook page. The language is based on the users' default language

setting when accessing Facebook.

Fig. 1. Screenshot of Facebook Insights.
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Other personal information of users, such as, for example, relation-

ship status, sexual orientation, favorite brands, favorite music, liked

pages, etc., are not accessible through the Facebook Insights' dashboard.

3.2. Facebook application programming interface (API)

Through Facebook Developers Platform [9] it is possible to develop

web applications (or plugins) which make use of the Facebook

platform; e.g., mobile applications which makes it possible to connect

to your Facebook page to post pictures, applications which integrate

Facebook features in a Web site, or applications which make it possible

to find friends.

The Facebook Developers Platform consists of multiple applica-

tion programming interfaces (APIs). The Graph API is the core of

Facebook Platform, enabling one to read and write data to Facebook.

It provides a simple and consistent view of the social graph, uniform-

ly representing objects (e.g., people, photos, events and pages) and

the connections between them (e.g., friendships, likes and photo

tags) [9]. In addition to the Graph API, there is an Internationalization

API, an Ads API, and a Chat API. For our data collection framework, the

Graph API is crucial.

TheGraphAPImakes it possible for developers to integrate Facebook

into Web site (Web) applications, and to build Facebook applications.

However, even when a Facebook user has a public profile, which is ac-

cessible (online) by anyone, the data in his profile are not publicly ac-

cessible through the API. In fact, only the following fields are always

publicly available through the API: user id; username; full name; first

name; last name; gender; locale (i.e. the default language setting);

profile picture. For marketing or customer relationship management

purposes, this list is not very useful. In addition, if we compare this list

with the complete list of fields that Facebook provides, we observe

that there is potentially much more relevant information available on

the Facebook pages.

Considering the complete list of fields that Facebook provides, we

identify as potentially interesting characteristics that are not available

through the API: date of birth; place of birth; sexual orientation;

political view; relationship status; education; work experience; contact

information; activities; interests; likes (i.e. internet pages “liked” by a

Facebook user, these could correspond to books, movies, athletes but

also friends' Facebook pages. This last field, likes, is of particular interest

in this study as we want to see if fans can be clustered according to the

preferences indicated in this field. As the API does not allow the retrieval

of these data,weneed to develop alternativemethods. In the next section,

we consider how such data can be obtained.

4. Facebook user profile data collection framework

To gather a Facebook user's profile information relevant to customer

relationship management and/or for marketing purposes, the informa-

tion resources described in the previous section, must be combined.

Fig. 2 shows the user profile data collection framework. For convenience

we introduce the term “fan” for users who “liked” a Facebook page. In

fact, Facebook itself originally gave users the option to “become a fan of”

other pages and changed this into “like”. The data collection framework

consists of three parts: 1) identifying the ‘fans’, 2) gathering the personal

information, and 3) preparing and structuring the gathered data.

4.1. Identifying Facebook page fans

Administrators of a Facebook page, can list fans of their page by

accessing https://www.facebook.com/browse/?type=page_fans&page_

id=1234567890, where 1234567890 should be replaced by the page

ID of the page one is interested in (and is administrator of). A screen

shot of the URL is given in Fig. 3. When one clicks on the ‘See more’

button on the bottom of the page, more ‘fans’ are listed. However,

after showing 500 ‘fans’, the button does not show up anymore.

After exploring the HTTP requests resulting from “clicking” the ‘See

more’ button, we conclude that:

• Facebook uses Asynchronous JavaScript (AJAX) for its HTTP requests.

• Facebook uses two parameters (fb_dtsg and post_form_id) to prevent

cross-site request forgery (CSRF) in its HTTP requests.

• Only authenticated Facebook administrators have access to the page

(cookies are used for authentication).

• The response format of the HTTP request is in JSON format, which

contains each fan's picture, name, URL, and ID.

With these observations inmind, a PHP script to store the name, URL

and ID of each Facebook user in a (MySQL) database, was written. The

pseudo code for this script can be found as Algorithm 1 in Appendix A.

Running this algorithm yields, after removing duplicate Facebook IDs,

10,000 unique ‘fans’. Facebook does not give information about how

these ‘fans’ are selected. By changing the fb_dtsg, and post_form_id pa-

rameters a new set of 10,000 unique ‘fans’ is obtained. Between these

sets there exists some overlap, but the greater part of the ‘fans’ is differ-

ent. As the algorithm always results in 10,000 unique Facebook IDs, it

will be difficult to obtain a listwith all fans if the total number of fans ex-

ceeds the 10,000. A sample, however, can be obtainedwithout toomuch

difficulty by using Algorithm 1, and varying the two parameters.

4.2. Gathering fan's public profile information

The second step in the data collection process is gathering informa-

tion of the Facebook ‘fans’ identified in the previous step. This can be

done by visiting these Facebook pages and storing the relevant, individ-

ual level, data. Note that only public information can be obtained. The

data we thus obtain, only concerns users that granted public access to

their pages.

4.3. Data preparation and storage

The third step in our profile data collection framework, concerns

preparation and structuring of the gathered data. When one creates or

updates his/her Facebook profile, personal information can (and in

Fig. 2. Facebook data collection framework.
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some cases, such as name and date of birth, must) be provided by

completing several fields. There are text fields (e.g., name, language,

interests), check boxes (e.g., sexual orientation), or lists (e.g., gender,

relationship status). For check boxes and lists, the options which can

be selected are limited. For text fields no such limitation exists and

users can type in anything they like. We distinguish between two

sets of variables: background characteristics and liking data.

4.3.1. Background characteristics

From individual Facebook pageswe are able to obtain personal back-

ground information of the users. In particular, from the public profiles

we can obtain the variables gender, date of birth, location, relationship

status and the number of Facebook friends. Gender and date of birth

are straightforward background variables. Concerning the other vari-

ables we briefly indicate how the data is available on the Facebook

pages and how we process these for our analysis.

4.3.2. Location

A user's location is represented by a string with the name of the city

or town someone lives in and/or comes from, together with a URL to the

Facebook page of that location. Location may be useful when analyzing

fans of a page and we may be interested in more details about the loca-

tion. In particular, for a geographical overview of the fanbase one needs

to know the country, continent, and the coordinates (latitude, longi-

tude) of a location. This can be achieved by using the GeoNames geo-

graphical database [36]. The GeoNames API has a fuzzy search engine

which accepts all kinds of input. For example, the engine accepts both

‘Rio de Janeiro’ and ‘Rio Janeiro’ as search terms for the large Brazilian

city. As output, GeoNames yields various details such as, city name,

country name, latitude, longitude, number of inhabitants, etc.

For ‘fans’who don't publicly specify their locationwe cannot discov-

er their latitude and longitude. However, through Facebook's API it is

possible to gather Facebook's language setting. Assuming that the lan-

guages correspond to the user's location, one could use the language

to determine, at country level, the user's location. That is, a Facebook

user who's using Facebook in Japanese is assumed to come from

Japan. Althoughwe believe that this assumption is not a very unrealistic

one, there are cases in which language is not linkable to one specific

country. For example, we cannot infer a country from a user with a

language setting such as “Arabic”, “English”, “French”, “German” or

“Spanish”.

4.3.3. Relationship status

A Facebook user can specify their relationship status by selecting one

of the following options: single, in a relationship, engaged, married, it's

complicated, widowed, separated or divorced. However, in our data set

we also found values as ‘in a complicated relationship’, ‘in an open rela-

tionship’, or ‘civil partnership’. This is probably a result of the fact that

Facebook changed the possible values for the field ‘relationship status’

over the years. At the time of our data gathering process (2011), it

was not possible to choose other values than the eight values listed

above. Therefore, we convert the values ‘in a complicated relationship’

and ‘in an open relationship’ into ‘in a relationship’, and ‘civil partner-

ship’ becomes “married”.

Fig. 3. Facebook administrators: screen shot of Web page which lists people who ‘like’ a Facebook page.
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4.3.4. Number of Facebook friends

The number of Facebook friends can serve as a proxy for Facebook

activity or popularity of a user.

4.3.5. Liking data

In addition to the background information, which, with the excep-

tion of the number of Facebook friends, is user supplied, we are able

to find for each user which other Facebook pages are “liked”. Based on

this information we would like to see if clusters/segments of users can

be identified. That is, is it possible to distinguish groups of Facebook

users with similar “liking” patterns. Similar patterns could indicate sim-

ilar preferences and companies may be able to employ segment specific

marketing strategies. For example, if a segment of users tends to like

certain artists more often than any other segment, promotions involv-

ing such an artist could be specifically targeted at that segment alone.

In the next section, we introduce methodology to find and interpret

segments based solely on the liking profiles of users.

5. Application: clustering Facebook fans

In the previous section we described in some detail how a Facebook

page owner/administrator can obtain data from its fans. A customer re-

lationship manager or a marketing manager would like to make these

data operational by, for example, investigating whether fans can be seg-

mented according to their indicated preferences and/or background

characteristics. That is, is it possible to identify groups of fans on the

basis of individual specific like data. For example, are certain brands or

celebrities notably more popular in subgroups. Such information could

be useful as it allows better targeting of marketing strategies.

A large internationally successful football (soccer) club granted us

administrator rights to its official Facebook site. This enabled us to ex-

tract the data using the framework introduced in Section 2. For strategic

purposes, the football club requested that its name, and any information

that could possibly lead readers to infer the name, be kept from the pub-

lic. Consequently, in our data analysis only a selection of general, not

football related, labels are used.

At the timeof the data extraction, February 2011, the total number of

Facebook fans of the clubwas about 4million. From these, we extracted

data from over 40,000 fans. To check representativeness of this sample

we compared the gender and age-distribution of our sample to that of

the population as obtained through Facebook Insights. The results, pre-

sented in Table 1, show only small differences indicating that our data

set is representative with respect to gender and age-distribution.

Furthermore, we see that the Facebook fans of the football club are,

not surprisingly, predominantly young males.

As explained in the previous section, Facebook users' data

concerning their location can be enriched with geographical identifiers

such as latitude and longitude. In Fig. 4, the resulting concentrations of

fans are visualized in a heatmap created using Google maps API [13].

The figure shows a high concentration of Facebook ‘fans’ in Europe,

India, Nigeria, South-east Asia, and Central America. Big parts of Africa

andAustralia have a low ‘fan’ concentration and in China there are hard-

ly any ‘fans’ visible. This is a result of the fact that Facebook's penetration

in China and Africa is relatively low, compared to that in other regions

[2]. Australia has a relatively high general Facebook penetration (46 %)

[2]. However, there are hardly any ‘fans’ of “our” football club in

Australia, according to Fig. 4. Apparently, this football club is not popu-

lar in Australia on Facebook.

Recall that our data collection framework only allows for the retriev-

al of publicly published fields. Table 2 shows a breakdown of user's

background data available in our initial sample. We see that except for

gender and language settings, the percentage of users providing the

profile information varies and is generally limited.We therefore exclude

these variables when attempting to identify subgroups. Instead, we

focus on the “like” data. Our goal is to find clusters of Facebook fans

based on their liking data.

Facebook users can specify what/who they like on their profile page.

For example, not only famous movie stars, movies, sports, athletes, tv-

programs, and actors but also brands, restaurants or personal friends

may be liked. For our initial sample of 43,861 fans, we found that

176,381 unique Facebook pages were “liked”. However, of these

176,381 pages 77.5% was liked by only 1 user in our sample. Often,

these pages are simply personal friends' Facebook pages. For our pur-

poses, such pages are not interesting and a selection must be made.

We consider only the top 150 Facebook pages in terms of “likes” in

our sample. Selecting data corresponding to these 150 most popular

pages reduces our sample to 16,170 cases. However, the distribution

of the number of likes in this sample of 16,170 users is rather skewed

as many people have only few likes and only a few have many likes.

To allow for discrimination on the basis of the liking profiles, we only

consider users that liked at least 5 other pages. The resulting data set

consists of 11,712 individuals. Constructing a data matrix with individ-

uals as rows and the top 150 liked pages as columns, yields a large

matrix with few observations. The scarcity of data (i.e., the many zeros

indicating that a page is not “liked”) and dimensionality of the data

set, pose a serious problem for “normal” cluster analysis methods. We

therefore analyze the large data matrix by using a joint dimension

reduction and clustering approach.

5.1. MCA K-means

There exist several methods for clustering high-dimensional data.

One popular approach is to use a two-step procedure. In the first step,

a dimension reduction technique is used to reduce the dimensionality

of the data. In the second step, cluster analysis is applied to the data in

the reduced space. This method may be referred to as the tandem ap-

proach [1]. As shown by [35] an important drawback of this method is

that the dimension reduction may distort or hide the cluster structure.

To overcome this problem several methods have been proposed [20,

21,34] here we apply the joint MCA and K-means method proposed

by [20].

MCA, also known as homogeneity analysis [12], yields optimal scal-

ing values for the columns (i.e., quantifications for pages) in such a way

that pages differently assessed by the individuals receive dissimilar

scale values. Furthermore, rows (i.e., individuals) exhibiting dissimilar

patterns of liked pages, receive dissimilar scale values. K-means cluster-

ing [26], finds clusters byminimizing the sum of squared deviations be-

tween the individual observations and their cluster means. [20]

proposed a joint method, from here on referred to as MCA–Kmeans,

that averages the MCA and K-means objective functions. An important

advantage of the MCA–Kmeans approach is that it enables visualization

of the data. A more formal formulation as well as an efficient algorithm

useful for dealing with large data matrices is given in Appendix B.

5.2. Analysis

We apply MCA–Kmeans to the 11,712 observations with the 150 bi-

nary variables indicating whether a page was or was not liked by an in-

dividual. To decide upon the number of dimensions and clusters we

inspect the changes in fit when more dimensions/clusters are added.

In particular, for the dimensionality, we consider the adjusted explained

Table 1

Age and gender distributions: Insights' data versus our sample.

Overall 13–24 25–34 35–44 45–54 55+

Male population 0.82 0.77 0.17 0.03 0.01 0.02

Male sample 0.79 0.74 0.22 0.01 0.01 0.02

Female population 0.14 0.77 0.15 0.04 0.02 0.02

Female sample 0.19 0.78 0.17 0.03 0.01 0.01
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inertia of the MCA solution, as defined by [14] The adjusted explained

inertia takes into account the rather specific structure of the data ap-

proximated in MCA. In particular, it corrects for the underestimation

of typical correspondence analysis fit measures when applied to a

(super)indicator matrix. Fig. 5 gives the cumulative explained inertia

for theMCA solutionswith different dimensionality. Although the effect

is small, we can see that after three dimensions the effect of adding

more dimensions decreases. We therefore consider only three dimen-

sions in our analysis. An additional benefit of this choice is that it allows

for graphical representations.

To select the number of clusters we consider the value of the objec-

tive function, using a three dimensional solution, with different num-

bers of clusters. In Fig. 6 the final objective function values are plotted

against the number of clusters. The decrease in objective function

value after four clusters is small andwe therefore consider three dimen-

sional solutions with four clusters.

5.3. Results

In Fig. 7, the solution using the first two dimensions of the MCA–

Kmeans solution is given. Cluster memberships are indicated by using

different colors and symbols. We see that in the first two dimensions

three clusters appear separated from each other whereas the fourth

cluster, situated around the origin, appears to overlap all three other

clusters. As can be verified from Fig. 8, this fourth cluster separates itself

from the other three clusters in the third dimension. Note that, in MCA,

the origin corresponds to the average profile. That is the, average distri-

bution of likes over Facebook pages. The fact that many attribute points

are situated close to the origin, is partly due to the relatively large

amount of not liked pages. That is, most users did not “like” more than

8 out of the 150 pages. Hence, each row of the data matrix contains

many zeros for the “like” columns and, consequently, many ones for

the corresponding “not liked” columns. This caused the attribute points

corresponding to the “not liked” pages to dominate the mean profile

and draw the corresponding points to the origin.

The spread and sizes of the clusters are nicely displayed in Figs. 7 and

8. However, the attributes (i.e. the Facebook pages) are not labeled to

avoid further cluttering. Consequently, interpretation of the clusters in

terms of the liked/not liked pages is not possible from these figures.

For a better interpretation of the cluster with respect to the pages,

Figs. 9 and 10 give joint plots of the cluster centers and the attributes.

Points close to the origin have not been labeled to avoid clutter and,

due to the confidentiality agreement we have relabeled pages corre-

sponding famous football players as FFP and pages corresponding to

football clubs as FC.

Fig. 4. Where do the football club's Facebook fans come from?

Table 2

Overview of the available profile information for the 43,861 users in our sample.

% FB users in our sample

Gender 99.6

Date of birth 2.5

Relationship status 21.5

Sexual orientation 27.8

Location 54.2

Hometown 29.8

FB language setting 97.4

# FB friends 48.6

Education 37.1

Work experience 22.3
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Fig. 5. Explained adjusted inertia as a function of number of MCA dimensions.
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Looking at the positions of the attributes and the clusters, we see

that in cluster 1 (3549 observations) there appears to be a link with

Latin America. That is, the Facebook page fútbol and pages correspond-

ing to entertainers particularly popular in Latin America (e.g., Daddy

Yankee, Wisin & Yandel) are relatively often liked. Also, the football

club near cluster 1 is in fact the only South American club present in

our data set. In cluster 2 (1734 observations) we find relatively many

likes to Southeast Asia related stars and topics (e.g. SCTV and RCTI are

Indonesian television stations, Upin and Ipin is a Malaysian television

series, and Timnas Indonesia is the Facebook page of the Indonesian na-

tional football team). The three pages farthest removed from the origin

and relatively often associatedwith individuals in cluster 3 (4048 obser-

vations) are cricket and India related (e.g., Sachin Tendulkar is a famous

Indian cricket batsman). Other pages that are relatively often associated

with this cluster are chess, traveling and sleeping. Note that the cluster

mean for this cluster is not far from that of cluster 4 (2381 observations)

so we should be careful in interpreting the pages close to both cluster

centers on the basis of the first two dimensions. Instead, plotting the

second and third dimension clarifies some differences as the clusters

separate along the third dimension. Fig. 10 gives the corresponding

plot, where again, to avoid clutter, we removed some labels and use

the general labels for players and clubs. Individuals in the fourth

cluster relatively often like pages corresponding to American enter-

tainers (e.g. Vin Diesel, Selena Gomez, John Cena, Megan Fox). Also,

Disney, Jackie Chan and Mafia Wars (a multiPlayer social network

game) and Facebook are liked more often than average in this

cluster.

It is important to note that the four clusters are characterized by

liked Facebook pages that predominantly are not immediately foot-

ball related. In fact, the clutter of football related pages close to the

origin indicates that in all clusters, these pages are liked as well.

This is not surprising as all individuals in our sample ‘liked’ the foot-

ball club which granted us administrator rights thus asserting their

interest in football. However, as the clusters differentiate themselves

through non-football related pages, opportunities arise for cluster

specific marketing efforts.

The MCA–Kmeans approach emphasizes relative rather than abso-

lute differences. This means that if we look at the distribution of likes

in each cluster, the attributes closest to the cluster means in the plot,

need not be the most often observed in the cluster. In fact, as indicated

before, for all clusters, the most often liked pages are predominantly

football related pages. Table 3 lists the 10 most often liked pages in

the four clusters. To distinguish between different football clubs and

players we numbered them. Note that differences among the most

popular Facebook pages are limited. The order of the clubs and

players varies, but these are small differences that are of no practical

significance.

The MCA–Kmeans results suggest that the clustering may be

linked to geographical factors. To further study this we consider

the Facebook data concerning the locations of the individuals. How-

ever, if individuals chose not to publish their locations, we cannot

determine the country of origin. The language settings could be

used to find plausible country or regions for these data. On the other

hand, the fact that the information is missing may also be informative

in itself and we choose to leave the missing locations as they are.

Table 4 gives, for each cluster, the 10most frequently occurring countries

and the corresponding percentages of occurrences per cluster. We see

that, as conjectured earlier, the first cluster has a clear Latin American
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Fig. 7. MCA–Kmeans solution with attributes and subjects.
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component. Cluster 2 is heavily dominated by Facebook users from

Indonesia. Note that this is the only cluster in which “unknown” is not

the most frequently observed country. Also, with over 62% users from

Indonesia, it is by far the most homogeneous cluster concerning nation-

alities. Facebook users from India are over represented in the third

cluster. For the fourth cluster there does not appear to be a strong geo-

graphical link.

6. Conclusions

In a relatively short time, social network sites have become an im-

portant part of daily life for millions of people. Consequently, such

sites are considered to be an important marketing tool. Interviews

with marketing and customer relationship managers reveal that a

clear strategy regarding the social network sites often does not exist
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Cluster 1
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Fig. 8. MCA–Kmeans solution with attributes and subjects.
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and managers are often unable to use the social network data in their

customer relationship management strategy.

In this paper, we formulated a data collection framework for re-

trieving online profile data from Facebook users. In particular, we

showed how a Facebook page owner, that is, a person or company

with administrator rights to the Facebook page, can find other

Facebook users that indicated liking their page. Then, by visiting

the pages of such users, individual level data can be collected.

We applied the data collection framework to obtain a sample of

Facebook users who indicated “liking” a large international football

club. Then, using a joint dimension reduction and clustering approach,

clusters could be identified on the basis of the users' liking patterns.

Four clusters were obtained that differed with respect to the liking pat-

terns. Moreover, the visualizations immediately exposed how the clus-

ters differentiated themselves. In particular, differences in relative

popularity of non football related Facebook pages characterize the dif-

ferent clusters. Furthermore, the clusters appear to be separated along

geographical lines. That is, although no geographical data were used,

the clusters differentiated themselves along Facebook pages of locally

popular music/tv/sport stars. The popularity of certain pages in only

certain (or one) clusters, could be used to formulate better targeted,

differentiated, marketing strategies.

6.1. Implications for research

In the CRM literature [33,27,38] customer identification is considered

as the first step in a CRM cycle. Typically, the identification concerns di-

rectly observable customer generated content (e.g., transaction data).

The identification of potential rather than actual customers as imple-

mented in the data collection framework presented in this paper, offers

several new research opportunities. It would, for example, be interesting

to study the added value and incorporation of the proposed framework

into existing CRM systems.Merging the online profile data from the (po-

tential) customers as obtained from socialmedia, with actual transaction

data, offers other research opportunities. Moreover, tracking the profiles

over time allows researchers to study effects of targeted marketing

efforts in a structural fashion.

The data collection framework presented in this paper was designed

specifically for Facebook. However, Facebook is not the only social

media platform on which individuals provide information about their

preferences and personal backgrounds. Similar ideas and methods can

perhaps be used to obtain, publicly available data from other social

media platforms (e.g., Twitter, Instagram, Google Plus, LinkedIn). It

may in fact depend on the firm and its product which social media

outlet is the most interesting.

6.2. Implications for practice

Despite the often acknowledged potential of social network data,

most Facebook related marketing research relies on (online) question-

naires and/or focus groups rather than directly exploiting social network

data. One reason for this situation concerns the limited possibilities for
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Table 3

Top 10 pages per cluster.

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Club 1 Club 5 Football Club 3

Club 2 Player 2 Club 1 Club 2

Player 1 Club 2 Club 2 Player 2

Player 2 Club 1 Club 3 Club 1

Club 3 Timnas Indonesia Player 2 Club 4

Fútbol Harry Potter Player 1 Harry Potter

Club 4 Player 3 Harry Potter And 1 more

South Park Club 4 Club 4 Player 5

The Simpsons Player 1 Player 6 Player 1

Club 5 Player 4 AKON Club 5
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directly retrieving data from social network sites. In this paper, we for-

mulated a data collection framework for retrieving online profile data

from Facebook users. We showed how a Facebook page owner, that is

a person or company with administrator rights to the Facebook page,

can find other Facebook users that indicated liking their page. Then, by

visiting the pages of such users, individual level data can be collected.

The proposed data collection framework has direct potential for

marketing managers as it makes it possible to investigate whether dis-

tinct clusters requiring distinct marketing efforts can be identified

among potential customers (that is, users that already showed some

form of affiliation to the company by “liking” it on Facebook). Hence,

the general framework presented in this paper can be used to improve

and enhance implementation of the identification phase in a firm's

CRM process. In particular, by focusing on potential rather than existing

customers, information becomes available that can be used to improve

marketing efforts aimed specifically at acquisition of new customers.

Ideally, a system should be implemented that merges the online profile

data with other available profile data (e.g., profiles based on transaction

data).

6.3. Limitations and future research directions

The proposed data collection framework only allows for the retrieval

of data from users with public profiles. Moreover, from the sample of

users with a public profile, we selected users that “liked” at least five

of the most popular 150 Facebook pages. The sample analyzed in this

paper therefore does not necessarily represent the population of

Facebook users who “liked” the football club. Instead, the sample only

represents active main stream users.

Another important issue, inherent to some extent to Facebook and

other “new”media, concerns the rapid developments thatmay overtake

current research. In our case, since collecting the data, February 2011,

and finalizing this paper, the number of users who “liked” the Facebook

page increased from around 4 million to 21 million. More importantly,

however, given the steady increase of Facebook users, it may very well

be the case that current users differ from previous users in their usage

of Facebook. As we only received administrator rights for a short period

of time, we did not study such changes. However, the data collection

framework makes it possible to easily track such changes and act

upon them.

In this paper, we considered a clustering analysis based solely on lik-

ing patterns of Facebook users. Although such indicated liking patterns

require very little effort from the users, they are considered as so-called

reactive data. It would be interesting to see whether the reactive data

can be augmented by non-reactive data. For example, considering net-

work data (i.e. by incorporating data concerning the connections be-

tween users), and/or by other data available on users' Facebook pages

(e.g., posted messages/links/pictures, etc.). Augmenting the data in

such a fashion, may yield even richer and more challenging data sets.

Finally, it should be noted that other social network related applica-

tions can also benefit from our data collection framework. For example,

recently, [11] considered targeting strategies directed towards individ-

uals in a social network using data obtained directly from a large social

network site. Their analysis could be extended by using Facebook data

obtained after application of our methodology.

Appendix A. Identifying Facebook page fans

Appendix B. MCA–K-means

In MCA–Kmeans, the objective is to minimize a weighted average of

the MCA objective and a K-means objective. The resulting objective

function of MCA–Kmeans can be expressed as:

min
Y;B;C;G

ϕ Y;B;C;Gð Þ ¼ α1MCAþ 1−α1ð ÞK‐means

¼ α1

X

q

j¼1

Y−Z jB j

�

�

�

�

�

�

�

�

�

�

�

�

2
þ 1−α1ð Þ Y−CGj jj j2

s:t:Y
T
Y¼Ik

where Y denotes the n × k group configuration, Zj is the n × pj (ob-

served) indicator matrix for the jth variable, Bj is a matrix of category

quantifications (attribute weights), C denotes the n × K cluster mem-

bership matrix and G gives the K × kmatrix of cluster means. The num-

ber of clusters (K) and the dimensionality (k) need to be selected by the

user. The α coefficient, which lies between zero and one, allows us to

control for the importance of the dimension reduction part versus the

clustering part. In our application we fix α to 0.5 so that both parts are

equally important. An alternating least-squares algorithm can be used

Table 4

Top 10 countries per cluster (with cluster sizes) and clusterwise relative frequencies per country.

Cluster 1 (3549) Cluster 2 (1734) Cluster 3 (4048) Cluster 4 (2381) All (11,712)

Unknown 21.67 Indonesia 62.11 Unknown 16.67 Unknown 21.50 Unknown 18.53

Mexico 9.30 Unknown 12.34 India 16.30 Indonesia 11.68 Indonesia 15.45

USA 6.03 Malaysia 5.94 Indonesia 8.37 Malaysia 6.34 India 7.03

Colombia 5.04 UK 2.48 Malaysia 5.09 India 5.12 Malaysia 4.46

Brazil 3.38 USA 2.13 Nigeria 4.47 UK 4.49 USA 3.94

UK 3.35 Thailand 1.04 UK 4.47 Egypt 3.02 UK 3.84

Indonesia 3.27 Turkey 0.98 USA 3.53 USA 2.86 Mexico 3.63

Argentina 3.07 Spain 0.92 Egypt 2.67 Mexico 2.48 Nigeria 2.23

Chile 2.70 Brazil 0.75 Brazil 2.03 Nigeria 2.10 Brazil 2.09

France 2.51 Mexico 0.58 Iran 1.90 Algeria 1.68 Egypt 2.00

Total 60.33 Total 89.27 Total 65.51 Total 61.28 Total 63.20
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to solve theminimization problem. For fixed Y, the category quantifica-

tions become:

B j ¼ Z
T
jZ j

� �

−1
Z
T
jY;

and, similarly, for fixed Y and C, the cluster group means can be

calculated as:

G¼ C
T
C

� �

−1
C
T
Y:

Furthermore, [20] shows that, for fixed C, the configurationmatrix Y

can be obtained using the eigenequation

α1

X

q

j¼1

Z j Z
T
jZ j

� �

−1
Z
T
j þ α2C C

T
C

� �

−1
C
T

0

@

1

AY¼YΛ: ð1Þ

By considering the eigenvectors (i.e., the columns of Y) correspond-

ing to the k largest eigenvalues, the optimal group configuration, for

fixed C, is obtained. After updatingY in this fashion, the clustermember-

ship matrix C is obtained by considering distances of the k-dimensional

points in Y to cluster means in G and by subsequently assigning obser-

vations to the closest cluster.

Starting with some initial values for C and Y (e.g., random cluster

memberships and Y the configuration obtained after applying MCA)

the approximations are sequentially updated leading the objective to

decrease monotonically. If the decrease is below a certain threshold,

the algorithm terminates and a solution is obtained. To reduce the

chances of obtaining a local minimum, several random starts should

be applied.

Note that the eigenEq. (1) is of crucial importance in the proposed

algorithm. For large n, the matrix that needs to be considered becomes

large. It is therefore useful to reformulate themethod in amore efficient

way. This can easily be achieved by defining

X¼ ffiffiffiffiffiffi

α1

p
ZD
−

1
2

z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1−α1ð Þ
p

CD
−

1
2

c

� �

;

where Z = [Z1, Z2, …, Zj, …, Zq], Dz = diag(ZTZ) and Dc = CTC.

If we consider the singular value decomposition

X¼YΛ
1
2V

T
;

where YTY = VTV = I, we get, in accordance with Eq. (1),

XX
T
Y¼YΛ

and

X
T
XV¼VΛ: ð2Þ

The group configuration Y can thus be obtained as

Y ¼ XVΛ
−

1
2
: ð3Þ

Finally, although not specificallymentioned in [20], it is important to

consider all Zmatrices in deviation from the mean vector to avoid a so-

called trivial solution. Alternatively, the trivial solution, i.e. the eigenvec-

tor corresponding to the largest eigenvalue of XTX, should be ignored.

An important advantage of using Eq. 2 over Eq. 1 is that we only need

to find the k + 1 largest eigenvalues and corresponding eigenvectors

for the Q × Q matrix XTX rather than for the n × n matrix XXT.
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