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#### Abstract

In order to determine the parameters of belief-rule-base (BRB) accurately, several optimization methods have been proposed for training BRB, on the basis of a generic rule-base inference methodology using the evidential reasoning (RIMER) approach. These optimization methods are implemented offline, and such are not suitable for training BRB in a dynamic fashion. In this paper, two recursive algorithms are proposed to update BRB online that can simulate dynamic systems. The main feature of the proposed algorithms is that only partial input and output information is required, which can be incomplete or vague, numerical or judgmental, or mixed. If the internal structure of a BRB is initially decided using expert judgments, domain-specific knowledge and/or commonsense rules, the proposed algorithms can be used to fine-tune the initial BRB online, once input and output datasets become available. Using the proposed algorithms, there is no need to collect a complete set of data before a BRB can be trained, which is necessary if the BRB is used to simulate a dynamic system. A numerical example and a case study are reported to demonstrate the potential of the algorithms for online fault diagnosis.


Index Terms-Belief-rule-base (BRB), evidential reasoning (ER), inference, recursive algorithms, uncertainty.

## I. Introduction

FOR A dynamically changing engineering system, it is difficult to obtain a complete set of historical data for developing a mathematical model for reliable system simulation and consistent decision support [1], [2]. Conventional methods such as time-series analysis and Kalman filter [3]-[5] require accurate and complete data. On the other hand, decision making is

[^0]a basic human activity and relies on the decision maker's judgments and preferences. It is therefore important to model and analyze decision problems using both numerical data and human judgments that are incomplete and inaccurate in nature [6].

Several methods have been developed to support decision making using human judgments, including IF-THEN rule-based methods [7], fuzzy IF-THEN rule-based methods [8]-[10], and rule-based expert systems [11], [12]. In these methods, human judgments and domain-specific knowledge can be represented in forms of IF-THEN rules. However, these methods cannot deal with ignorance caused by incomplete data or due to human inability to provide accurate judgments. In order to handle ignorance in knowledge-based systems [13], [14], Yang et al. proposed a generic rule-base inference methodology using the evidential reasoning (ER) (RIMER) approach to establish a nonlinear relationship between antecedent attributes and an associated consequent [15], [16]. RIMER is based on the ER approach [17]-[21] and can capture the dynamic nature of decision-making problems. The RIMER approach extends traditional IF-THEN rule-based systems for knowledge representation and is capable of capturing vagueness, ignorance, and nonlinear causal relationships. Equipped with the Windowsbased and graphically designed intelligent decision system [22], RIMER has already been applied to the safety analysis of offshore systems and the leak detection of oil pipelines [23]-[25].

In RIMER, a basic element is a so-called belief-rule-base (BRB). In BRB, there are several types of parameters including rule weights, attribute weights, and belief degrees. It is difficult to accurately determine the values of these parameters by experts, in particular for a large-scale BRB which has hundreds of rules. A change in a rule weight or an attribute weight may lead to changes in performance of BRB [6]. If system input and output datasets are available, optimization methods can be used to adjust the parameters to improve the performance of BRB. Based on RIMER, Yang et al. proposed several optimization methods for training the parameters of BRB, although these methods are implemented in an offline fashion [6].

For a dynamic system, such offline optimization can become expensive and even impractical. There is a need to develop new optimal training methods for updating the parameters of BRB in such a way that the parameters can be updated recursively once new information becomes available. Such a trained BRB can then be used to perform step forward inference for system outputs from given system inputs with improved quality and robustness.

In this paper, two recursive algorithms are proposed for updating BRB online with distributed assessment output and numerical output, respectively. In the development of the
algorithms, it is recognized that belief is represented as probability in the ER approach [26]-[32], and it is assumed that the outputs of a BRB will be independent if its inputs are independent. The independence assumption allows the use of the recursive expectation maximization (EM) algorithm [33]-[37] for the development of the recursive algorithms.

This paper is organized as follows. The RIMER approach is briefly reviewed in Section II. In Section III the two algorithms for updating BRB online are proposed. A numerical example and a case study for pipeline oil leak detection are presented to illustrate the proposed algorithms in Section IV. The paper is concluded in Section V.

## II. BRB Inference Using the ER Approach

## A. $B R B$

In order to capture the dynamics of a system, a BRB consisting of a collection of belief rules is defined as follows [16]:
$R_{k}:$ If $A_{1}^{k} \wedge \ldots \wedge A_{M_{k}}^{k}$, Then $\left\{\left(D_{1}, \beta_{1, k}\right), \ldots,\left(D_{N}, \beta_{N, k}\right)\right\}$
With a rule weight $\theta_{k}$ and attribute weight $\delta_{1, k}, \ldots, \delta_{M_{k}, k}$
where $A_{i}^{k}\left(i=1, \ldots, M_{k}, k=1, \ldots, L\right)$ is the referential value of the $i$ th antecedent attribute in the $k$ th rule; and $A_{i}^{k} \in A_{i}$. $A_{i}=\left\{A_{i, j}, j=1, \ldots, J_{i}\right\}$ is a set of referential values for the $i$ th antecedent attribute, and $J_{i}$ is the number of the referential values. $\theta_{k}(k=1, \ldots, L)$ is the relative weight of the $k$ th rule, and $\delta_{1, k}, \ldots, \delta_{M_{k}, k}$ are the relative weights of the $M_{k}$ antecedent attributes used in the $k$ th rule. $\beta_{j, k}(j=1, \ldots, N, k=$ $1, \ldots, L)$ is the belief degree assessed to $D_{j}$ which denotes the $j$ th consequent. If $\sum_{j=1}^{N} \beta_{j, k}=1$, the $k$ th rule is said to be complete; otherwise, it is incomplete. Note that " $\wedge$ " is a logical connective to represent the "AND" operator. In addition, suppose that $M$ is the total number of antecedent attributes used in BRB.

Assume that $\left[\hat{x}_{1}, \ldots, \hat{x}_{M}\right]$ represents the antecedent attribute vector in the $k$ th rule. Then, the $k$ th rule can also be written as

$$
\begin{aligned}
R_{k}: & \text { If } \hat{x}_{1} \text { is } A_{1}^{k} \wedge \ldots \wedge \hat{x}_{M} \text { is } A_{M}^{k}, \\
& \text { Then }\left\{\left(D_{1}, \beta_{1, k}\right), \ldots,\left(D_{N}, \beta_{N, k}\right)\right\}
\end{aligned}
$$

With a rule weight $\theta_{k}$ and attribute weight $\delta_{1, k}, \ldots, \delta_{M, k}$.

A BRB given in (2) represents a relationship between antecedents and consequents. It allows uncertainty in the relationship to be explicitly modeled and therefore is a more versatile scheme than a simple IF-THEN rule-base for knowledge representation. Note that the weights and the belief degrees can be assigned initially by experts and then trained or updated using dedicated learning algorithms.

## B. Belief Rule Inference Using the ER Approach

The RIMER approach can provide an analytical description of relationships between BRB inputs and outputs that could be discrete or continuous, complete or incomplete, linear, nonlinear, or nonsmooth, or their mixture [6], [16]. As shown in

## 1) Calculation of the activation weight

The activation weight of the $k$ th rule at time instant $n$, $\omega_{k}(n)$, is calculated by [16]

$$
\begin{equation*}
\omega_{k}(n)=\frac{\theta_{k} \prod_{i=1}^{M}\left(\alpha_{i, j}^{k}(n)\right)^{\bar{\delta}_{i}}}{\sum_{l=1}^{L} \theta_{l} \prod_{i=1}^{M}\left(\alpha_{i, j}^{l}(n)\right)^{\bar{\delta}_{i}}} \text { and } \bar{\delta}_{i}=\frac{\delta_{i}}{\max _{i=1, \ldots, M}\left\{\delta_{i}\right\}} \tag{3}
\end{equation*}
$$

## 2) Rule inference using the evidential reasoning

 approachUsing the analytical ER algorithms [6], [38], the final conclusion $O(\mathbf{Y}(n))$ that is generated by aggregating all rules that are activated by the actual input vector $\hat{\mathbf{x}}(n)$ at time instant $n$ can be represented as follows:

$$
\begin{array}{r}
O(\mathbf{Y}(n))=f(\hat{\mathbf{x}}(n))=\left\{\left(D_{j}, \beta_{j}(n)\right), \quad j=1, \ldots, N\right\} \\
\beta_{j}(n)=\frac{\mu(n) \times \prod_{k=1}^{L}\left(\omega_{k}(n) \beta_{j, k}+1-\omega_{k}(n) \sum_{i=1}^{N} \beta_{i, k}\right)}{1-\mu(n) \times\left[\prod_{k=1}^{L}\left(1-\omega_{k}(n)\right)\right]} \\
-\frac{\mu(n) \times \prod_{k=1}^{L}\left(1-\omega_{k}(n) \sum_{i=1}^{N} \beta_{i, k}\right)}{1-\mu(n) \times\left[\prod_{k=1}^{L}\left(1-\omega_{k}(n)\right)\right]} \\
\mu(n)=\left[\sum_{j=1}^{N} \prod_{k=1}^{L}\left(\omega_{k}(n) \beta_{j, k}+1-\omega_{k}(n) \sum_{i=1}^{N} \beta_{i, k}\right)\right. \\
\left.-(N-1) \prod_{k=1}^{L}\left(1-\omega_{k}(n) \sum_{i=1}^{N} \beta_{i, k}\right)\right]^{-1} \tag{6}
\end{array}
$$

Fig. 1. Block diagram of belief rule inference using ER approach.
Fig. 1, RIMER mainly consists of two main steps, where $\omega_{k}(n)$ is calculated by (3), $\theta_{k}\left(\in R^{+}, k=1, \ldots, L\right)$ is the relative weight of the $k$ th rule, and $\delta_{i}\left(\in R^{+}, i=1, \ldots, M\right)$ is the relative weight of the $i$ th antecedent attribute that is used in the $k$ th rule. Because $\omega_{k}(n)$ will be eventually normalized so that $\omega_{k}(n) \in[0,1]$ using (3), $\theta_{k}$ and $\delta_{i}$ can be assigned to any value in $R^{+}$. Without loss of generality, however, it is assumed that $\theta_{k} \in[0,1]$ and $\delta_{i} \in[0,1] . \alpha_{i, j}^{k}(n)(i=1, \ldots, M)$, which is called the individual matching degree, is the belief degree to its $j$ th referential value $A_{i, j}^{k}$ in the $k$ th rule at $n$th step. $\alpha_{k}(n)=$ $\prod_{i=1}^{M}\left(\alpha_{i, j}^{k}(n)\right)^{\bar{\delta}_{i}}$ is called the normalized combined matching degree. $\alpha_{i, j}^{k}(n)$ can be generated in various ways, depending on the nature of an antecedent attribute and data available [6], [15], [16]. $\beta_{j}(n)$ denotes the belief degree in $D_{j}$ at time instant $n$. Note that $\beta_{j}(n)$ is the function of the rule weights $\theta_{k}$, the attribute weights $\delta_{i}(i=1, \ldots, M)$, the belief degrees $\beta_{i, k}(i=1, \ldots, N, k=1, \ldots, L)$, and the input vector $\hat{\mathbf{x}}(n)$.

## III. Recursive Algorithms for Online Updating BRB Systems

In this section, based on the recursive EM algorithm which is a maximum likelihood (ML) algorithm in nature, the RIMER
approach is extended by developing two recursive algorithms to update BRB online. The EM algorithm was proposed by Dempster et al. [33]. Titterington et al. suggested the recursive EM algorithm and proved its weak consistency [34].

In the proposed algorithms, datasets of system inputs and outputs are required. Similar to [6], we assume that a set of data pairs $(\hat{\mathbf{x}}, \hat{\mathbf{y}})$ is available, where $\hat{\mathbf{x}}$ is a given input vector, $\hat{\mathbf{y}}$ is the corresponding given output vector, either assessed by experts or measured using instruments, and $\mathbf{y}$ is the simulated output that is generated by BRB. $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ can be either judgmental or numerical. We shall conduct case studies using both judgmental and numerical information.

## A. Independence Assumption on Input and Output of the BRB System

In order to use the recursive EM algorithm to develop recursive BRB updating algorithms, we first discuss the independence assumption for belief distributions.

In the ER approach, evidence is represented by belief degrees assigned to mutually exclusive grades, and then all pieces of evidence are aggregated. Halpern et al. [32] proposed two useful but quite different ways of interpreting belief functions. The first is that a belief function is interpreted as a generalized probability function [26], [29]-[32]. In other words, it is an inner measure induced by a probability function. The second is that a belief function is used as a way for representing evidence [30], [32]. In the ER approach, it is recognized that belief in a proposition increases with the accumulation of evidence supporting the proposition [32].

In the proposed algorithms, we assume that if the inputs of a BRB (pieces of evidence) are independent and are represented as belief distributions or generalized probability distributions, the outputs of the BRB (the results of the ER algorithm) are also represented as belief distributions and are independent. This assumption provides a basis to use the ML algorithm to update BRB.

## B. Recursive Parameter Estimation Algorithm Based on Distributed Output

In this case, $\hat{\mathbf{y}}(n)$ is judgmental and represented using a distributed assessment with belief degrees as follows:

$$
\begin{equation*}
\hat{\mathbf{y}}(n)=\left\{\left(D_{j}, \hat{\beta}_{j}(n)\right), j=1, \ldots, N\right\} \tag{7}
\end{equation*}
$$

where $D_{j}$ is a referential (linguistic) term in the consequent part of a rule; and $\hat{\beta}_{j}(n)$ is the belief degree to which $D_{j}$ is assessed for the observed data at time instant $n$. This is indeed the default output format of RIMER, which provides a panoramic view about output. This format is useful to describe the distributed assessment of BRB output given by experts [6]. For simplicity, we use "the distributed output" to represent "the distributed assessment of BRB output" in the following study.

Let $\hat{\mathbf{B}}(n)=\left[\hat{\beta}_{1}(n), \ldots, \hat{\beta}_{N}(n)\right]^{T}$. It is assumed that $\hat{\beta}_{j}(j=$ $1, \ldots, N)$ is a random variable. Furthermore, assume that the conditional probability density function (pdf) of $\hat{\mathbf{B}}$ is $f(\hat{\mathbf{B}} \mid \mathbf{x}, \mathbf{Q})$, and $\mathbf{Q}$ is the unknown parameter vector. According to the assumption given in Section III-A, if the inputs of a
$\operatorname{BRB}(\hat{\mathbf{x}}(1), \ldots, \hat{\mathbf{x}}(n))$ are independent, its distributed outputs $(\hat{\mathbf{B}}(1), \ldots, \hat{\mathbf{B}}(n))$ are also independent. Then, there is

$$
\begin{equation*}
f(\hat{\mathbf{B}}(1), \ldots, \hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(1), \ldots, \hat{\mathbf{x}}(n), \mathbf{Q})=\prod_{\tau=1}^{n} f(\hat{\mathbf{B}}(\tau) \mid \hat{\mathbf{x}}(\tau), \mathbf{Q}) \tag{8}
\end{equation*}
$$

According to (8), the expectation of the log-likelihood at time instant $n$ can be defined as

$$
\begin{align*}
& L_{n+1}(\mathbf{Q}) \\
& \quad \triangleq E\left\{\log \prod_{\tau=1}^{n} f(\hat{\mathbf{B}}(\tau) \mid \hat{\mathbf{x}}(\tau), \mathbf{Q}) \mid \hat{\mathbf{x}}(1), \ldots, \hat{\mathbf{x}}(n), \mathbf{Q}(n)\right\} \\
& \quad=E\left\{\sum_{\tau=1}^{n} \log f(\hat{\mathbf{B}}(\tau) \mid \hat{\mathbf{x}}(\tau), \mathbf{Q}) \mid \hat{\mathbf{x}}(1), \ldots, \hat{\mathbf{x}}(n), \mathbf{Q}(n)\right\} \tag{9}
\end{align*}
$$

where $E\{\bullet \mid \bullet\}$ denotes the conditional expectation at $\mathbf{Q}=$ $\mathbf{Q}(n)$.

Now consider the recursive formulation. The expectation of the log-likelihood in (9) can be written as
$L_{n+1}(\mathbf{Q})=L_{n}(\mathbf{Q})+E\{\log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\}$.

Define
$\Gamma_{1}(\mathbf{Q}(n)) \stackrel{\Delta}{=} \nabla_{\mathbf{Q}} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n))$
$\Xi_{1}(\mathbf{Q}(n)) \triangleq E\left\{-\nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\right\}$
where $\nabla_{\mathbf{Q}}$ is a column gradient operator with respect to $\mathbf{Q}$. Based on (10)-(12), the following recursive algorithm for estimating the parameter vector $\mathbf{Q}$ can be obtained:

$$
\begin{equation*}
\mathbf{Q}(n+1)=\mathbf{Q}(n)+\frac{1}{n}\left[\Xi_{1}(\mathbf{Q}(n))\right]^{-1} \Gamma_{1}(\mathbf{Q}(n)) \tag{13}
\end{equation*}
$$

where $\mathbf{Q}$ consists of the rule weights, attribute weights, belief degrees, and other possible parameters as given later. The detailed processes for generating the recursive algorithm in (13) are given in Appendix A.

The rule weights, attribute weights, and belief degrees must satisfy the following equality and inequality constraints [6], [16]:

1) A rule weight is normalized, so that it is between zero and one, i.e.,

$$
\begin{equation*}
0 \leq \theta_{k} \leq 1, \quad k=1, \ldots, L \tag{13a}
\end{equation*}
$$

2) An attribute weight is normalized, so that it is between zero and one, i.e.,

$$
\begin{equation*}
0 \leq \bar{\delta}_{m} \leq 1, \quad m=1, \ldots, M \tag{13b}
\end{equation*}
$$

3) A belief degree (subjective probability) must not be less than zeros or more than one, i.e.,

$$
\begin{equation*}
0 \leq \beta_{j . k} \leq 1, \quad j=1, \ldots, N, \quad k=1, \ldots, L \tag{13c}
\end{equation*}
$$

4) If the $k$ th belief rule is complete, its total belief degree in the consequent will be equal to one; otherwise, the total belief degree is less than one, i.e.,

$$
\begin{equation*}
\sum_{j=1}^{N} \beta_{j, k} \leq 1, \quad k=1, \ldots, L \tag{13d}
\end{equation*}
$$

Hence, the algorithm (13) should be revised as follows:

$$
\begin{equation*}
\mathbf{Q}(n+1)=\prod_{H_{1}}\left\{\mathbf{Q}(n)+\frac{1}{n}\left[\Xi_{1}(\mathbf{Q}(n))\right]^{-1} \Gamma_{1}(\mathbf{Q}(n))\right\} \tag{14}
\end{equation*}
$$

where $\prod_{H_{1}}\{\bullet\}$ is the projection onto the constraint set $H_{1}$ which is composed of constraints (13a)-(13d).

## C. Recursive Parameter Estimation Algorithm Based on Numerical Output

In this case, $\hat{\mathbf{y}}(n)$ is a numerical value. If the inputs of a BRB are independent, its true outputs, $\hat{\mathbf{y}}(1), \ldots, \hat{\mathbf{y}}(n)$, can also be assumed to be independent, so there is
$f(\hat{\mathbf{y}}(1), \ldots, \hat{\mathbf{y}}(n) \mid \hat{\mathbf{x}}(1), \ldots, \hat{\mathbf{x}}(n), \mathbf{Q})=\prod_{\tau=1}^{n} f(\hat{\mathbf{y}}(\tau) \mid \hat{\mathbf{x}}(\tau), \mathbf{Q})$
where $f(\hat{\mathbf{y}}(\tau) \mid \hat{\mathbf{x}}(\tau), \mathbf{Q})$ is the $\operatorname{pdf}$ of $\hat{\mathbf{y}}(\tau)$ at time instant $\tau$.
Similar to the deducing process in Section III-B and Appendix A, the following recursive algorithm can be obtained:
$\mathbf{Q}(n+1)=\prod_{H_{2}}\left\{\mathbf{Q}(n)+\frac{1}{n}\left[\Xi_{2}(\mathbf{Q}(n))\right]^{-1} \Gamma_{2}(\mathbf{Q}(n))\right\}$
where $\mathbf{Q}$ also consists of the rule weights, attribute weights, belief degrees, and other possible parameters. $H_{2}$ represents the constraint set which is composed of constraints (13a)-(13d) and other possible constraints as given later. We also have
$\Gamma_{2}(\mathbf{Q}(n)) \triangleq \nabla_{\mathbf{Q}} \log f(\hat{\mathbf{y}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n))$
$\Xi_{2}(\mathbf{Q}(n)) \triangleq \triangleq\left\{-\nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} \log f(\hat{\mathbf{y}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\right\}$

## D. Recursive Algorithms Under Normal Distribution

In the recursive algorithms (14) and (16), the pdfs of $\hat{\mathbf{B}}$ and $\hat{\mathbf{y}}$ need to be known. In this aection, we assume that $\hat{\mathbf{B}}$ and $\hat{\mathbf{y}}$ are random variables and follow normal distribution. Based on our experience, the rationality of this assumption can be given as follows:
(a) If BRB output is represented by a distributed assessment, according to Section III-B, the proposed recursive algorithm under distributed output is indeed a ML approach, and normal distribution is usually assumed in a ML approach.
(b) If BRB output is numerical, in this paper, numerical output is mainly referred to the observation of a system obtained using a sensor, and it is random. Therefore, it is reasonable to assume normal distribution in this case.
Of course, we can assume that BRB output may obey other distributions in specific situations.

1) Recursive Algorithm Under Distributed Output and Normal Distribution: A subjective conclusion generated by aggregating the activated rules can also be represented using the same referential terms as for the observed output $\hat{\mathbf{y}}(n)$ as follows:

$$
\begin{equation*}
\mathbf{y}(n)=\left\{\left(D_{j}, \beta_{j}(n)\right), \quad j=1, \ldots, N\right\} \tag{17}
\end{equation*}
$$

where $\beta_{j}(n)$ is generated by BRB using (5) for a given input. In this case, there is $\mathbf{y}(n)=O(\mathbf{Y}(n))$.

It is desirable that for a given input $\hat{\mathbf{x}}(n)$, a BRB can generate an output, represented by (17), which can be as close to $\hat{\mathbf{y}}(n)$ as possible. In other words, for the given data pairs $(\hat{\mathbf{x}}(n), \hat{\mathbf{y}}(n))$ at time instant $n$, the parameters of a BRB are updated to minimize the difference between the observed belief degree $\hat{\beta}_{j}(n)$ and the belief degree $\beta_{j}(n)$ generated by BRB for each referential term. Here, $\hat{\beta}_{j}(n)$ can be considered as a random variable and $\beta_{j}(n)$ as its expectation. Define $\hat{\mathbf{B}}(n) \triangleq$ $\left[\hat{\beta}_{1}(n), \ldots, \hat{\beta}_{N}(n)\right]^{T}$. Suppose that $\hat{\mathbf{B}}(n)$ follows the following complex normal distribution:

$$
\begin{align*}
& f(\hat{\mathbf{B}}(n) \mid \mathbf{x}(n), \mathbf{Q})=(2 \pi)^{\frac{-N}{2}}|\Sigma|^{\frac{-1}{2}} \\
& \times \exp \left\{-\frac{1}{2}(\hat{\mathbf{B}}(n)-\mathbf{B}(n))^{T} \Sigma^{-1}(\hat{\mathbf{B}}(n)-\mathbf{B}(n))\right\} \tag{18}
\end{align*}
$$

where $\hat{\mathbf{B}}(n)$ is the given distributed output; and $\mathbf{B}(n)=$ $\left[\beta_{1}(n), \ldots, \beta_{N}(n)\right]^{T}$ is generated by BRB using (5) for a given input. $\mathbf{Q}$ is a parameter vector and is composed of the parameter vector $\mathbf{V}=\left[\theta_{k}, \bar{\delta}_{m}, \beta_{j, k}\right]^{T}$ and the entries of the covariance matrix $\sum$ which is symmetrically positive definite. $\mathbf{V}$ is included in $\mathbf{B}(n)$ and $k=1, \ldots, L, m=1, \ldots, M$, and $j=1, \ldots, N$.

Due to independence between the elements of $\mathbf{V}$ and the entries of $\sum, \Gamma_{1}(\mathbf{Q}(n))$, and $\Xi_{1}(\mathbf{Q}(n))$ in (13) can be written as

$$
\left.\begin{array}{l}
\Gamma_{1}(\mathbf{Q}(n))=\left[\Gamma_{1}^{\prime}(\mathbf{Q}(n))^{T}, \Gamma_{1}^{\prime \prime}(\mathbf{Q}(n))^{T}\right.
\end{array}\right]^{T}, ~\left[\begin{array}{cc}
\Xi_{1}^{\prime}(\mathbf{Q}(n)) & \mathbf{0} \\
\mathbf{0} & \Xi_{1}^{\prime \prime}(\mathbf{Q}(n)) \tag{20}
\end{array}\right] .
$$

where $\Gamma_{1}^{\prime}(\mathbf{Q}(n))$ and $\Xi_{1}^{\prime}(\mathbf{Q}(n))$ are the derivatives with respect to $\mathbf{V} . \Gamma_{1}^{\prime \prime}(\mathbf{Q}(n))$ and $\Xi_{1}^{\prime \prime}(\mathbf{Q}(n))$ are the derivatives with respect to the entries of $\sum$. Obviously, there is

$$
\left[\Xi_{1}(\mathbf{Q}(n))\right]^{-1}=\left[\begin{array}{cc}
{\left[\Xi_{1}^{\prime}(\mathbf{Q}(n))\right]^{-1}} & \mathbf{0}  \tag{20a}\\
\mathbf{0} & {\left[\Xi_{1}^{\prime \prime}(\mathbf{Q}(n))\right]^{-1}}
\end{array}\right] .
$$

When we consider parameter vector $\mathbf{V}$ only, according to (19) and (20a), the recursive algorithm (13) changes to the following form:

$$
\begin{equation*}
\mathbf{V}(n+1)=\mathbf{V}(n)+\frac{1}{n}\left[\Xi_{1}^{\prime}(\mathbf{Q}(n))\right]^{-1} \Gamma_{1}^{\prime}(\mathbf{Q}(n)) \tag{21}
\end{equation*}
$$

In (21), $\mathbf{V}(n)$ is known. By definitions (11) and (12), the $a$ th element of the gradient vector $\Gamma_{1}^{\prime}(\mathbf{Q}(n))$ and the entries of $\Xi_{1}^{\prime}(\mathbf{Q}(n))$ at time instant $n$ are given by

$$
\begin{align*}
{\left[\Gamma_{1}^{\prime}(\mathbf{Q}(n))\right]_{a}=} & \left.\frac{\partial \mathbf{B}(n)^{T}}{\partial V_{a}} \sum(n)^{-1}(\hat{\mathbf{B}}(n)-\mathbf{B}(n))\right|_{\mathbf{V}=\mathbf{V}(n)} \\
{\left[\Xi_{1}^{\prime}(\mathbf{Q}(n))\right]_{a, b}=} & E\left\{\frac{\partial \mathbf{B}(n)^{T}}{\partial V_{a}} \sum(n)^{-1} \frac{\partial \mathbf{B}(n)}{\partial V_{b}}-\frac{\partial^{2} \mathbf{B}(n)^{T}}{\partial V_{a} \partial V_{b}}\right.  \tag{21a}\\
& \left.\times \sum^{-1}(n)^{-1}(\hat{\mathbf{B}}(n)-\mathbf{B}(n)) \mid \mathbf{Q}(n)\right\} \\
= & \left.\frac{\partial \mathbf{B}(n)^{T}}{\partial V_{a}} \sum(n)^{-1} \frac{\partial \mathbf{B}(n)}{\partial V_{b}}\right|_{\mathbf{V}=\mathbf{V}(n)} \tag{21b}
\end{align*}
$$

where $a=1, \ldots, L+M+L \times N$ and $b=1, \ldots, L+M+$ $L \times N$. The derivatives in (21a) and (21b) are given in Appendix B.

In (21a) and (21b), the covariance matrix $\sum(n)$ is required. Because the belief degrees $\hat{\beta}_{1}(n), \ldots, \hat{\beta}_{N}(n)$ should satisfy the constraint $\sum_{j=1}^{N} \hat{\beta}_{j}(n) \leq 1$, they are not independent. In order to simplify the calculation, without loss of generality, we suppose that $\sum=\left(a_{i, j}\right)_{N \times N}$ satisfies

$$
\begin{cases}a_{i, j}=\sigma_{1}, & i=j  \tag{22}\\ a_{i, j}=\sigma_{2}, & i \neq j .\end{cases}
$$

Therefore, under this assumption, there is $\mathbf{Q}=\left[\mathbf{V}^{T}\right.$, $\left.\sigma_{1}, \sigma_{2}\right]^{T}$.

When the parameter vector $\mathbf{V}(n)$ is available, $\sigma_{i}(n)$ can be estimated as follows:

$$
\begin{equation*}
\sigma_{i}(n)=\left.\arg \max _{\sigma_{i}} \log f(\hat{\mathbf{B}}(n) \mid \mathbf{x}(n), \mathbf{Q})\right|_{\mathbf{V}=\mathbf{V}(n)} \tag{23}
\end{equation*}
$$

where $i=1,2$. The details of the algorithm to estimate $\sigma_{i}(n)$ are given in Appendix C.

Because V should satisfy constraints (13a)-(13d), the recursive algorithm with the constraints given in (14) should be adopted. First, let $\mathbf{V}=\left[V_{1}, \ldots, V_{U_{1}}\right]^{T}$, where $U_{1}=L+M+$ $L \times N$. Constraints (13a)-(13c) can be represented as

$$
\begin{align*}
& h_{i}^{1}(\mathbf{V})=-V_{i} \leq 0, \quad i=1, \ldots, S_{1}, S_{1}=U_{1}  \tag{24}\\
& h_{i}^{2}(\mathbf{V})=V_{i}-1 \leq 0, \quad i=1, \ldots, S_{2}, S_{2}=U_{1} \tag{25}
\end{align*}
$$

Constraint (13d) can be represented as

$$
\begin{array}{r}
h_{k}^{3}(\mathbf{V})=h_{k}^{3}\left(V_{L+M+(k-1) \times N+1}, \ldots, V_{L+M+(k-1) \times N+N}\right) \leq 0, \\
k=1, \ldots, S_{3}, S_{3}=L \tag{26}
\end{array}
$$

where
$h_{k}^{3}\left(V_{L+M+(k-1) \times N+1}, \ldots, V_{L+M+(k-1) \times N+N}\right)=\sum_{j=1}^{N} \beta_{j, k}-1$.

Define

$$
\begin{align*}
\tilde{h}_{s_{j}}^{j}(\mathbf{V}) & \triangleq \max \left[0, h_{s_{j}}^{j}(\mathbf{V})\right] \text { and } \\
\Psi_{j}(\mathbf{V}) & =\sum_{s_{j}=1}^{S_{j}}\left[\tilde{h}_{s_{j}}^{j}(\mathbf{V})\right]^{2} \tag{28}
\end{align*}
$$

$$
\begin{equation*}
\phi_{j}(\mathbf{V})=\left[\frac{\partial \Psi_{j}(\mathbf{V})}{\partial V_{1}}, \ldots, \frac{\partial \Psi_{j}(\mathbf{V})}{\partial V_{U_{1}}}\right] \tag{29}
\end{equation*}
$$

where $j=1,2,3$.
Suppose $\mathbf{I}_{u}$ is an identity matrix whose dimension is $u$. The recursive algorithm (21) is revised and the following algorithm for dealing with constraints (24)-(26) can be obtained [35], [36]:

$$
\begin{align*}
\mathbf{V}(n+1)=\mathbf{V}(n)+\frac{\alpha_{1}}{n}\{ & \boldsymbol{\pi}_{1}(\mathbf{V}(n))\left[\Xi_{1}^{\prime}(\mathbf{Q}(n))+\gamma_{1} \mathbf{I}_{U_{1}}\right]^{-1} \\
& \left.\times \Gamma_{1}^{\prime}(\mathbf{Q}(n))-\frac{K_{1}}{2} \phi(\mathbf{V}(n))\right\} \tag{30}
\end{align*}
$$

where $\phi(\mathbf{V}(n))=\sum_{j=1}^{3} \phi_{j}(\mathbf{V}(n)) . \alpha_{1} \geq 1$ is the step factor and can change the convergence speed. Because only some rules in BRB may be activated and the matrix $\Xi_{1}^{\prime}(\mathbf{Q}(n))$ may be singular at time instant $n, \Xi_{1}^{\prime}(\mathbf{Q}(n))$ is amended using $\gamma_{1} \mathbf{I}_{U_{1}}$ so that it becomes positive definite and $\gamma_{1}>0 . K_{1}$ denotes a positive real number, and its value may change from case to case. There is

$$
\begin{align*}
\boldsymbol{\pi}_{1}(\mathbf{V}(n)) & =\mathbf{I}_{U_{1}}-\mathbf{H}_{1}(\mathbf{V}(n))^{T} \\
& \times\left(\mathbf{H}_{1}(\mathbf{V}(n)) \mathbf{H}_{1}(\mathbf{V}(n))^{T}\right)^{-1} \mathbf{H}_{1}(\mathbf{V}(n)) \tag{31}
\end{align*}
$$

where $\mathbf{H}_{1}(\mathbf{V}(n))$ denotes the Jacobian matrix of $\mathbf{h}_{1}(\mathbf{V}(n))$ that denotes the value of $\mathbf{h}_{1}(\mathbf{V})$ at $\mathbf{V}=\mathbf{V}(n) . \mathbf{h}_{1}(\mathbf{V})$ is defined as

$$
\begin{array}{r}
\mathbf{h}_{1}(\mathbf{V}) \triangleq\left[h_{1}^{1}(\mathbf{V}), \ldots, h_{S_{1}}^{1}(\mathbf{V}),\right. \\
h_{1}^{2}(\mathbf{V}), \ldots, h_{S_{2}}^{2}(\mathbf{V})  \tag{32}\\
\left.h_{1}^{3}(\mathbf{V}), \ldots, h_{S_{3}}^{3}(\mathbf{V})\right]^{T}
\end{array}
$$

As a result of the aforementioned discussion, the procedure of the proposed recursive algorithms for online updating the BRB parameters based on the distributed output and the normal distribution assumption is summarized as the following steps:

Step 1) Give the initial values of the parameter vector $\mathbf{V}(0)$ and the covariance matrix $\sum(0) . \mathbf{V}(0)$ must satisfy constraints (13a)-(13d).
Step 2) When the data $\hat{\mathbf{x}}(0)$ and $\hat{\mathbf{y}}(0)$ are given, the recursive algorithm (30) is used to estimate $\mathbf{V}(1)$. Then, $\sum(1)$ is estimated using (23).
Step 3) When $\hat{\mathbf{x}}(n), \hat{\mathbf{y}}(n), \mathbf{V}(n)$, and $\sum(n)$ are available at time instant $n$. Step 2 is reused to estimate $\mathbf{V}(n+1)$.
Step 4) Once BRB is updated, it can be used to perform inference from given inputs.
2) Recursive Algorithm Under Numerical Output and Normal Distribution: The output $O(\mathbf{Y}(n))$, as shown in (4), is represented as a distribution, and its average score is calculated by [15], [16], [21]

$$
\begin{equation*}
\mathbf{y}(n)=\sum_{j=1}^{N} \mu_{j}(n) \beta_{j}(n) \tag{33}
\end{equation*}
$$

where $\mu_{j}(n)$ denotes the utility (or score) of an individual consequent $D_{j}$ which can be either given using a scale or estimated using the decision maker's preferences.

It is desirable that for a given input, $\hat{\mathbf{x}}(n)$, a BRB can generate an output, represented as (33), which can be as close to $\hat{\mathbf{y}}(n)$ as possible. Here, $\hat{\mathbf{y}}(n)$ is considered as a random variable, and $\mathbf{y}(n)$ can be considered as its expectation. We assume that the pdf of $\hat{\mathbf{y}}(n)$ obey the following normal distribution:

$$
\begin{equation*}
f(\hat{\mathbf{y}}(n) \mid \mathbf{x}(n), \mathbf{Q})=\frac{1}{\sqrt{2 \pi \sigma}} \exp \left\{-\frac{(\hat{\mathbf{y}}(n)-\mathbf{y}(n))^{2}}{2 \sigma}\right\} \tag{34}
\end{equation*}
$$

where $\mathbf{Q}=\left[\mathbf{W}^{T}, \sigma\right]^{T}$ denotes the parameter vector. $\mathbf{W}=$ $\left[\mathbf{V}^{T}, \mu_{1}, \ldots, \mu_{N}\right]^{T}$ and $\sigma$ denotes the variance.

Similar to (19)-(21), due to independence between the elements of $\mathbf{W}$ and $\sigma$, the recursive algorithm (16) can also be changed into the following form when we consider only $\mathbf{W}$ :

$$
\begin{equation*}
\mathbf{W}(n+1)=\prod_{H_{2}}\left\{\mathbf{W}(n)+\frac{1}{n}\left[\Xi_{2}^{\prime}(\mathbf{Q}(n))\right]^{-1} \Gamma_{2}^{\prime}(\mathbf{Q}(n))\right\} \tag{35}
\end{equation*}
$$

where $\Gamma_{2}^{\prime}(\mathbf{Q}(n))$ and $\Xi_{2}^{\prime}(\mathbf{Q}(n))$ are the derivatives with respect to $\mathbf{W}$.

Let $\mathbf{W}=\left[W_{1}, \ldots, W_{U_{2}}\right]$ and $U_{2}=L+M+L \times N+N$. In (35), according to definitions (16a) and (16b), $\Gamma_{2}^{\prime}(\mathbf{Q}(n))$ and $\Xi_{2}^{\prime}(\mathbf{Q}(n))$ have the following forms:

1) If $a, b=1, \ldots, U_{1}$ and $U_{1}=L+M+L \times N$, the $a$ th element of the gradient vector $\Gamma_{2}^{\prime}(\mathbf{Q}(n))$ and the entries of $\Xi_{2}^{\prime}(\mathbf{Q}(n))$ at time instant $n$ are given by

$$
\begin{align*}
{\left[\Gamma_{2}^{\prime}(\mathbf{Q}(n))\right]_{a}=} & \frac{(\hat{\mathbf{y}}(n)-\mathbf{y}(n))}{\sigma(n)} \\
& \times\left.\sum_{j=1}^{N} \mu_{j}(n) \frac{\partial \beta_{j}(n)}{\partial W_{a}}\right|_{\mathbf{W}=\mathbf{W}(n)}  \tag{35a}\\
{\left[\Xi_{2}^{\prime}(\mathbf{Q}(n))\right]_{a, b}=} & E\left\{\frac{1}{\sigma} \frac{\partial \mathbf{y}(n)}{\partial W_{a}} \frac{\partial \mathbf{y}(n)}{\partial W_{b}}-\frac{1}{\sigma} \frac{\partial^{2} \mathbf{y}(n)}{\partial W_{a} \partial W_{b}}\right. \\
& \times(\hat{\mathbf{y}}(n)-\mathbf{y}(n)) \mid \mathbf{Q}(n)\} \\
= & \frac{1}{\sigma(n)}\left[\sum_{j=1}^{N} \mu_{j}(n) \frac{\partial \beta_{j}(n)}{\partial W_{a}}\right] \\
& \times\left.\left[\sum_{j=1}^{N} \mu_{j}(n) \frac{\partial \beta_{j}(n)}{\partial W_{b}}\right]\right|_{\mathbf{W}=\mathbf{W}(n)} \tag{35b}
\end{align*}
$$

where the derivatives are also given in Appendix A.
2) If $a, b=U_{1}+1, \ldots, U_{2}$, there are

$$
\begin{align*}
{\left[\Gamma_{2}^{\prime}(\mathbf{Q}(n))\right]_{a} } & =\left.\frac{\beta_{a-U_{1}}(n)(\hat{\mathbf{y}}(n)-\mathbf{y}(n))}{\sigma(n)}\right|_{\mathbf{W}=\mathbf{W}(n)}  \tag{35c}\\
{\left[\Xi_{2}^{\prime}(\mathbf{Q}(n))\right]_{a, b} } & =\left.\frac{\beta_{a-U_{1}}(n) \beta_{b-U_{1}}(n)}{\sigma(n)}\right|_{\mathbf{W}=\mathbf{W}(n)} \tag{35d}
\end{align*}
$$

Moreover, $\sigma(n)$ is required in (35a)-(35d). If $\hat{\mathbf{x}}(n), \hat{\mathbf{y}}(n)$, and $\mathbf{W}(n)$ are available, it can be estimated by

$$
\begin{align*}
\sigma(n) & =\left.\arg \max _{\sigma} \log f(\hat{\mathbf{y}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q})\right|_{\mathbf{W}=\mathbf{W}(n)} \\
& =\left.(\hat{\mathbf{y}}(n)-\mathbf{y}(n))^{2}\right|_{\mathbf{W}=\mathbf{W}(n)} \tag{36}
\end{align*}
$$

In (35), the constraint set $H_{2}$ is composed of constraints (24)-(26) and the following two constraints:

1) The more preferred a consequent is, the higher its score, i.e.,

$$
\begin{equation*}
\mu_{i}<\mu_{j} \text { if } i<j ; i, \quad j=1, \ldots, N \tag{37}
\end{equation*}
$$

2) For qualitative output, the score (utility) of a consequent can be normalized so that it is between zero and one, i.e.,

$$
\begin{equation*}
0 \leq \mu_{j} \leq 1 ; \quad j=1, \ldots, N \tag{38}
\end{equation*}
$$

Now we will consider the following two cases.
Case 1. If output is not qualitative, the constraint set $H_{2}$ is composed of constraints (24)-(26) and (37).

Similarly, constraints (24)-(26) can also be written as

$$
\begin{align*}
h_{i}^{1}(\mathbf{W}) & =-W_{i} \leq 0, \quad i=1, \ldots, S_{1}, S_{1}=U_{1}  \tag{39}\\
h_{i}^{2}(\mathbf{W}) & =W_{i}-1 \leq 0, \quad i=1, \ldots, S_{2}, S_{2}=U_{1}  \tag{40}\\
h_{k}^{3}(\mathbf{W}) & =h_{k}^{3}\left(W_{L+M+(k-1) \times N+1}, \ldots, W_{L+M+(k-1) \times N+N}\right) \\
& =\sum_{j=1}^{N} \beta_{j, k}-1 \leq 0, \quad k=1, \ldots, S_{3}, S_{3}=L \tag{41}
\end{align*}
$$

The inequality constraints (37) can be represented as

$$
\begin{equation*}
h_{g}^{4}(\mathbf{W})=h_{g}^{4}\left(W_{U_{1}+i}, W_{U_{1}+j}\right)=\mu_{i}-\mu_{j}<0 \tag{42}
\end{equation*}
$$

where $g=(i-1)(N-1)+j-i-\sum_{k=1}^{i-2}(i-k-1), \quad i=$ $1, \ldots, N-1$, and $j=i+1, \ldots, N$.

Let $S_{4}=(N-2)(N-1)+1-\sum_{k=1}^{N-3}(N-2-k)$. Also define

$$
\begin{align*}
\tilde{h}_{s_{j}}^{j}(\mathbf{W}) & \triangleq \max \left[0, h_{s_{j}}^{j}(\mathbf{W})\right] \text { and } \\
\Psi_{j}(\mathbf{W}) & =\sum_{s_{j}=1}^{S_{j}}\left[\tilde{h}_{s_{j}}^{j}(\mathbf{W})\right]^{2}  \tag{43}\\
\phi_{j}(\mathbf{W}) & =\left[\frac{\partial \Psi_{j}(\mathbf{W})}{\partial W_{1}}, \ldots, \frac{\partial \Psi_{j}(\mathbf{W})}{\partial W_{U_{2}}}\right] \tag{44}
\end{align*}
$$

where $j=1, \ldots, 4$.
The recursive algorithm (35) is revised, and the following algorithm for dealing with constraints (39)-(42) is obtained:

$$
\begin{align*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\frac{\alpha_{2}}{n} & \left\{\boldsymbol{\pi}_{2}(\mathbf{W}(n))\left[\Xi_{2}^{\prime}(\mathbf{Q}(n))+\gamma_{2} \mathbf{I}_{U_{2}}\right]^{-1}\right. \\
& \left.\times \Gamma_{2}^{\prime}(\mathbf{Q}(n))-\frac{K_{2}}{2} \phi^{\prime}(\mathbf{W}(n))\right\} \tag{45}
\end{align*}
$$

where $\phi^{\prime}(\mathbf{W}(n))=\sum_{j=1}^{4} \phi_{j}(\mathbf{W}(n)) . \alpha_{2} \geq 1$ is the step factor. $\Xi_{2}^{\prime}(\mathbf{Q}(n))$ is amended using $\gamma_{2} \mathbf{I}_{U_{2}}$ so that it becomes positive definite, and $\gamma_{2}>0 . K_{2}$ denotes a positive real number, and its value may change from case to case. There is

$$
\begin{align*}
& \boldsymbol{\pi}_{2}(\mathbf{W}(n))=\mathbf{I}_{U_{2}}-\mathbf{H}_{2}(\mathbf{W}(n))^{T} \\
& \times\left(\mathbf{H}_{2}(\mathbf{W}(n)) \mathbf{H}_{2}(\mathbf{W}(n))^{T}\right)^{-1} \mathbf{H}_{2}(\mathbf{W}(n)) \tag{46}
\end{align*}
$$

where $\mathbf{H}_{2}(\mathbf{W}(n))$ denotes the Jacobian matrix of $\mathbf{h}_{2}(\mathbf{W}(n))$ that is defined as
$\mathbf{h}_{2}(\mathbf{W}) \triangleq\left[h_{1}^{1}(\mathbf{W}), \ldots, h_{S_{1}}^{1}(\mathbf{W}), \ldots, h_{1}^{4}(\mathbf{W}), \ldots, h_{S_{4}}^{4}(\mathbf{W})\right]^{T}$

Case 2. If output is qualitative, the constraint set $\mathrm{H}_{2}$ is composed of constraints (38)-(42).

Constraints (38)-(40) can be represented as

$$
\begin{array}{cc}
h_{i}^{5}(\mathbf{W})=-W_{i} \leq 0, & i=1, \ldots, S_{5}, S_{5}=U_{2} \\
h_{i}^{6}(\mathbf{W})=W_{i}-1 \leq 0, & i=1, \ldots, S_{6}, S_{6}=U_{2} \tag{49}
\end{array}
$$

Then, the constraint set $H_{2}$ is composed of constraints (41), (42), (48), and (49). Also define

$$
\begin{align*}
\tilde{h}_{s_{j}}^{j}(\mathbf{W}) & \triangleq \max \left[0, h_{s_{j}}^{j}(\mathbf{W})\right] \text { and } \\
\Psi_{j}(\mathbf{W}) & =\sum_{s_{j}=1}^{S_{j}}\left[\tilde{h}_{s_{j}}^{j}(\mathbf{W})\right]^{2}  \tag{50}\\
\phi_{j}(\mathbf{W}) & =\left[\frac{\partial \Psi_{j}(\mathbf{W})}{\partial W_{1}}, \ldots, \frac{\partial \Psi_{j}(\mathbf{W})}{\partial W_{U_{2}}}\right] \tag{51}
\end{align*}
$$

where $j=3, \ldots, 6$.
Similarly, the recursive algorithm (35) is revised, and the following algorithm for dealing with constraints (41), (42), (48), and (49) can be obtained as follows [35], [36]:

$$
\begin{align*}
& \mathbf{W}(n+1)=\mathbf{W}(n)+\frac{\alpha_{2}}{n}\left\{\boldsymbol{\pi}_{3}(\mathbf{W}(n))\left[\Xi_{2}^{\prime}(\mathbf{Q}(n))+\gamma_{2} \mathbf{I}_{U_{2}}\right]^{-1}\right. \\
&\left.\times \Gamma_{2}^{\prime}(\mathbf{Q}(n))-\frac{K_{2}}{2} \phi^{\prime \prime}(\mathbf{W}(n))\right\} \tag{52}
\end{align*}
$$

where $\phi^{\prime \prime}(\mathbf{W}(n))=\sum_{j=3}^{6} \phi_{j}(\mathbf{W}(n))$, and there is

$$
\begin{align*}
& \boldsymbol{\pi}_{3}(\mathbf{W}(n))=\mathbf{I}_{U_{2}}-\mathbf{H}_{3}(\mathbf{W}(n))^{T} \\
& \quad \times\left(\mathbf{H}_{3}(\mathbf{W}(n)) \mathbf{H}_{3}(\mathbf{W}(n))^{T}\right)^{-1} \mathbf{H}_{3}(\mathbf{W}(n)) \tag{53}
\end{align*}
$$

where $\mathbf{H}_{3}(\mathbf{W}(n))$ denotes the Jacobian matrix of $\mathbf{h}_{3}(\mathbf{W}(n))$ that is defined as
$\mathbf{h}_{3}(\mathbf{W}) \triangleq\left[h_{1}^{3}(\mathbf{W}), \ldots, h_{S_{3}}^{3}(\mathbf{W}), \ldots, h_{1}^{6}(\mathbf{W}), \ldots, h_{S_{6}}^{6}(\mathbf{W})\right]^{T}$.

As a result of the aforementioned discussion, the procedure of the proposed recursive algorithm for online updating BRB parameters based on numerical output and normal distribution assumption may be summarized as the following steps:

Step 1) Give the initial values of the parameter vector $\mathbf{W}(0)$ and the variance $\sigma(0) . \mathbf{W}(0)$ must satisfy constraints (13a)-(13d) and (37), or constraints (13a)-(13d), (37) and (38).
Step 2) When the data $\hat{\mathbf{x}}(0)$ and $\hat{\mathbf{y}}(0)$ are given, the recursive algorithm (45) or (52) is used to estimate $\mathbf{W}(1)$. Then, $\sigma(1)$ is estimated using (36).
Step 3) When $\hat{\mathbf{x}}(n), \hat{\mathbf{y}}(n), \mathbf{W}(n)$, and $\sigma(n)$ are available at time instant $n$. Step 2 is reused to estimate $\mathbf{W}(n+1)$.
Step 4) Once BRB is updated, it can be used to perform inference from given inputs.


Fig. 2. Layout of two tanks.
Remark: The proposed recursive algorithms for updating BRB parameters online, based on distributed output or numerical output, are stochastic approximation algorithms under the equality and inequality constraints. The convergence theorem of the stochastic approximation algorithm has been proved in the literature [33] and [34]. Therefore, we can prove the convergence of the recursive algorithms in the same way, if the appropriate initial values of the parameters are chosen [37], [38].

## IV. Numerical Example and a Case Study

A numerical example is studied in this section to show the implementation of the proposed algorithms. Furthermore, a case study for pipeline oil leak detection is examined to illustrate the algorithms to show that it can be widely applied in engineering.

## A. Numerical Example

1) Problem Formulation: A system with two tanks is analyzed, as shown in Fig. 2. Water flows into the first tank at the rate $Q_{1}\left(\mathrm{~m}^{3} / \mathrm{s}\right)$, then flows to the second tank at the rate $Q_{12}\left(\mathrm{~m}^{3} / \mathrm{s}\right)$, and finally flows out of the second tank at the rate $Q_{20}\left(\mathrm{~m}^{3} / \mathrm{s}\right)$. Suppose that a slow jam fault occurs at the output of tank 2.

The dynamic model of the two tanks is given as follows:

$$
\left\{\begin{array}{l}
A \dot{h}_{1}=Q_{1}-Q_{12}  \tag{55}\\
A \dot{h}_{2}=Q_{12}-Q_{20}
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
Q_{12}=a_{1} s \operatorname{sgn}\left(h_{1}-h_{2}\right) \sqrt{2 g\left|h_{1}-h_{2}\right|}  \tag{56}\\
Q_{20}=a_{2} s \sqrt{2 g h_{2}}
\end{array}\right.
$$

where $a_{i}$ and $h_{i}(i=1,2)$ are the outflow coefficients and the liquid level (meters) of the two tanks; $\operatorname{sgn}(z)$ is the sign of the $\operatorname{argument} z ; s$ is the section area of the connection pipe $\left(\mathrm{m}^{2}\right)$; $A$ is the section area of the two tanks $\left(\mathrm{m}^{2}\right)$ which are of the same size; and $T_{s}$ is the sampling period. The values of the parameters used in (56) are shown in Table I.

Suppose that $a_{2}$ decreases along the time as follows:

$$
\begin{equation*}
\phi(n)=a_{2}-0.001 n \tag{57}
\end{equation*}
$$

where $\phi(n)$ is the outflow coefficient of the second tank when the system is in the slow jam fault.

The levels of the two tanks during the slow jam fault are given in Fig. 3. In order to verify the proposed recursive algorithms, we use Level 1 and Level 2 as the inputs of a BRB, and the outflow coefficient $a_{2}$ which is denoted by $O C$

TABLE I
Values of the Parameters of the Double Tanks

| Technical Parameter | Value | Unit |
| :---: | :---: | :---: |
| $A$ | 0.15 | $\mathrm{~m}^{2}$ |
| $s$ | 0.00005 | $\mathrm{~m}^{2}$ |
| $Q_{1}$ | 0.00005 | $\mathrm{~m}^{3} / \mathrm{s}$ |
| $T_{s}$ | 1 | s |
| $g$ | 9.8 | $\mathrm{~cm} / \mathrm{s}^{2}$ |
| $a_{1}$ | 0.4 |  |
| $a_{2}$ | 0.5 |  |



Fig. 3. Levels of the two tanks during the slow jam fault.

TABLE II
Referential Points of Level 1

| Linguistic terms | VS | S | M | L |
| :---: | :---: | :---: | :---: | :---: |
| Numerical values | 0.25 | 0.33 | 0.44 | 0.51 |

as the output. In other words, two levels are considered as the antecedent attributes, and the outflow coefficient is the consequent in BRB.
2) Referential Points of the Antecedent Attributes and Consequent: The antecedent attributes and consequent should be given some referential points. For Level 1 and Level 2, the same referential points are used, and they are very small (VS), small (S), medium (M), and large (L), i.e.,

$$
\begin{equation*}
A_{i}^{k} \in\{V S, S, M, L\} \tag{58}
\end{equation*}
$$

where $i=1,2$.
For $O C$, two referential points are used, and they are normal $(\mathrm{N})$ and fault (F), i.e.,

$$
\begin{equation*}
\mathbf{D}=\left(D_{1}, D_{2}\right)=(N, F) \tag{59}
\end{equation*}
$$

The referential points defined earlier for the antecedent attributes and the consequent are in linguistic terms and need to be quantified. The quantified results are listed in Tables II-IV, respectively.

TABLE III
Referential Points of Level 2

| Linguistic terms | VS | S | M | L |
| :---: | :---: | :---: | :---: | :---: |
| Numerical values | 0.15 | 0.2 | 0.23 | 032 |

TABLE IV
Referential Points of $O C$

| Linguistic terms | N | F |
| :---: | :---: | :---: |
| Numerical values | 0.5 | 0.175 |

3) Rules: For estimating the fault of the two tanks, a belief rule can be represented as

$$
\begin{align*}
& R_{k}: \text { If Level } 1 \text { is } A_{1}^{k} \wedge \text { Level } 2 \text { is } A_{2}^{k}, \\
& \quad \text { Then } O C \text { is }\left\{\left(\text { normal, } \beta_{1, k}\right),\left(\text { fault, } \beta_{2, k}\right)\right\} \\
& \quad \text { With a rule weight } \theta_{k} \text { and attribute weight } \delta_{1, k}, \delta_{2, k} \tag{60}
\end{align*}
$$

where $A_{1}^{k}$ and $A_{2}^{k}(k=1, \ldots, 4)$ are the referential values as defined in Tables II and III, respectively.
4) Simulation Results Based on Distributed Output: In order to validate the proposed recursive algorithm under distributed output and normal distribution assumption, the following simulation is conducted. In this case, the output is transformed into the following distributed output format:

$$
\begin{equation*}
O C=\left\{\left(\text { normal }, \beta_{1}\right),\left(\text { fault }, \beta_{2}\right)\right\} \tag{61}
\end{equation*}
$$

where $\beta_{1}$ and $\beta_{2}$ are generated using the quantitative data transformation technique [15].

Three BRBs are constructed for this validation analysis. The first BRB is directly constructed from the given relationship between the system output $O C$ and the two inputs Level 1 and Level 2, as defined by the slow jam fault model (57) and the dynamic model given in (55) and (56). The second BRB is given by an expert. Finally, the initial BRB model given by the expert is trained using the proposed recursive algorithms and the data generated for constructing the first BRB, leading to the third optimally trained BRB.

Step 1-Directly construct a benchmark BRB using the system model given in (55)-(57): For given values of Level 1 and Level 2, the values of $O C$ can be generated from (55)-(57). For example, if at time $n=1 \mathrm{~s}$, Level 1 is VS (very small or 0.25 ), and Level 2 is S (small or 0.2), then the value of $O C$ at $n=1 \mathrm{~s}$ is given by 0.499 . This value can be transformed into the following equivalent distribution: $O C=$ $\{($ normal, 0.9969$),($ fault, 0.0031$)\}$. By equivalent, we mean that the average score of this distribution is equal to 0.449 . Therefore, the first belief rule can be constructed as follows:

If Level 1 is VS and Level 2 is $S$, Then $O C$ is

$$
\begin{equation*}
\{(N, 0.9969),(F, 0.0031)\} \tag{62}
\end{equation*}
$$

which is shown in the second row in Table V. In other words, we have $\hat{\beta}_{1,1}=0.9969$ and $\hat{\beta}_{2,1}=0.0031$.

Similarly, other belief rules can be generated from (57) and Fig. 3. In Table V, the four belief rules constitute a BRB where

TABLE V
Belief Degrees in the Benchmark BRB

| Rule <br> number | Level I AND <br> Level 2 | $O C$ distribution <br> $\left\{D_{I}, D_{2}\right\}=\{\mathrm{N}, \mathrm{F}\}$ | The real <br> $O C$ value |
| :---: | :---: | :---: | :---: |
| 1 | VS and S | $\left\{\left(D_{l}, 0.9969\right),\left(D_{2}, 0.0031\right)\right\}$ | 0.499 |
| 2 | S and VS | $\left\{\left(D_{l}, 0.7969\right),\left(D_{2}, 0.2031\right)\right\}$ | 0.434 |
| 3 | M and M | $\left\{\left(D_{l}, 0.2862\right),\left(D_{2}, 0.7138\right)\right\}$ | 0.268 |
| 4 | L and L | $\left\{\left(D_{l}, 0.0031\right),\left(D_{2}, 0.9969\right)\right\}$ | 0.176 |

TABLE VI
Initial Belief Degrees Provided by an Expert

| Rule number | Level 1 AND Level 2 | $O C$ distribution $\left\{D_{l}, D_{2}\right\}=\{\mathrm{N}, \mathrm{F}\}$ |
| :---: | :---: | :---: |
| 1 | VS and S | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right)\right\}$ |
| 2 | S and VS | $\left\{\left(D_{1}, 0.6\right),\left(D_{2}, 0.4\right)\right\}$ |
| 3 | M and M | $\left\{\left(D_{l}, 0.4\right),\left(D_{2}, 0.6\right)\right\}$ |
| 4 | L and L | $\left\{\left(D_{l}, 0\right),\left(D_{2}, 1\right)\right\}$ |

all the belief degrees are generated in the same way as shown earlier, and the values of $\theta_{k}$ and $\bar{\delta}_{j}$ are all set to 1 , where $k=1, \ldots, 4$ and $j=1,2$. This BRB can precisely represent the relationship of the outflow coefficient $O C$ with respect to Level 1 and Level 2, at the four discrete points shown in the antecedent conditions of the four belief rules listed in Table V. This BRB is used as a benchmark to check how closely a BRB, which is initialized either randomly or using expert knowledge, can be trained using the proposed recursive training algorithm to simulate the true relationship. Therefore, the BRB shown in Table V is referred to as benchmark BRB for short.

To apply the benchmark BRB to simulate the output $O C$ based on the values of Level 1 and Level 2, the input values [Level 1(n), Level 2(n)] also need to be transformed and represented in terms of the referential values as defined in (58), [6], [16], [25]. Then, (5) is used to generate the distributed outputs of the benchmark BRB as defined in Table V. The generated distributed outputs are then used to simulate the output $O C$ of the slow jam fault model defined in (57). In order to use the proposed recursive algorithm, it is assumed that the distributed output is a random variable and obeys normal distribution.

Step 2-Set the parameters of the initial BRB: The belief degrees in the initial BRB are given by an expert and listed in Table VI. The initial values of $\theta_{k}$ and $\bar{\delta}_{j}$ are all set at 1 , where $k=1, \ldots, 4$ and $j=1,2$. The initial belief degrees in Table VI are determined by the expert according to the running patterns and historical data of the two tanks and the change of the $O C$ values over time. For example, according to historical information, if Level 1 is $S$ and Level 2 is VS, the expert judges that the possibility of the system in the normal ( N ) state is larger than in the fault (F) state. Therefore, the expert assesses that the belief degree to N is 0.6 , and the belief degree to F is 0.4 . Thus, the initial belief rule can be obtained as the third row of Table VI. The expert had good knowledge about the dynamics of the two tank system, as well as the RIMER methodology. However, he did not use any optimal training methods to finetune the initially given weights and belief degrees.

Fig. 4 shows that the belief degrees to the consequents calculated by (5) using the initial BRB do not well match the distributed outputs generated by the benchmark BRB as defined


Fig. 4. Distributed outputs generated by the benchmark, initial, and updated BRBs.

TABLE VII
Updated Rule Weights and Belief Degrees Under Distribute Output

| Rule <br> number | Updated <br> rule weight | Level 1 AND <br> Level 2 | $O C$ distribution $\left\{D_{l}, D_{2}\right\}$ <br> $=\{\mathrm{N}, \mathrm{F}\}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.0000 | VS and S | $\{(\mathrm{D} 1,0.9994),(\mathrm{D} 2,0.0006)\}$ |
| 2 | 0.8390 | S and VS | $\{(\mathrm{D} 1,0.7969),(\mathrm{D} 2,0.2031)\}$ |
| 3 | 0.9995 | M and M | $\{(\mathrm{D} 1,0.2921),(\mathrm{D} 2,0.1079)\}$ |
| 4 | 1.0000 | L and L | $\{(\mathrm{D} 1,0.0017),(\mathrm{D} 2,0.9983)\}$ |

in Table V. This means that the initial BRB provided by the expert is not good enough. Therefore, it is necessary to use the available information to update the initial BRB online.

Step 3-Update the BRB constructed initially using the expert judgments in Step 2: Based on the data generated for constructing the benchmark BRB as shown in Step 1 and the initial BRB given by the expert in Step 2, the recursive algorithm (30) is used to update the initial BRB, in order to examine how closely the initial $B R B$ can be trained to simulate the benchmark BRB. The updated rule weights and belief degrees are listed in Table VII. As shown in Fig. 4, it is obvious that the distributed outputs generated by the updated BRB can match the benchmark BRB more closely than the initial BRB.

Step 4-Quantitative analysis: In order to further demonstrate the proposed recursive algorithms, the mean absolute percentage error (MAPE) [41] is used. The MAPE between the benchmark BRB and the initial BRB in terms of belief degrees to the linguistic term "fault" is $21.04 \%$. On the other hand, the MAPE between the benchmark BRB and the updated BRB in terms of the belief degrees to "fault" is $1.76 \%$. Obviously, the trained BRB can replicate the relationship among Level 1, Level 2, and the output $O C$ more accurately than the initial BRB.

Step 5-Convergence analysis of the proposed recursive algorithm: In order to study the performance of the recursive algorithm, we choose the mean squared error (MSE) [41], which is defined as $\left\|\beta_{j, k}(n)-\hat{\beta}_{j, k}\right\|^{2}$ to measure the estimation accuracy, where $\|\bullet\|$ denotes Euclidean norm. As


Fig. 5. MSE between the distributed outputs generated by the benchmark and updated BRBs.


Fig. 6. Observed $O C$ values and the estimated $O C$ values generated by the initial and updated BRBs.
shown in Fig. 5, if the appropriate initial parameters are chosen, the estimates generated by the proposed recursive algorithm converge to the parameters in the benchmark BRB as defined in Table V quickly.
5) Simulation Results Based on Numerical Output: In order to validate the proposed recursive algorithm under numerical output and normal distribution assumption, we will give the following simulation.

Step 1-Set initial parameters: The initial rule weights, attribute weights, and belief degrees are the same as for the initial BRB constructed in Step 2 of the previous section. As shown in Fig. 6, it is obvious that the estimated values of $O C$ generated by the initial BRB do not match the observed values. This means that the initial BRB provided by an expert is indeed rather bad. Therefore, it is necessary to update the initial BRB online.

Step 2-Update the initial BRB: After the input values [Level $1(n)$, Level $2(n)$ ] are transformed and represented in

TABLE VIII
Updated Rule Weights and Belief Degrees Under Numerical Output and Proposed Algorithm

| Rule <br> number | Updated rule <br> weight | Level 1 AND <br> Level 2 | $O C$ distribution $\left\{D_{l}, D_{2}\right\}$ <br> $=\{\mathrm{N}, \mathrm{F}\}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.9988 | VS and S | $\left\{\left(D_{l}, 0.9957\right),\left(D_{2}, 0.0043\right)\right\}$ |
| 2 | 0.6587 | S and VS | $\left\{\left(D_{l}, 0.4307\right),\left(D_{2}, 0.5693\right)\right\}$ |
| 3 | 0.9989 | M and M | $\left\{\left(D_{l}, 0.3159\right),\left(D_{2}, 0.6841\right)\right\}$ |
| 4 | 0.9840 | L and L | $\left\{\left(D_{l}, 0.007\right),\left(D_{2}, 0.993\right)\right\}$ |

TABLE IX
Updated Rule Weights and Belief Degrees Under
Numerical Output and Ekf

| Rule <br> number | Updated rule <br> weight | Level I AND <br> Level 2 | $O C$ distribution $\left\{D_{l}, D_{2}\right\}$ <br> $=\{\mathrm{N}, \mathrm{F}\}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | VS and S | $\left\{\left(D_{l}, 0.9946\right),\left(D_{2}, 0.0554\right)\right\}$ |
| 2 | 0.9988 | S and VS | $\left\{\left(D_{l}, 0.001\right),\left(D_{2}, 0.0 .999\right)\right\}$ |
| 3 | 0.2342 | M and M | $\left\{\left(D_{l}, 0.429\right),\left(D_{2}, 0.571\right)\right\}$ |
| 4 | 0.1499 | L and L | $\left\{\left(D_{l}, 0.0914\right),\left(D_{2}, 0.9086\right)\right\}$ |

terms of the referential values, the recursive algorithm (45) is used to update the initial BRB. The updated rule weights and belief degrees are given in Table VIII. Fig. 6 shows that the updated BRB can replicate the relationship among Level 1, Level 2, and $O C$ much more closely than the initial one after the algorithm converged at about time 50 s .

Step 3-Comparative studies: Some other methods, such as extended Kalman filter (EKF) [42], interactive multiple model [43], multiple model adaptive estimation [44], and multiple model reference control [45], can be used for model learning. In order to validate the efficiency of the proposed recursive algorithm, we choose one of the aforementioned methods, EKF, to update the initial BRB. The updated rule weights and belief degrees are given in Table IX. In Fig. 6, it can be seen that EKF can update the initial BRB and converges at about time 280 s . Therefore, the learning speed of EKF is much slower than the proposed recursive algorithm.

Step 4-Quantitative analysis: In order to further demonstrate the accuracy of the proposed algorithm, the MAPE is also used. The MAPE between the observed $O C$ values and the $O C$ values generated by the initial BRB is $5.92 \%$, and the MAPE between the observed $O C$ values and the $O C$ values generated by the EKF updated BRB is $4.86 \%$. On the other hand, the MAPE between the observed $O C$ values and the $O C$ values generated by the recursively updated BRB is $1 \%$. It is obvious that the recursively updated BRB can replicate the relationship among Level 1, Level 2, and $O C$ much more accurately than the initial one and the EKF updated one.
6) Concluding Remarks: From the aforementioned numerical study, we have seen that the initial BRB given by an expert are not accurate, and the proposed recursive algorithms can be used to update the initial BRB whether the output of BRB is single numerical values or 2-D distributions. Moreover, if an appropriate initial BRB is given by an expert, the proposed algorithms can converge fairly fast.

Moreover, RIMER allows direct expert intervention, which differentiates it from other methods. The expert intervention can be used to determine the initial values of the unknown

TABLE X
Referential Points of FlowDiff

| Linguistic terms | NL | NM | NS | NVS | Z | PS | PM | PL |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Numerical values | -10 | -5 | -3 | -1 | 0 | 1 | 2 | 3 |

TABLE XI
Referential Points of PressureDiff

| Linguistic <br> terms | NL | NM | NS | Z | PS | PM | PL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Numerical <br> values | -0.042 | -0.025 | -0.01 | 0 | 0.01 | 0.025 | 0.042 |

parameters, which is very useful to improve the model learning speed.

## B. Case Study

In order to demonstrate the potential application of the proposed recursive algorithms in engineering, we will apply the scheme to build an expert system for pipeline oil leak detection, with data taken from an operational long distance oil pipeline installed in Great Britain.

1) Problem Formulation: Similar to [25], the leak data includes the difference between inlet flow and outlet flow, the average pipeline pressure change over time and the leak rate, denoted by FlowDiff, PressureDiff, and LeakSize, respectively. FlowDiff and PressureDiff are the two very important factors in detecting whether there is leak in the pipeline, and they can be treated as the antecedent attributes of a rule base, and their calculation equations are given in [25]. Obviously, LeakSize is the consequent of the rule base.

We will use the data to update a BRB expert system for detecting leaks and estimate leak sizes without generating false alarms.
2) Referential Points of Antecedent Attributes and Consequent: The antecedent attributes and consequent in the rule base should be given some referential points. Similar to [25], we choose these points as follows:

For FlowDiff, eight referential points are used, and they are negative large (NL), negative medium (NM), negative small (NS), negative very small (NVS), zero (Z), positive small (PS), positive medium (PM), and positive large (PL), i.e.,

$$
\begin{equation*}
A_{1}^{k} \in\{N L, N M, N S, N V S, Z, P S, P M, P L\} \tag{63}
\end{equation*}
$$

For PressureDiff, seven referential points are used and they are NL, NM, NS, Z, PS, PM, PL, i.e.,

$$
\begin{equation*}
A_{2}^{k} \in\{N L, N M, N S, Z, P S, P M, P L\} \tag{64}
\end{equation*}
$$

For LeakSize, five referential points are used: Z, very small (VS), medium (M), high (H), and very high (VH), i.e.,

$$
\begin{equation*}
\mathbf{D}=\left(D_{1}, D_{2}, D_{3}, D_{4}, D_{5}\right)=(Z, V S, M, H, V H) \tag{65}
\end{equation*}
$$

The referential points defined earlier for the antecedent attributes and consequent are in linguistic terms and need to be quantified. The quantified results are given in Tables X-XII, respectively.

TABLE XII
Referential Points of LeakSize

| Linguistic terms | Z | VS | M | H | VH |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Numerical values | 0 | 2 | 4 | 6 | 8 |



Fig. 7. FlowDiff of the pipeline.
3) Rules: In the BRB for the pipeline leak detection, a belief rule can be represented as

$$
R_{k}: \text { If FlowDiff is } A_{1}^{k} \wedge \text { PressureDiff is } A_{2}^{k}
$$

Then LeakSize is

$$
\left\{\left(Z, \beta_{1, k}\right),\left(V S, \beta_{2, k}\right),\left(M, \beta_{3, k}\right),\left(H, \beta_{4, k}\right),\left(V H, \beta_{5, k}\right)\right\}
$$

With a rule weight $\theta_{k}$ and attribute weight $\delta_{1, k}, \delta_{2, k}$ (66)
where $A_{1}^{k}$ and $A_{2}^{k} \quad(k=1, \ldots, 56)$ are the referential values as defined in Tables X and XI, respectively. Because FlowDiff and PressureDiff are divided into eight and seven terms, respectively, there are 56 combinations of the two antecedent attributes leading to 56 belief rules in total. The initial belief degrees of the BRB are given by an expert, as shown in Table XIII of Appendix D. However, the initially given belief degrees for LeakSize may not be accurate. It is necessary to update the belief degrees so that the performance of the expert system can be improved or optimized in a sense.
4) Updating and Testing of BRB: Similar to [25], during the leak trial, 2008 samples of 4,16 , and $25 \%$ leak data were collected at the rate of 10 s per sample, respectively. Figs. 7 and 8 give the FlowDiff and PressureDiff, respectively, when there is no leak and $25 \%$ leak. In order to update the BRB, 800 datasets are selected, which include 200 from no leak, 200 from $25 \%$ leak, 200 from $16 \%$ leak, and 200 from $4 \%$ leak. Then, these data are used to update the BRB using the proposed recursive algorithms. The process of updating and testing the BRB is implemented using MATLAB.

Step 1-Set initial parameters: The initial belief degrees are given by an expert and listed in Table XIII of Appendix D. $\theta_{k}$ and $\bar{\delta}_{j}$ are all assumed to be 1 , where $k=1, \ldots, 56$ and $j=1,2$. As shown in Fig. 9, it is obvious that the values of the estimated LeakSize calculated by the initial BRB do not match the observed values when the leak is $25 \%$. This means that the initial BRB provided by an expert is not accurate. Hence, it is necessary to update the BRB online.

Step 2-Update the initial BRB: After the input values $[$ FlowDiff(n), PressureDiff $(n)$ ] are transformed and


Fig. 8. PressureDiff of the pipeline.


Fig. 9. Testing data of no leak and $25 \%$ leak and outputs generated by the initial BRB.


Fig. 10. Training data and outputs generated by the updated BRB.
represented in terms of the referential values as defined in (63) and (64) at time instant $n$, the recursive algorithm (45) is used to update the initial BRB. The updated rule weights and belief degrees are listed in Table XIV of Appendix D. Figs. 10 and 11 on the time scale show that the updated BRB can closely replicate the relationship among FlowDiff, PressureDiff, and LeakSize in the training data. Moreover, the calculation speed of the recursive algorithm is very high.


Fig. 11. Training data and outputs generated by the updated BRB on the time scale.


Fig. 12. Testing data of no leak and $25 \%$ leak and outputs generated by the updated BRB.

From Fig. 11, we can see that there is noise in the $25 \%$ leak detected, which may be due to noise in data recorded from instruments. Therefore, in a real leak detection system, some kind of noise reduction process to smooth data should be included.

Step 3-Test the updated BRB: For testing the updated BRB, all the 2008 data shown in Figs. 7 and 8 are used. Fig. 12 shows the observed LeakSize and the estimated LeakSize for the same antecedent values [FlowDiff(n), PressureDiff $(n)$ ]. It demonstrates that the estimated LeakSize matches the observed one very closely. Fig. 13 shows the observed and estimated LeakSize on the time scale. It shows that the rule base can detect the leak which happened at around 9:34 A.M. and ended at around 10:50 A.M.
5) Concluding Remarks: When 16 and $4 \%$ leak data have been used, the similar results are obtained using the updated BRB. In summary, the initial BRB for pipeline leak detection


Fig. 13. Testing data of no leak and $25 \%$ leak and outputs generated by the updated BRB.
given by an expert are not accurate. When the new information becomes available, the proposed recursive algorithm can update the BRB quickly. Once the BRB is updated, it can be used to forecast future leak.

From this case study, it can also be concluded that the proposed algorithms can be widely applied in engineering.

## V. Conclusion

This paper has been concerned with developing the recursive algorithms for extending the recently developed belief rule inference methodology (RIMER) for online updating BRB. The two proposed recursive algorithms provide an innovative way to enhance the capability of RIMER to simulate dynamic systems where both expert knowledge and partial input-output data are available. A numerical example and a case study for the pipeline oil leak detection are examined to demonstrate how the proposed algorithms can be implemented, which shows that the approach may be widely applied in engineering.

There are three features in the proposed approach. First, the proposed algorithms are recursive and analytic in nature. This ensures that different from the other optimization models used for training BRB, the proposed algorithms can be used to train a BRB to simulate a dynamic system without having to reply on the availability of complete training information. Second, the proposed algorithms can be used to process incomplete or vague information, which inherits from RIMER. Finally, since RIMER allows the direct expert intervention, the proposed algorithms can also take into account expert knowledge to determine the initial values of BRB structures and parameters, which is helpful to improve learning speed. The aforementioned features equip the proposed algorithms with the capability of online updating BRB models to simulate a range of real systems, especially when there is a requirement for real-time analysis and updating.

However, if there are too many belief rules in an initial rule base for a complex real-world problem, there will also be a lot of parameters to be updated, which will have impact on the calculation speed of the recursive algorithms, or may result in overfitting. On the other hand, if there are too few rules in an initial rule base, it may lead to underfitting. More-
over, there may be conflicting rules which are qualitatively incorrect. In fact, these problems may stem from the irrational structure of BRB constructed using limited or incorrect expert knowledge. In addition, the proposed recursive algorithms are locally optimal. Consequently, an updated BRB may not be able to achieve overall optimal performances. Therefore, there is a need to develop appropriate principles to check conflicting rules and adjust the structure of a BRB. Such principles may be transformed into constraints to develop new global optimization training models to achieve overall optimal performances. These requirements pose challenges for future research.

## Appendix A

## Calculation of the Derivatives

In this Appendix, the detailed processes to obtain the recursive algorithm as shown in (13) are given.

To obtain a proper approximation of $L_{n+1}(\mathbf{Q})$, we will consider the Taylor expansion of the first terms on the righthand side of (10). Approximately

$$
\begin{align*}
& L_{n}(\mathbf{Q}) \approx L_{n}(\mathbf{Q}(n))+\left[\nabla_{\mathbf{Q}} L_{n}(\mathbf{Q}(n))\right](\mathbf{Q}-\mathbf{Q}(n)) \\
& +\frac{1}{2}(\mathbf{Q}-\mathbf{Q}(n))^{T}\left[\nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} L_{n}(\mathbf{Q}(n))\right](\mathbf{Q}-\mathbf{Q}(n)) \tag{A.1}
\end{align*}
$$

where $\nabla_{\mathbf{Q}}$ is a column gradient operator with respect to the parameter vector $\mathbf{Q}$.

By the definition of $L_{n}(\mathbf{Q}), \nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} L_{n}(\mathbf{Q}(n))$ is approximately given by [34], [35]

$$
\begin{equation*}
\nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} L_{n}(\mathbf{Q}(n)) \approx-(n-1) \Xi_{1}(\mathbf{Q}(n)) \tag{A.2}
\end{equation*}
$$

where $\Xi_{1}(\mathbf{Q}(n))$ is the augmented information matrix calculated at $\mathbf{Q}(n)$ and

$$
\begin{equation*}
\Xi_{1}(\mathbf{Q}(n)) \triangleq E\left\{-\nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\right\} \tag{A.3}
\end{equation*}
$$

Because $\mathbf{Q}=\mathbf{Q}(n)$ is the maximum point of $L_{n}(\mathbf{Q})$ in (A.1), there is

$$
\begin{equation*}
\nabla_{\mathbf{Q}} L_{n}(\mathbf{Q}(n))=0 \tag{A.4}
\end{equation*}
$$

Substituting (A.3) and (A.4) into (A.1), we can obtain

$$
\begin{align*}
L_{n}(\mathbf{Q}) \approx L_{n}(\mathbf{Q}(n))-\frac{1}{2}(\mathbf{Q}-\mathbf{Q}(n))^{T} & \\
& \times\left[(n-1) \Xi_{1}(\mathbf{Q}(n))\right](\mathbf{Q}-\mathbf{Q}(n)) \tag{A.5}
\end{align*}
$$

Then by Taylor expansion, approximately

$$
\begin{align*}
\log f & (\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}) \\
\approx & \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)) \\
& +\left(\nabla_{\mathbf{Q}} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n))\right)(\mathbf{Q}-\mathbf{Q}(n)) \\
& +\frac{1}{2}(\mathbf{Q}-\mathbf{Q}(n))^{T}\left(\nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n))\right) \\
& \times(\mathbf{Q}-\mathbf{Q}(n)) . \tag{A.6}
\end{align*}
$$

Define

$$
\begin{equation*}
\Gamma_{1}(\mathbf{Q}(n)) \triangleq \nabla_{\mathbf{Q}} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)) \tag{A.7}
\end{equation*}
$$

where $\nabla_{\mathbf{Q}} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n))$ represents the gradient vector at $\mathbf{Q}(n)$.

Hence, the conditional expectation of (A.6) can be written as

$$
\begin{align*}
E\{ & \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\} \\
= & E\{\log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\} \\
& +\Gamma_{1}(\mathbf{Q}(n))(\mathbf{Q}-\mathbf{Q}(n)) \\
& +\frac{1}{2}(\mathbf{Q}-\mathbf{Q}(n))^{T} E \\
& \times\left\{\nabla_{\mathbf{Q}} \nabla_{\mathbf{Q}}^{T} \log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\right\} \\
& \times(\mathbf{Q}-\mathbf{Q}(n)) . \tag{A.8}
\end{align*}
$$

According to (10), (A.5), and (A.8), the following expression can be obtained:

$$
\begin{align*}
L_{n+1}(\mathbf{Q})= & L_{n}(\mathbf{Q}(n)) \\
& +E\{\log f(\hat{\mathbf{B}}(n) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)) \mid \hat{\mathbf{x}}(n), \mathbf{Q}(n)\} \\
& +\Gamma_{1}(\mathbf{Q}(n))(\mathbf{Q}-\mathbf{Q}(n))-\frac{n}{2}(\mathbf{Q}-\mathbf{Q}(n))^{T} \\
& \times\left[\Xi_{1}(\mathbf{Q}(n))\right](\mathbf{Q}-\mathbf{Q}(n)) \tag{A.9}
\end{align*}
$$

The first and second terms of (A.9) are constants, so the maximizing parameter $\mathbf{Q}(n+1)$ is given by

$$
\begin{equation*}
\mathbf{Q}(n+1)=\mathbf{Q}(n)+\frac{1}{n}\left[\Xi_{1}(\mathbf{Q}(n))\right]^{-1} \Gamma_{1}(\mathbf{Q}(n)) \tag{A.10}
\end{equation*}
$$

## Appendix B

## Calculation of the Derivatives

In (21a) and (21b) and (35a) and (35b), some derivatives are used and are given in this Appendix.

When $n$ is shaded, (18) is written as

$$
\begin{align*}
f(\hat{\mathbf{B}} \mid \mathbf{x}, \mathbf{Q})= & (2 \pi)^{\frac{-N}{2}}|\Sigma|^{\frac{-1}{2}} \\
& \times \exp \left\{-\frac{1}{2}(\hat{\mathbf{B}}-\mathbf{B})^{T} \Sigma^{-1}(\hat{\mathbf{B}}-\mathbf{B})\right\} \tag{B.1}
\end{align*}
$$

$\log f(\hat{\mathbf{B}} \mid \mathbf{x}, \mathbf{Q})=-\frac{N}{2} \log 2 \pi-\frac{1}{2} \log |\Sigma|$

$$
\begin{equation*}
-\frac{1}{2}(\hat{\mathbf{B}}-\mathbf{B})^{T} \Sigma^{-1}(\hat{\mathbf{B}}-\mathbf{B}) \tag{B.2}
\end{equation*}
$$

where $\sum=\sigma \times \operatorname{diag}\{\underbrace{1, \ldots, 1}_{N}\} ; \hat{\mathbf{B}}=\left[\hat{\beta}_{1}, \ldots, \hat{\beta}_{N}\right]^{T}$; and $\mathbf{B}=$ $\left[\beta_{1}, \ldots, \beta_{N}\right]^{T}$.

The first derivatives of $\log f(\hat{\mathbf{B}} \mid \mathbf{x}, \mathbf{Q})$ with respect to $V_{a}(a=1, \ldots, L+M+L \times N)$ are

$$
\begin{equation*}
\frac{\partial \log f(\hat{\mathbf{B}} \mid \mathbf{x}, \mathbf{Q})}{\partial V_{a}}=\frac{\partial \mathbf{B}^{T}}{\partial V_{a}} \sum^{-1}(\hat{\mathbf{B}}-\mathbf{B}) \tag{B.3}
\end{equation*}
$$

where $\partial \beta_{j} / \partial V_{a}$ needs to be calculated.

## Assume

$$
\begin{align*}
B_{j}= & \prod_{k=1}^{L}\left(\omega_{k} \beta_{j, k}+1-\omega_{k} \sum_{i=1}^{N} \beta_{i, k}\right) \\
& -\prod_{k=1}^{L}\left(1-\omega_{k} \sum_{i=1}^{N} \beta_{i, k}\right)  \tag{B.4}\\
C= & \sum_{j=1}^{N} \prod_{k=1}^{L}\left(\omega_{k} \beta_{j, k}+1-\omega_{k} \sum_{i=1}^{N} \beta_{i, k}\right) \\
& -(N-1) \prod_{k=1}^{L}\left(1-\omega_{k} \sum_{i=1}^{N} \beta_{i, k}\right)-\prod_{k=1}^{L}\left(1-\omega_{k}\right) \tag{B.5}
\end{align*}
$$

Then, there is

$$
\begin{equation*}
\beta_{j}=\frac{B_{j}}{C} \tag{B.6}
\end{equation*}
$$

Define

$$
\begin{align*}
\phi(q) & \triangleq \prod_{i=1}^{M}\left(\alpha_{i}^{q}\right)^{\bar{\delta}_{i}}  \tag{B.7}\\
\varphi & \triangleq \sum_{l=1}^{L} \theta_{l} \prod_{i=1}^{M}\left(\alpha_{i}^{l}\right)^{\bar{\delta}_{i}}  \tag{B.8}\\
\xi_{1}(q) & \triangleq \prod_{\substack{k=1 \\
k \neq q}}^{L}\left(1-\omega_{k} \sum_{i=1}^{N} \beta_{i, k}\right)  \tag{B.9}\\
\chi_{1}(q, j) & \triangleq \prod_{\substack{k=1 \\
k \neq q}}^{L}\left(\omega_{k} \beta_{j, k}+1-\omega_{k} \sum_{i=1}^{N} \beta_{i, k}\right) . \tag{B.10}
\end{align*}
$$

The first order derivatives of $\beta_{j}(j=1, \ldots, N)$ with respect to $V_{a}(a=1, \ldots, L+M+L \times N)$ are represented as

$$
\begin{equation*}
\frac{\partial \beta_{j}}{\partial V_{a}}=\frac{1}{C^{2}}\left(\frac{\partial B_{j}}{\partial V_{a}} C-\frac{\partial C}{\partial V_{a}} B_{j}\right) \tag{B.11}
\end{equation*}
$$

with

$$
\begin{align*}
\frac{\partial B_{j}}{\partial \theta_{s}} & =\sum_{q=1}^{L} \frac{\partial \omega_{q}}{\partial \theta_{s}} \frac{\partial B_{j}}{\partial \omega_{q}}  \tag{B.12}\\
\frac{\partial B_{j}}{\partial \bar{\delta}_{m}} & =\sum_{q=1}^{L} \frac{\partial \omega_{q}}{\bar{\delta}_{m}} \frac{\partial B_{j}}{\partial \omega_{q}}  \tag{B.13}\\
\frac{\partial C}{\partial \theta_{s}} & =\sum_{q=1}^{L} \frac{\partial \omega_{q}}{\partial \theta_{s}} \frac{\partial C}{\partial \omega_{q}}  \tag{B.14}\\
\frac{\partial C}{\partial \bar{\delta}_{m}} & =\sum_{q=1}^{L} \frac{\partial \omega_{q}}{\partial \bar{\delta}_{m}} \frac{\partial C}{\partial \omega_{q}}  \tag{B.15}\\
\frac{\partial B_{j}}{\partial \beta_{z, p}} & = \begin{cases}-\omega_{p} \chi_{1}(p, j)+\omega_{p} \xi_{1}(p), & j \neq z \\
\omega_{p} \xi_{1}(p), \\
j=z\end{cases}  \tag{B.16}\\
\frac{\partial C}{\partial \beta_{z, p}} & =-\sum_{\substack{j=1 \\
j \neq z}}^{N} \omega_{p} \chi_{1}(p, j)+(N-1) \omega_{p} \xi_{1}(p) \tag{B.17}
\end{align*}
$$

TABLE XIII
Initial Belief Degrees for Pipeline Oil Leak Detection Provided by an Expert

| Rule number | FlowDiff AND PressureDiff | LeakSize distribution $\left\{D_{1}, D_{2}, D_{3}, D_{4}, D_{5}\right\}=\{0,2,4,6,8\}$ |
| :---: | :---: | :---: |
| 1 | NL AND NL | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 1\right)\right\}$ |
| 2 | NL AND NM | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0.3\right),\left(D_{5}, 0.7\right)\right\}$ |
| 3 | NL AND NS | $\left\{\left(D_{l}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0.2\right),\left(D_{4}, 0.8\right),\left(D_{5}, 0\right)\right\}$ |
| 4 | NL AND Z | $\left\{\left(D_{l}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0.8\right),\left(D_{4}, 0.2\right),\left(D_{5}, 0\right)\right\}$ |
| 5 | NL AND PS | $\left\{\left(D_{7}, 0.65\right),\left(D_{2}, 0.35\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 6 | NL AND PM | $\left\{\left(D_{1}, 0.85\right),\left(D_{2}, 0.15\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 7 | NL AND PL | $\left\{\left(D_{1}, 0.95\right),\left(D_{2}, 0.05\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 8 | NM AND NL | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0.1\right),\left(D_{4}, 0.9\right),\left(D_{5}, 0\right)\right\}$ |
| 9 | NM AND NM | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0.7\right),\left(D_{4}, 0.3\right),\left(D_{5}, 0\right)\right\}$ |
| 10 | NM AND NS | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0.7\right),\left(D_{3}, 0.3\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 11 | NM AND Z | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0.9\right),\left(D_{3}, 0.1\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 12 | NM AND PS | $\left\{\left(D_{7}, 0.8\right),\left(D_{2}, 0.2\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 13 | NM AND PM | $\left\{\left(D_{1}, 0.9\right),\left(D_{2}, 0.1\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 14 | NM AND PL | $\left\{\left(D_{l}, 0.99\right),\left(D_{2}, 0.01\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 15 | NS AND NL | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0.4\right),\left(D_{4}, 0.6\right),\left(D_{5}, 0\right)\right\}$ |
| 16 | NS AND NM | $\left\{\left(D_{l}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0.8\right),\left(D_{4}, 0.2\right),\left(D_{5}, 0\right)\right\}$ |
| 17 | NS AND NS | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0.3\right),\left(D_{3}, 0.6\right),\left(D_{4}, 0.1\right),\left(D_{5}, 0\right)\right\}$ |
| 18 | NS AND Z | $\left\{\left(D_{1}, 0.1\right),\left(D_{2}, 0.7\right),\left(D_{3}, 0.2\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 19 | NS AND PS | $\left\{\left(D_{l}, 0.7\right),\left(D_{2}, 0.3\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 1\right)\right\}$ |
| 20 | NS AND PM | $\left\{\left(D_{l}, 0.9\right),\left(D_{2}, 0.1\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 1\right)\right\}$ |
| 21 | NS AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 22 | NVS AND NL | $\left\{\left(D_{l}, 0.02\right),\left(D_{2}, 0.11\right),\left(D_{3}, 0.39\right),\left(D_{4}, 0.48\right),\left(D_{5}, 0\right)\right\}$ |
| 23 | NVS AND NM | $\left\{\left(D_{1}, 0.1\right),\left(D_{2}, 0.78\right),\left(D_{3}, 0.12\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 24 | NVS AND NS | $\left\{\left(D_{1}, 0.36\right),\left(D_{2}, 0.64\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 25 | NVS AND Z | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 26 | NVS AND PS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 27 | NVS AND PM | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 28 | NVS AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 29 | Z AND NL | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 30 | Z AND NM | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 31 | $Z \mathrm{AND}$ NS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 32 | Z AND Z | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 33 | Z AND PS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 34 | Z AND PM | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 35 | Z AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 36 | PS AND NL | $\left\{\left(D_{l}, 0.39\right),\left(D_{2}, 0.61\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 37 | PS AND NM | $\left\{\left(D_{l}, 0.9\right),\left(D_{2}, 0.1\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 38 | PS AND NS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 39 | PS AND Z | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 40 | PS AND PS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 41 | PS AND PM | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 42 | PS AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 43 | PM AND NL | $\left\{\left(D_{l}, 0.1\right),\left(D_{2}, 0.9\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 44 | PM AND NM | $\left\{\left(D_{l}, 0.3\right),\left(D_{2}, 0.7\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 45 | PM AND NS | $\left\{\left(D_{l}, 0.85\right),\left(D_{2}, 0.15\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 46 | PM AND Z | $\left\{\left(D_{1}, 0.98\right),\left(D_{2}, 0.02\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 47 | PM AND PS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 48 | PM AND PM | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 49 | PM AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 50 | PL AND NL | $\left\{\left(D_{1}, 0.9\right),\left(D_{2}, 0.1\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 51 | PL AND NM | $\left\{\left(D_{i}, 0.99\right),\left(D_{2}, 0.01\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 52 | PL AND NS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 53 | PL AND Z | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 54 | PL AND PS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 55 | PL AND PM | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 56 | PL AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |

where

$$
\begin{align*}
\frac{\partial \omega_{q}}{\partial \theta_{s}} & = \begin{cases}-\theta_{q} \phi(q) \phi(s) \varphi^{-2}, & s \neq q \\
\phi(s) \varphi^{-1}-\theta_{s} \phi(s)^{2} \varphi^{-2}, & s=q\end{cases}  \tag{B.18}\\
\frac{\partial \omega_{q}}{\partial \bar{\delta}_{m}} & =\theta_{q}\left(\ln \alpha_{m}^{q}\right) \phi(q) \varphi^{-1}
\end{align*}
$$

$$
\begin{align*}
& -\theta_{q} \phi(q) \varphi^{-2} \sum_{l=1}^{L} \theta_{l}\left(\ln \alpha_{m}^{l}\right) \phi(l)  \tag{B.19}\\
\frac{\partial B_{j}}{\partial \omega_{q}}= & \left(\beta_{j, q}-\sum_{i=1}^{N} \beta_{i, q}\right) \chi_{1}(q, j)
\end{align*}
$$

TABLE XIV
Updated Rule Weights and Belief Degrees

| Rule number | Updated rule weight | FlowDiff AND PressureDiff | LeakSize distribution $\left\{D_{1}, D_{2}, D_{3}, D_{4}, D_{5}\right\}=\{0,2,4,6,8\}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | NL AND NL | $\left\{\left(D_{l}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 1\right)\right\}$ |
| 2 | 1 | NL AND NM | $\left\{\left(D_{1}, 0\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0.3\right),\left(D_{5}, 0.7\right)\right\}$ |
| 3 | 1 | NL AND NS | $\left\{\left(D_{1}, 0.001\right),\left(D_{2}, 0.001\right),\left(D_{3}, 0.0473\right),\left(D_{4}, 0.4727\right),\left(D_{5}, 0.4780\right)\right\}$ |
| 4 | 0.7669 | NL AND Z | $\left\{\left(D_{I}, 0.0061\right),\left(D_{2}, 0.0075\right),\left(D_{3}, 0.0106\right),\left(D_{4}, 0.5417\right),\left(D_{5}, 0.4341\right)\right\}$ |
| 5 | 0.8852 | NL AND PS | $\left\{\left(D_{i}, 0.0079\right),\left(D_{2}, 0.0092\right),\left(D_{3}, 0.001\right),\left(D_{4}, 0.4399\right),\left(D_{5}, 0.542\right)\right\}$ |
| 6 | 1 | NL AND PM | $\left\{\left(D_{1}, 0.85\right),\left(D_{2}, 0.15\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 7 | 1 | NL AND PL | $\left\{\left(D_{1}, 0.95\right),\left(D_{2}, 0.05\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 8 | 0.9616 | NM AND NL | $\left\{\left(D_{l}, 0.1619\right),\left(D_{2}, 0.0771\right),\left(D_{3}, 0.1005\right),\left(D_{4}, 0.6595\right),\left(D_{5}, 0.0009\right)\right\}$ |
| 9 | 1 | NM AND NM | $\left\{\left(D_{l}, 0.1641\right),\left(D_{2}, 0.0865\right),\left(D_{3}, 0 . .5916\right),\left(D_{4}, 0.1566\right),\left(D_{5}, 0.0011\right)\right\}$ |
| 10 | 0.8619 | NM AND NS | $\left\{\left(D_{1}, 0.0707\right),\left(D_{2}, 0.0392\right),\left(D_{3}, 0.0303\right),\left(D_{4}, 0.3982\right),\left(D_{5}, 0.4615\right)\right\}$ |
| 11 | 0.562 | NM AND Z | $\left\{\left(D_{1}, 0.0678\right),\left(D_{2}, 0.0786\right),\left(D_{3}, 0.0131\right),\left(D_{4}, 0.4946\right),\left(D_{5}, 0.346\right)\right\}$ |
| 12 | 0.9196 | NM AND PS | $\left\{\left(D_{1}, 0.0142\right),\left(D_{2}, 0.0048\right),\left(D_{3}, 0.0079\right),\left(D_{4}, 0.486\right),\left(D_{5}, 0.4871\right)\right\}$ |
| 13 | 0.955 | NM AND PM | $\left\{\left(D_{1}, 0.4595\right),\left(D_{2}, 0.0128\right),\left(D_{3}, 0.0014\right),\left(D_{4}, 0.179\right),\left(D_{5}, 0.3473\right)\right\}$ |
| 14 | 0.9981 | NM AND PL | $\left\{\left(D_{1}, 0.3508\right),\left(D_{2}, 0.001\right),\left(D_{3}, 0.0022\right),\left(D_{4}, 0.2097\right),\left(D_{5}, 0.4363\right)\right\}$ |
| 15 | 1 | NS AND NL | $\left\{\left(D_{1}, 0.2221\right),\left(D_{2}, 1111\right),\left(D_{3}, 0.3248\right),\left(D_{4}, 0.3411\right),\left(D_{5}, 0.001\right)\right\}$ |
| 16 | 0.9999 | NS AND NM | $\left\{\left(D_{1}, 0.1458\right),\left(D_{2}, 0.0762\right),\left(D_{3}, 0.69\right),\left(D_{4}, 0.0853\right),\left(D_{5}, 0.0026\right)\right\}$ |
| 17 | 1 | NS AND NS | $\left\{\left(D_{I}, 0.0554\right),\left(D_{2}, 0.3101\right),\left(D_{3}, 0.5708\right),\left(D_{4}, 0.0623\right),\left(D_{5}, 0.0015\right)\right\}$ |
| 18 | 0.9978 | NS AND 7 | $\left\{\left(D_{1}, 0.0479\right),\left(D_{2}, 0.5779\right),\left(D_{3}, 0.1816\right),\left(D_{4}, 0.074\right),\left(D_{5}, 0.1186\right)\right\}$ |
| 19 | 0.9939 | NS AND PS | $\left\{\left(D_{l}, 0.5544\right),\left(D_{2}, 0.2444\right),\left(D_{3}, 0.0008\right),\left(D_{4}, 0.0688\right),\left(D_{5}, 0.1316\right)\right\}$ |
| 20 | 0.9521 | NS AND PM | $\left\{\left(D_{l}, 0.4925\right),\left(D_{2}, 0.0053\right),\left(D_{3}, 0.0009\right),\left(D_{4}, 0.1703\right),\left(D_{5}, 0.3311\right)\right\}$ |
| 21 | 0.9597 | NS AND PL | $\left\{\left(D_{l}, 0.5472\right),\left(D_{2}, 0.001\right),\left(D_{3}, 0.001\right),\left(D_{4}, 0.1434\right),\left(D_{5}, 0.3075\right)\right\}$ |
| 22 | 0.9946 | NVS AND NL | $\left\{\left(D_{l}, 0.0406\right),\left(D_{2}, 0.1176\right),\left(D_{3}, 0.3825\right),\left(D_{4}, 0.4584\right),\left(D_{5}, 0.001\right)\right\}$ |
| 23 | 1 | NVS AND NM | $\left\{\left(D_{l}, 0.1015\right),\left(D_{2}, 0.7771\right),\left(D_{3}, 0.1194\right),\left(D_{4}, 0.001\right),\left(D_{5}, 0.001\right)\right\}$ |
| 24 | 1 | NVS AND NS | $\left\{\left(D_{1}, 0.3590\right),\left(D_{2}, 0.6381\right),\left(D_{3}, 0.001\right),\left(D_{4}, 0.0009\right),\left(D_{5}, 0.0009\right)\right\}$ |
| 25 | 0.9674 | NVS AND Z | $\left\{\left(D_{I}, 0.9496\right),\left(D_{2}, 0.0007\right),\left(D_{3}, 0\right),\left(D_{4}, 0.001\right),\left(D_{5}, 0.001\right)\right\}$ |
| 26 | 1 | NVS AND PS | $\left\{\left(D_{I}, 0.998\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0.001\right),\left(D_{5}, 0.001\right)\right\}$ |
| 27 | 1 | NVS AND PM | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 28 | 1 | NVS AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 29 | 1 | Z AND NL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 30 | 1 | Z AND NM | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 31 | 0.9996 | Z AND NS | $\left\{\left(D_{1}, 0.9948\right),\left(D_{2}, 0.0006\right),\left(D_{3}, 0.001\right),\left(D_{4}, 0.0015\right),\left(D_{5}, 0.002\right)\right\}$ |
| 32 | 0.9899 | Z AND Z | $\left\{\left(D_{1}, 0.9475\right),\left(D_{2}, 0.0011\right),\left(D_{3}, 0.0002\right),\left(D_{4}, 0.0161\right),\left(D_{5}, 0.0351\right)\right\}$ |
| 33 | 0.9994 | Z AND PS | $\left\{\left(D_{1}, 0.9931\right),\left(D_{2}, 0.0001\right),\left(D_{3}, 0.001\right),\left(D_{4}, 0.0022\right),\left(D_{5}, 0.0036\right)\right\}$ |
| 34 | 1 | Z AND PM | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 35 | 1 | Z AND PL | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 36 | 1 | PS AND NL | $\left\{\left(D_{1}, 0.39\right),\left(D_{2}, 0.61\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 37 | 1 | PS AND NM | $\left\{\left(D_{1}, 0.9\right),\left(D_{2}, 0.1\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 38 | 0.9962 | PS AND NS | $\left\{\left(D_{1}, 0.9681\right),\left(D_{2}, 0.001\right),\left(D_{3}, 0.0008\right),\left(D_{4}, 0.0101\right),\left(D_{5}, 0.0201\right)\right\}$ |
| 39 | 0.9999 | PS AND Z | $\left\{\left(D_{l}, 0.792\right),\left(D_{2}, 0.0089\right),\left(D_{3}, 0.0024\right),\left(D_{4}, 0.0659\right),\left(D_{5}, 0.1308\right)\right\}$ |
| 40 | 0.9933 | PS AND PS | $\left\{\left(D_{1}, 0.9532\right),\left(D_{2}, 0.0005\right),\left(D_{3}, 0.0006\right),\left(D_{4}, 0.015\right),\left(D_{5}, 0.0307\right)\right\}$ |
| 41 | 1 | PS AND PM | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 42 | 1 | PS AND PL | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 43 | 1 | PM AND NL | $\left\{\left(D_{i}, 0.1\right),\left(D_{2}, 0.9\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 44 | 1 | PM AND NM | $\left\{\left(D_{i}, 0.3\right),\left(D_{2}, 0.7\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 45 | 0.9985 | PM AND NS | $\left\{\left(D_{1}, 0.8354\right),\left(D_{2}, 0.144\right),\left(D_{3}, 0.0009\right),\left(D_{4}, 0.0064\right),\left(D_{5}, 0.0133\right)\right\}$ |
| 46 | 1 | PM AND Z | $\left\{\left(D_{1}, 0.8526\right),\left(D_{2}, 0.0027\right),\left(D_{3}, 0.0009\right),\left(D_{4}, 0.0475\right),\left(D_{5}, 0.0962\right)\right\}$ |
| 47 | 0.9955 | PM AND PS | $\left\{\left(D_{I}, 0.9723\right),\left(D_{2}, 0.0002\right),\left(D_{3}, 0.0008\right),\left(D_{4}, 0.0086\right),\left(D_{5}, 0.0182\right)\right\}$ |
| 48 | 1 | PM AND PM | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 49 | 1 | PM AND PL | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 50 | 1 | PL AND NL | $\left\{\left(D_{1}, 0.9\right),\left(D_{2}, 0.1\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 51 | 1 | PL AND NM | $\left\{\left(D_{i}, 0.99\right),\left(D_{2}, 0.01\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 52 | 1 | PL AND NS | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3,} 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 53 | 1 | PL AND Z | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 54 | 1 | PL AND PS | $\left\{\left(D_{1}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 55 | 1 | PL AND PM | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |
| 56 | 1 | PL AND PL | $\left\{\left(D_{l}, 1\right),\left(D_{2}, 0\right),\left(D_{3}, 0\right),\left(D_{4}, 0\right),\left(D_{5}, 0\right)\right\}$ |

$$
\begin{align*}
& +\xi_{1}(q) \sum_{i=1}^{N} \beta_{i, q}  \tag{B.20}\\
\frac{\partial C}{\partial \omega_{q}}= & \sum_{j=1}^{N}\left(\beta_{j, q}-\sum_{i=1}^{N} \beta_{i, q}\right) \chi_{1}(q, j) \tag{B.21}
\end{align*}
$$

$$
+(N-1) \xi_{1}(q) \sum_{i=1}^{N} \beta_{i, q}+\prod_{\substack{k=1 \\ k \neq q}}^{L}\left(1-\omega_{k}\right)
$$

where $\quad j=1, \ldots, N ; \quad s=1, \ldots, L ; \quad p=1, \ldots, L$; $z=1, \ldots, N ; q=1, \ldots, L$; and $m=1, \ldots, M$.

## Appendix C

## Algorithm to Estimate the Parameters of the Covariance Matrix

According to (22), the determinant of $\sum$ can be calculated by

$$
\begin{equation*}
|\Sigma|=\sigma_{1}^{N}+\sum_{k=2}^{N}(-1)^{k-1}(k-1) C_{N}^{k} \sigma_{1}^{N-k} \sigma_{2}^{k} \tag{C.1}
\end{equation*}
$$

The inverse matrix $\sum^{-1}=\left(b_{i, j}\right)_{N \times N}$ can be determined as follows:

$$
\begin{cases}b_{i, j}=\eta_{1}, & i=j  \tag{C.2}\\ b_{i, j}=\eta_{2}, & i \neq j\end{cases}
$$

where

$$
\begin{align*}
& \eta_{1}=\frac{\sigma_{1}+(N-2) \sigma_{2}}{\sigma_{1}^{2}+(N-2) \sigma_{1} \sigma_{2}-(N-1) \sigma_{2}^{2}}  \tag{C.3}\\
& \eta_{2}=\frac{-\sigma_{2}}{\sigma_{1}^{2}+(N-2) \sigma_{1} \sigma_{2}-(N-1) \sigma_{2}^{2}} \tag{C.4}
\end{align*}
$$

According to (18), we can obtain

$$
\begin{align*}
& \frac{\partial \log f(\hat{\mathbf{B}}(n) \mid \mathbf{x}(n), \mathbf{V}(n))}{\partial \sigma_{1}} \\
& \quad=-\frac{1}{2} \frac{\partial \log |\Sigma|}{\partial \sigma_{1}}-\frac{1}{2}\left[\frac{\partial \eta_{1}}{\partial \sigma_{1}} \gamma_{1}(n)+2 \frac{\partial \eta_{2}}{\partial \sigma_{1}} \gamma_{2}(n)\right]  \tag{C.5}\\
& \frac{\partial \log f(\hat{\mathbf{B}}(n) \mid \mathbf{x}(n), \mathbf{V}(n))}{\partial \sigma_{2}} \\
& \quad=-\frac{1}{2} \frac{\partial \log |\Sigma|}{\partial \sigma_{2}}-\frac{1}{2}\left[\frac{\partial \eta_{1}}{\partial \sigma_{2}} \gamma_{1}(n)+2 \frac{\partial \eta_{2}}{\partial \sigma_{2}} \gamma_{2}(n)\right]
\end{align*}
$$

where

$$
\begin{align*}
\frac{\partial \log |\Sigma|}{\partial \sigma_{1}}= & \frac{1}{|\Sigma|}\left[N \sigma_{1}^{N-1}+\sum_{k=2}^{N}(-1)^{k-1}(k-1)(N-k)\right. \\
& \left.\times C_{N}^{k} \sigma_{1}^{N-k-1} \sigma_{2}^{k}\right] \\
\frac{\partial \log |\Sigma|}{\partial \sigma_{2}}= & \frac{1}{|\Sigma|}\left[\sum_{k=2}^{N}(-1)^{k-1} k(k-1) C_{N}^{k} \sigma_{1}^{N-k} \sigma_{2}^{k-1}\right]  \tag{C.8}\\
\gamma_{1}(n)= & \sum_{i=1}^{N}\left(\hat{B}_{i}(n)-B_{i}(n)\right)^{2}  \tag{C.9}\\
\gamma_{2}(n)= & \sum_{\substack{i=1, j=1 \\
i \neq j}}^{N}\left(\hat{B}_{i}(n)-B_{i}(n)\right)\left(\hat{B}_{j}(n)-B_{j}(n)\right) \tag{C.10}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial \eta_{1}}{\partial \sigma_{1}}=\frac{-\sigma_{1}^{2}-2(N-2) \sigma_{1} \sigma_{2}-(N-1) \sigma_{2}^{2}-(N-2)^{2} \sigma_{2}^{2}}{\left[\sigma_{1}^{2}+(N-2) \sigma_{1} \sigma_{2}-(N-1) \sigma_{2}^{2}\right]^{2}} \tag{C.11}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial \eta_{1}}{\partial \sigma_{2}} & =\frac{(N-1)(N-2) \sigma_{2}^{2}+2(N-1) \sigma_{1} \sigma_{2}}{\left[\sigma_{1}^{2}+(N-2) \sigma_{1} \sigma_{2}-(N-1) \sigma_{2}^{2}\right]^{2}}  \tag{C.12}\\
\frac{\partial \eta_{2}}{\partial \sigma_{1}} & =\frac{2 \sigma_{1} \sigma_{2}+(N-2) \sigma_{2}^{2}}{\left[\sigma_{1}^{2}+(N-2) \sigma_{1} \sigma_{2}-(N-1) \sigma_{2}^{2}\right]^{2}}  \tag{C.13}\\
\frac{\partial \eta_{2}}{\partial \sigma_{2}} & =\frac{-\sigma_{1}^{2}-(N-1) \sigma_{2}^{2}}{\left[\sigma_{1}^{2}+(N-2) \sigma_{1} \sigma_{2}-(N-1) \sigma_{2}^{2}\right]^{2}} \tag{C.14}
\end{align*}
$$

Thus, $\sigma_{i}(n)=\arg \max _{\sigma_{i}} \log f(\hat{\mathbf{B}}(n) \mid \mathbf{x}(n), \mathbf{V}(n))$ is equivalent to solving the following nonlinear equations:

$$
\left\{\begin{align*}
\frac{\partial \log f(\hat{\mathbf{B}}(n) \mid \mathbf{x}(n), \mathbf{V}(n))}{\partial \sigma_{1}} & =0  \tag{C.15}\\
\frac{\partial \log f(\hat{\mathbf{B}}(n) \mid \mathbf{x}(n), \mathbf{V}(n))}{\partial \sigma_{2}} & =0
\end{align*}\right.
$$

The numerical method, such as FSOLVE function in MATLAB, can be used to solve the aforementioned nonlinear equations to estimate $\sigma_{1}$ and $\sigma_{2}$.

## Appendix D

See Tables XIII and XIV.
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