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Abstract

Different users of geospatial information have different requiremeitsat information.
Matching information to users’ requirements demands an understanding oftblogical
aspects of geospatial data. In this paper, we present an ontolagyrdnap generalization
algorithm, called DMin, that can be tailored to particular users and useks.take level
of detail in a generated map is automatically adapted by DMin according to thesesna
of the features represented. The DMin algorithm is based on a weightietda that has
two components: (1) a geometric component that differs from previgu®aphes to map
generalization in that no fixed threshold values are needed to paraméterigeneraliza-
tion process and (2) a semantic component that considers the releviameg deatures
to the user. The flexibility of DMin is demonstrated using the example of a tratadiom
network.
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1 Introduction

Different users of geospatial information have differeequirements of that in-
formation. For example, the information requirements obarist exploring the
downtown area of a historic city are expected to be manyfasifferent from the
requirements of a dispatch driver delivering goods to Itcainesses in the same
city. The tourist is typically interested in locating landrks and places of cultural
and historical relevance, including scenic parts of thg; ¢he delivery driver is
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interested in the shortest path, avoiding heavy traffic aadlworks, and directly
accessing the delivery addresses. In order to meet theartirequirements of
a user engaged in a specific task, information retrieval andgssing operations
must be able to incorporate ontological information abbwet data, the user, and
the user’s task.

In this paper, we examine the inclusion of such ontologioébrmation within

one class of geospatial information processing operatieneralization. Gener-
alization concerns the process of producing maps at colensals of detail, while

retaining essential characteristics of underlying geogiainformation (Weibel,
1995).

The growth of mobile and location-aware systems presengsveset of challenges
for map generalization techniques. Traditional genea#ibn techniques produce
maps that are general-purpose, that is, applicable to anardge of different tasks.
Mobile users of location-aware systems require infornmetinat is directly relevant
to the specific task in which they are engaged. At the same tiradimited commu-
nication, power, processing, and display characteristiecsost mobile computing
devices place constraints on the digital characteristigeformation provided to
users, in particular bandwidth constraints.

As a consequence, task-oriented generalization algositare needed that can
adapt information to the diverse requirements of users difil@and location-aware
systems. In this paper we present an ontology-driven magrgképation algorithm,
called DMin (“dee-min”), that is able to meet this need (“DW¥is a contraction of
“decimation-mine,” see sections 2.1 and 3.1). DMin comprises two components:
a geometric component and a semantic component. Followagetview of back-
ground literature in section 2, we present DMin and expltsrptioperties in section
3. Section 4 illustrates the geometric component of DMimgishe example of a
transportation network. Section 5 shows, using the sanmsgatation example,
how the semantic component of DMin can be used to adapt thrergieration pro-
cess to a range of different task-oriented user requiresnéirally, the discussion
in section 6 concludes the paper and presents suggestioiustfeer work.

2 Background

Techniques for generalizing two-dimensional data in gabapapplications have a
long tradition. Jones (1997) distinguishes eight diffégameralization techniques:
elimination, simplification (also called reduction), tfipation, exaggeration, en-
hancement, collapse, amalgamation, and displacementoWee our survey to
line simplification techniques. In section 5 we also disahselimination of lines,
which in turn can form the basis of amalgamation and collapszations.



2.1 Line simplification algorithms

Heckbert and Garland (1997) give an extensive survey ofgauigl simplifica-
tion algorithms for lines as well as surfaces. These teclgsanay be thought of as
lossy compression techniques. Simplified representatsoics as a schematic map,
conserve bandwidth when transmitted to a mobile computavice, for example a
handheld or wearable computer. Typical two-dimensioralaiizations of geospa-
tial data include maps of transportation networks, for guanstreet networks and
terrain elevations. In such maps, (polygonal) lines arel tis@epresent the extents
of streets or differences in elevation.

Computational cartography has led to the development ofta stitechniques for
simplifying and reducing detail in polygonal lines (McMest1987; McMaster and
Shea, 1992). Most of these simplification techniques empbigcimatiorstrategy,

in which the vertices of polygonal lines are deleted seqakyin accordance with
a preset error criterion. An example of a simple decimatigorghm is to remove
everyn™" point not fulfilling an error criterion. More sophisticateiécimation al-

gorithms determine which points are to be deleted by sugersing local toler-

ance bands upon the original line (Reumann and Witkam, 1@nBgr techniques
process local direction and distance information (JenR811McMaster, 1987),
taking into account two or three points of a line and traveyshe line sequentially,
deleting vertices according to a predefined minimum lengtlangle, or both.

One of the most popular techniques, also employed in comateestems, is the
Douglas-Peucker algorithm (Douglas and Peucker, 1973)oihtrast to decima-
tion algorithms, the Douglas-Peucker algorithm employsrastructiverefinement
strategy. Vertices are sequentially inserted betweenxtierae points of the orig-
inal polygonal line in accordance with a preset error doterAlgorithms like the
Douglas-Peucker algorithm are often describedlabal, because they process an
entire line at once. However, like most of these so-callexbgl algorithms the
Douglas-Peucker algorithm is only able to opegit#dally upon one polygonal line
at a time. An important feature of the DMin algorithm is thiaisi able to operate
upon multiple polygonal curves at the same time, therefgp&mizinguniversally
across an entire data set. An alternative to this approachingegrate global gen-
eralization algorithms into a universal generalizatiotuson, for example using
multi-agent systems (Lamy et al., 1999; Galanda and We20€12). However, the
multi-agent approach has been criticized for requiringraspcal levels of com-
putational resources (Vermeij et al., 2003). Consequetttiy, not well-suited to
on-demand mapping in a mobile computing environment.

Every line simplification algorithm introduces a deviatiiwom the original lines,
the error,e, of the simplification (Cromley, 1991). There are two typesiesign
goals for simplifications algorithms with respect to erramubds (Imai and Iri,
1988):



(1) minimizing the number of vertices for a given error boundalled min-#
problem; and

(2) minimizing the approximation error for a certain numloéwertices, called
min-s problem.

According to Imai and Iri (1988) min-# problem are easier ddve than mine
problems.

Most line simplification algorithms are min-# techniques aork with a predeter-
mined error bound. Typically, the error bound defines a tolerance band suah tha
only points within the tolerance band are allowed to be éeleThe disadvantage
of this technique is that a user has to specify in advance sitderthreshold value

of the error bound for each dataset. This threshold value indirectly detegsin
the number of points removed. The actual number of pointsvifiebe removed

is not known in advance, making min-# techniques less deiti@b compression
purposes.

2.2 Goals of line simplification

Weibel (1996) specifies four criteria that generalizatechhiques have to satisfy:
Gestalt (shape) constraints, semantic constraints, eregnstraints, and topologi-
cal constraints. We consider each of these criteria in turn.

First, with notable exceptions like the Douglas-Peuckgoalthm, many algorithms
are not able to preserve the overall shape of lines, bechesanplification criteria
involve onlylocal curve features. The shape of a curve is essential for igamgif
the salient features of the object represented by the cBoreexample, a meander-
ing line representing a street might indicate to a drivewsto otherwise difficult
driving conditions (Mark, 1989). Recent work on line simlgtion in image pro-
cessing (Latecki and Laknper, 1999, 2000, 2002) has drawn upon psychological
research into shape interpretation and human cognitiofirtém and Singh, 1997).

Second, the majority of cartographic algorithms are ntditad to meet the require-
ments of a specific user or task. The algorithms are basedplynon geometric
error criteria, but do not include semantic or ontologicabwledge about lines,
such as the meaning of a line (e.g., road versus vegetationdaoy) or its non-
spatial properties (e.g., surface type or traffic througlgia road). Although the
inclusion of semantic knowledge is widely regarded as aromant issue for line
generalization algorithms (Jones, 1997), current algorit have not addressed this
need. To date, only a few generalization algorithms, sudhasnulticriteria line
generalization of Sinha and Flewelling (2002), are ablentmiporate any non-
spatial information into the generalization process.

Third, many line generalization algorithms are not guaadtto beoptimal ac-



cording to a given error criterion. In this context, “optifhaneans an algorithm is
able to find the best possible approximation that minimibesdverall deviation
of the simplified line with respect to the original line. Aecding to Heckbert and
Garland (1997) there has been relatively little work onropdisimplification algo-
rithms for lines. Imai and Iri (1988) have shown that the catagional complexity
of optimal decimation techniques for a curve witlvertices in general is? log n.
Because optimal algorithms can be slow, it is common prattideade optimal-
ity for speed. The Douglas-Peucker algorithm is not optjrinat can be computed
with a complexity ofn log™ n (Hershberger and Snoeyink, 1998).

Fourth, not all algorithms are guaranteed to be topololyicnsistent (Muller,
1990), and may introduce such topological inconsisterase®ww self-intersections
or new intersections with neighboring map features. ThedlamiPeucker algo-
rithm is not necessarily topologically consistent. For nopa in vector format,
the importance of topological consistency has been empisy Bertolotto and
Egenhofer (2001). Approaches simplifying lines in a togadally consistent man-
ner are given in Jones et al. (1995), de Berg et al. (1998), andder Poorten
et al. (2002). Topologically consistent simplification@lghms are typically based
on computational geometry techniques such as Delaunaygtriation (van der
Poorten et al., 2002).

In summary, none of the current generalization algorithsgtithe same time
ontology-driven, shape-preserving, topologically cetesit, and optimal.

3 The DMin algorithm

The DMin algorithm incorporates both geometric and sencanformation about
a line. The core aim of DMin is to achieve ontology-driven giification, where
semantic information concerning the relative importantckatures to a user can
be accounted for within the simplification process. Adaitibdesign goals of the
DMin algorithm include shape-preservation and the maemer of topological
consistency. Although the DMin algorithm is not optimaigistill very efficient in
terms of computational complexity and, therefore, scalelstavery large datasets.

3.1 General approach

A crucial foundation for DMin is the assignment of separaggghts to each vertex
of every line in a dataset. The weight consists of two comptsea geometric
and a semantic component. The DMin algorithm uses the waffiinction to

decide which points are deleted when the set of lines is gieqbl At each step the
algorithm determines for all lines the point with the smstlleeight. Those vertices



with the smallest weights are successively dropped.

The DMin algorithm is a mire technique. At each iteration DMin removes the
point with the least importance (weight) and consequentigsdnot require any
preset error bound. The total number of points to be deletade explicitly speci-
fied by the user. For example, if a user requires a compressioof 10:1, then the
algorithm can be set to remove those 90% of points that amast importance, in
terms of both geometry and semantics. In the context of re@lnit location-aware
computing, the mire approach, used in DMin, enables the level of compression to
be adjusted to the limitations of bandwidth or display rasonh.

3.2 Weighting functions

The geometric component of DMin measures the overall impéet vertex on
the shape of the line to which it belongs. The geometric wedgisigned to each
vertex will usually depend on the length of the segments imgett the vertex and
their turning angle. In this case, the weighting functioti i a ternary function
f : R?® — R. The precise nature of the function may vary. It could dedavehrly
on the segments and the turning angle, that(is,, sz, @) — s1-s9-a. Alternatively,
it could emphasize the turning angle, or minimize the areetriangle spanned
by the two segments.

A key element of the DMin algorithm is itasdaptability DMin can be tailored to
different cartographic or psychological requirements @ging different weight-
ing functions. In the examples that follow in later sectiom& have primarily
adopted thel.? error norm to ensure compatibility with existing researthe >
error norm is a standard construction used in geometry tatduahe discrepancy
between two curves, in terms of the area enclosed by thosesuhlthough the
L? error norm is widely used in simplification algorithms, ritsswf cognitive psy-
chology and gestalt theory (Hoffman and Singh, 1997) shawsalient angles are
often crucial for a description of shape features. Thus, axelalso included in
section 4 a weighting function that emphasizes angularmmédion.

In addition to the geometric impact of a vertex upon the ergolygonal curve, we
also assign a weight for the semantic relevance of eachxventhin a particular
context. A geographic object is described not only by itsngewic extension, but
also by its semantic features. For example, in the case ohc metwork, an un-
derlying road ontology might provide the semantics foretiint classes of roads.
In turn, different road classes may assume varying leveispbrtance to a person
engaged in a particular task (e.g., highways being moreitaptthan major roads,
which are more important than minor roads). The semantighteissigned to each
vertex should reflect the relevance of that vertex to a sjgdei$k- or user-oriented
context. Later sections give examples of such semantichiiagyfunctions.



3.3 Topological consistency

The algorithms presented in sections 3.4 and 3.5 are tojpalbgconsistent: they

neither introduce self-intersections for a single line dorthey introduce any new
intersections with neighboring lines. Self-intersecti@and new intersections in-
troduced during simplification can be identified by applyihg triangle-criterion,

which is used, for example, in knot theory (Livingston, 1R93eleting a vertex

from a polygonal curve introduces a self-intersection d anly if there exists one
or more points of the curve lying within the triangle spanbgdhe two segments
of the vertex in question (Figure 1).

R e

Fig. 1. Introducing intersections by deleting vertices

The triangle condition ensures that the line simplificatitmes not introduce any
new line intersections. In the case of non-planar graphseher, the triangle con-
dition is insufficient to guarantee that existing line isi&ctions are preserved (Fig
ure 2). The configuration shown in Figure 2 is not uncommorewspatial informa-

tion, for example in the representation of bridges and tleindransport networks.
Removing these intersections would change the topologinattsre of the trans-
port network. To ensure topological consistency the DMgoathm maintains a

list of line intersections that are not vertices of polyganaves.

6\/0 T~

Fig. 2. Removing intersections by deleting vertices

Finally, our topological consistency checks assume thatutiderlying graph is
connected. For a disconnected graph there is a possililty the DMin algo-

rithm could change the graph’s topology, if two of the graptiisconnected non-
intersecting components still have no intersection afteradmponent is simplified
(Figure 3). Although such topological inconsistenciespassiblefor disconnected
graphs, they represent a degenerate case and seem urdikebut for spatial data.

Fig. 3. Line simplification leading to topological inconsistency in disconnecataplts
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3.4 Line simplification algorithm

The first variant of the DMin algorithm, called S-DMisimplifiesthe polygonal
curves up to a desired compression level; that is, until &cenumber of vertices
have been removed. Every vertex of a polygonal curve thadtisan endpoint is
called aninterior vertex. The S-DMin line simplification algorithm only dedst
interior vertices of polygonal curves. N is the overall number of interior vertices
of all polygonal curves and the number of removed interior vertices, then the
compression level is the ratio/ N expressed as a percentage, whire> 0. A
compression level of 100% (assuming this is possible withieinoducing self-
intersections) means that the simplification algorithmaees every interior point
of each polygonal curve, resulting in a planar straight gregph.

Algorithm 1: S-DMin semantic line simplification
Input: A set P of polygonal curves and the desired compression level
Output: A set P of polygonal curves simplified to the desired compressivalle
/[ Initialize weights;
foreachcurvec € P do
foreachinterior vertexv of ¢ do
Compute geometric weight, (v);
Compute semantic weight,(v);
Compute combined weight(v) «— w,(v) ® w,(v);

Generate a priority quede of all weightsw;

Compute a list of intersection points that are not vertices of a curve;

/I lterate over weights;

Setn « 1;

while current compression levet [ and(2 # () do

Select vertex,; with n™ smallest weight frons;

Select curve: € P containingu;;

A(v;) < {v|v # v; andv is ac-adjacent vertex

if o0, I =0andvo ;NI =0andA(v;) N A(v;_jvv41) = 0 then
Remove vertex; from ¢;

L Removew(v;) from Q;
Setn «— 0;

| Setn «—n +1;

Algorithm 1 initializes the weight for every interior verte as a combination of the
geometric and semantic weights for that vertexv) andw,(v) respectively. Each
weight is stored in a priority queu@. At line 1.1, a list/ of existing intersection
points is stored. These points can be junctions in the roadank or represent
tunnels and bridges (see section 3.3).

At each iteration the algorithm tries to remove the verteththie minimum weight.



When deleting a vertex of a curve, the algorithm must checkitersections with
other curves. To increase efficiency, instead of checkimgrfi®rsections of the
curve c with all other curves, the algorithm only needs to check faeiisections
with those curves that are in some sense in the immediatatyiof c. For example,
for a planar graph it would only be necessary to check forsesetions with those
parts of curves that share a common face witin the more general case of non-
planar graphs, we require a more complex definition of whatgans to be in the
“immediate vicinity” of ¢, leading to the definitions below.

A polygonal region is calledimpleif it has a non-intersecting boundary consisting
of edges and nodes in the underlying graph. A simple polylgaggon is ac-face

is if has at least one line segment in common with the curvec-face isminimal

if it does not completely contain any otheface. A boundary vertex of a minimal
c-face is called:-adjacent The algorithm maintains a sdtof all vertices that are
c-adjacent, in order to check more efficiently for intersaucs.

The line segment connecting two verticesand v;,; is denoted byv;; ;1. The
condition in line 1.3 checks whether removing the selecttexw; either:

(1) deletes an existing interior point &f(i.e., one of segments with endpoint
contains a point of ); or

(2) introduces an intersection (i.e., one of the verticeg\ dies in the triangle
defined by the segments with endpaift

If the elimination of the vertex does not change the topolaighe graph, the vertex
is removed from its supporting curve and its weight deletethf2. Otherwise, the

algorithm removes the vertex with the next-smallest weilgat does not introduce
an intersection. The algorithm terminates once the desioadpression level is
reached, or if there exist no curves that can be simplifiethauit changing the
graph’s topology.

3.5 Line generalization algorithm

The S-DMin algorithm simplifies but never eliminates curiéswever, we can use
the general form of the line simplification algorithm to defaline generalization
algorithm that may eliminate complete curves from the grgdborithm 2). The
second algorithm, called SE-DMin for “simplification-elimation-DMin,” assigns
a weight to every vertex, including the endpoints of eachveytine 2.1). The
algorithm assumes that the weights of the endpoints of aecam always greater
than any of the weights of the interior points of a curve. Timplies that the line
generalization process will always delete interior poofta curve before deleting
its endpoints. The intuition behind the SE-DMin algorithenthat a line is first
simplified before it is completely deleted.



2.1

2.2

Algorithm 2 : SE-DMin semantic line generalization

Input: A set P of polygonal curves and the desired compression level
Output: A set P of polygonal curves generalized to the desired compredsiah
[
/I Initialize weights;
foreachcurvec € P do
foreachinterior vertexv of ¢ do
Compute geometric weight, (v);
Compute semantic weight,(v);
Compute combined weight(v) «— w,(v) ® w,(v);

Generate a priority quede of all weightsw;

/I Iterate over weights;

Setn « 1;

while current compression levet [ and(2 # () do
Select vertex; with n" smallest weight fronf2;
Select curve: € P containingu;;

if no intersections are introducdtien

if v; is an interior vertex of: then
Remove vertex; from c;
Removew(v;) from Q;

else

Select endpoint; # v; of ¢;
Removew(v;) andw(v;) from Q;

| Removec from P;

| Setn « 0;

| Setn «—n+1,

The initialization stage of SE-DMin assigns to every vexégach curve a weight.
The algorithm continues to delete points with minimal wesgtntil the desired
compression level is reached or the graph cannot be furéreerglized without
introducing new intersections between curves. If a vereexaxminimal weight and
its deletion does introduce any intersections betweenes,itwo cases can occur:

(1) the vertex is an inner point of a curve; or
(2) the vertex is an endpoint of a curve.

In case 1 only the point is deleted from its correspondinyewand its weight is

deleted from the lisf). In case 2, however, the entire curve to which the vertex

belongs is eliminated. At line 2.2 the weights of both endobelonging to this
curve are deleted from the li§t. In contrast to the simplification algorithm, the
generalization algorithm can change the topology of th@lytay removing lines.
Existing intersections between lines may be removed. Toexethe condition in
S-DMin algorithm 1 (line 1.3) that checks whether an intetem is removed is

10



Fig. 4. Four co-located endpoints at an intersection

missing in SE-DMin algorithm 2.

In order to delete an entire curve from a graph, we assumeathattersection

of curves is represented not by a single point, but by theuejpints that be-

long to each individual curve meeting at that intersectkeor. example, in Figure
4 even though the points are coincident in the representatiach point can be
still identified with the curve to which it belongs. The numloé coincident points

at an intersection corresponds to the number of curvesantmith that intersec-
tion (the degree of that intersection). For example, if fetreets are incident at
an intersection, the intersection is represented by fodpeints. Given a four-way
intersection, the deletion of one street would, therefi@gylt in the removal of the
one curve, but not the intersection point itself, resulimg T-junction.

An optimal simplification algorithm guarantees that thex@o better approxima-
tion of a line simplification with respect to a given weiglgfifunction. Because
the primary goal of this approach is to explore the value ahloiming semantic
with geometric information for generalization, we implemed a fast algorithm
and traded optimality for speed. The DMin algorithm is Idgaptimal, that is,

optimal in each step, but not globally optimal. However, degimation technique
can easily be modified to produce an optimal algorithm, &lte¢he cost of greatly
increased computational complexity (see Imai and Iri, 19&8more details).

4 Example geometric simplification

This section illustrates the basic geometric simplifiaativat can be performed by
the S-DMin simplification algorithm. The algorithm was irepiented, using Java,
and tested on a range of real and simulated data. The examghésand following
sections are based on topographic data for British Columbiaads .

* The datasets used in this paper are available via the Canadian Geospatiaiff2atruc-
ture (CGDI),ht t p: / / ww. cgdi . gc. ca. Data for Figures 5, 6, 8—1® 2003 Govern-
ment of Canada with permission from Natural Resources Canada.
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A design feature of the DMin algorithm is that it possessdicsent adaptability
to generalize using a wide variety of weighting functionscfeon 3.2). This fea-
ture contrasts with much of the previous work on generabngsection 2), which
is concerned with the properties of specific weighting fiord. To illustrate this
property, Figure 5 shows the results of simplifying 90% @f ploints within a single
line (part of a coastline) using three different geometr@ghting functions.

a. Normalized linear weights

b. Angle-biased weights

c. L? error norm weights

Fig. 5. Comparison of three different geometric line simplification weightingtions for
part of the coastline of British Columbia, Canada with 90% of vertices removed

The three geometric weighting functions used to generaper€is are as follows:

(1) Normalized linear weightdfter Latecki and Lakmper (1999), we tested the
ternary weighting functiory (s, s, o) — 4523, where, for three adjacent
pointsp,,_1, p., andp, 1, s1 is the distance between,_; andp,, s; is the
distance between, ., andp,, and« is the turning angle,, _1p,pn1-

(2) Angular-biased weightsin keeping with Hoffman and Singh (1997), the
weighting function can be biased toward the turning anglediyg the ternary
weighting functionf (sy, so, @) — s - s9 - a3, wheresy, s», anda are defined
as above.

(3) L? error norm weights A commonly used error criterion in generalization,
the L? error norm weights associated with each vertex are compagetie
area enclosed between the original curve and the curve thatdwesult from
removing that vertex.

12



These three functions were chosen as a representative essarinfiie geometric
weighting functions tested during the course of this wonkcomputational terms,
the normalized linear and angle-biased weighting funsteme the simplest to com-
pute as the weighting for each point depends only on therdistaand angle be-
tween three points. Weighting function 3, thé error norm, may require a consid-
eration of all the points within a line in order to compute Wrgight for a particular
point.

In cartographic terms, all three weighting functions areside, allowing a high de-
gree of simplification while still retaining the essentibbcacteristics of the curve.
The choice of which weighting function to use within a pautar application will
be, at least partly, a subjective one. From the perspedtivespaper, the important
message is that the DMin algorithm is flexible enough to abowy of these func-
tions to be used to build the overall geometric weightingefion w,, and indeed
any similar functions.

As discussed in section 2, the DMin algorithm may be applienvarsally to a
complex dataset made up of multiple lines and polygons, assiagle line. Fig-

ure 6 shows an example simplification of part of the transpetitvork of British
Columbia. At each iteration, the simplification process fittts optimal point to
remove from acrosall the geometries in the dataset. By contrast, traditional gen-
eralization algorithms operate locally on part of a featoreglobally on just one
feature at a time. Per-feature generalization can be é@mter the whole dataset.
However, processing universally across an entire datasetres that the simplifi-
cation process operates within the context of the datasetdmle.

4.1 Analysis

Figure 7 compares the behavior of the three geometric wiamgfanctions for the
data set displayed in Figure 6. For each weighting functlomfigure plots the level

of simplification (as percentage of points removed) agdinsttotal inaccuracy

in the map (in terms of thé? error norm, the area of discrepancy between the
generalized and ungeneralized map in square kilometdns)figure shows that alll
weighting functions perform well, in the sense that betw&e@% and 40% of the
data points can be removed using the S-DMin simplificatigo@ihm with almost
zero error. The level of inaccuracy remains relatively loy, until the 60-80%
generalization level, after which levels of inaccuracyr@ase dramatically.

The errors for the.? norm weighting function are initially marginally lower tha
for the other two weighting functions. In the 60-90% range 8ituation is re-
versed, with errors for thé&? norm weighting function being larger than for the
other two functions. This feature highlights the local optlity of the DMin algo-
rithm. At each iteration, thé? error norm weighting function removes that vertex

13
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Fig. 6. Geometric line simplification for part of the transport network of Bri@siiumbia,
Canada.

which yields the minimal increase in error. Over multipler#tions this strategy

does not necessarily lead to a globally optimal solutiom@eethe other weighting
functions are able to achieve lower levels of inaccuracy).

4.2 Summary

This section has illustrated the geometric simplificatibgenspatial data using the
DMin algorithm. DMin provides several significant advargagover many other
conventional line simplification algorithms. SpecificalBMin is:
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Fig. 7. Comparison of geometric line simplification weighting function perforradocthe
transport network shown in Figure 6.

e able to generalize within the context of the entire datasatsimply on a per-
feature basis;

¢ flexible enough to support a range of weighting functionst an

¢ locally optimal (optimal at each iteration), although ntalgally optimal.

These features mean the DMin algorithm compares well withveotional line
simplification algorithms. However, its advantage is theg tveighting functions
may be further extended to encompass semantic as well assggomformation,
explored further in the following section.

5 Ontology-driven simplification

Traditional map generalization usually aims to provide dthpurpose representa-
tion of a geographic environment, suitable for a variety ifedent users engaged
in a diverse range of activities. The growth in mobile anétamn-aware computing
in particular has led to a greater demand for mapping ses\tftat are tailored to
the requirements of a particular user engaged in a spe@iclaturn, this requires
the ability to incorporate ontological information aboue tasks and goals of a user
when responding to user queries.
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5.1 Parameterized semantic weighting function

The semantic weighting component of the DMin algorithm ist jas flexible as
the geometric weighting component. Potentially any seroamighting function
can be used. As an example, consider a weighting functioacbas a tuple of
user-defined weights for each feature class in the map. @neportation dataset
used to evaluate the algorithm has five feature classes. <pomdingly, the quin-
tuple (a, b, ¢, d, ¢) can be used to encode the user-defined weighisc, d, ande
expressing the relevance to a user of ferry routes, minats;ominor highways,
major highways, and multi-lane highways, respectively. th@ purposes of this
example, we define a semantic weighting function (Equationvherek is some
constant and: is the user-defined weight (from our tuple) for the featusesslto
which vertexv belongs:

ws(v) = K (1)

Using this approach, the ontology-driven simplificationgess can be parameter-
ized using the tupléa, b, ¢, d, e). The values of each element in the tuple can be ma-
nipulated to reflect a particular user’s requirements. kangle, the task ontology
of a delivery driver, who considers multi-lane and majorhwigys more relevant
to the task of delivering goods than minor roads and highveayferry routes, is
modeled as the tupl@, 0, 0, 1, 1). By contrast, a tourist’s information requirements
might be represented as the tuple0, 1, 1, 0) (i.e., tourists regard multi-lane high-
ways and minor roads as of less relevance to touring thay feutes, and minor
and major highways). Similarly, a recreational cyclist whishes to avoid heavy
motorized traffic might regard minor roads and highways agreétest relevance
to the task of cycle-touring, represented as the tgple, 1,0, 0).

To incorporate semantic information into the simplificatfm@ocess, we must com-
bine the parameterized semantic weighting function witheangetric weighting
function (section 3.4). For example, Figure 8 shows a détaih part of the trans-
port network dataset, following simplification using thedar combination of geo-
metric and semantic weighting functions(;v) — w,(v) - ws(v). In Figure 8w, is
the L? error norm weighting and, is the tuple-based semantic weighting function
discussed above. The two maps represent the results ofrigikthe simplification
algorithm toward the task-oriented requirements of twedént users, the delivery
driver and the recreational cyclist.

Comparison of the maps in Figure 8 reveals that, while all tlaels have been gen-
eralized to a high extent, greater detail does indeed reareiaatures of particular
relevance to the user’s task ontology. To quantify the ckiféial generalization,
Figure 9 shows an accuracy map for the entire dataset basbd delivery driver’'s
task ontology, using tupl@, 0,0, 1, 1). For each line segment, the level of accuracy
of the simplified line has been computed as fRerror norm for that line segment,
normalized according to the length of line segment. In Fedublack lines indicate
zero error (i.e., no deviation from the dataset); dark girags show simplified line
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Delivery driver task-parameters (0,0,0,1,1)  Recreational cyclist task-parameters (0,2,1,0,0)

Minor road — Major highway 80% vertices removed
—— Minor highway == Multi-lane highway L1 20 km (approx scale)

Fig. 8. Ontology-driven line simplifications using different task-orientachmeters.

segments of high accuracy; light gray lines show lower amuisimplified line
segments; and the palest gray shows those lines with théegte®rmalized er-
ror levels. As expected, the spatial distribution of sifigdition accuracy indicates
more accurate simplification is coincident with the feasuséinterest, in this case
major and multi-lane highways.

Simplification
accuracy (80%
vertices removed)

No error

High accuracy
Mid-level accuracy

Low accuracy

Fig. 9. Accuracy map for delivery driver task-oriented simplification.

Further statistical analysis, using a paite@st for differences between two means,
compared the performance of the ontology-driven simplifacaprocess (using the
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delivery driver task-oriented parameters from Figure 8hwhe standard geometric
simplification (using thel.? error norm). For each road class, the null hypothesis,
that there exists no significant difference between ther @aracteristics of the
two simplification techniques, was tested. After removifdy@Bof points in the
dataset, the tests revealed significantly lower errors foltirane highways and
major roads using the ontology-driven simplification psgésignificant at the 5%
level). No significant differences between the error lef@lshe two simplification
processes were discovered for any other road classes sldmsancouraging result
as it indicates that:

(1) the ontology-driven generalization process leads twadesed error levels for
the feature classes that are considered more relevant; and

(2) any corresponding loss of accuracy across less reléxaiuire classes is rela-
tively mild (i.e., not statistically significant).

In these examples, the tuple weights needed to generatatketiented maps
were the result of a subjective assessment of a potentied’ueds. The prototype
software developed for this research automatically inetud series of sliders as
part of its graphical user interface, one slider for eachst# transportation route.
By adjusting the sliders, a user is able to interactively lsettiple-based semantic
weights used in the generalization process.

A variety of different mechanisms might be used to set theasgim weights. For
example, a generalization system could include a seriesesfep profiles, each
associated with particular tuple. A user would then selketpreset profile that
best matches his or her own requirements. It is also conaeivhat the semantic
weights could be automatically generateduser agentssoftware programs that
mediate on behalf of the user to acquire information thatasemwelevant to that
user. The InfoSleuth architecture is one example of a sy8tatrutilizes such user
agents in ontology-based information capture and retri@@dine et al., 2000).

5.2 Semantic weighting with user routes

The parameterized semantic weighting function is just aresible way to incor-
porate task-oriented information about a user’s infororatequirements into the
simplification process. Figure 10 shows the accuracy magtieg from another
type of task-oriented simplification. In Figure 10, the satistribution of simpli-
fication is controlled by proximity to a user’s route throudle transport network.
Locations further away from the user’s route are simplifieghieference to those
closer to the route. The semantic weighig, are derived from the familiar inverse
distance decay function (Equation 2), where for some vertard user route,
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d,(v) is the minimum distance fromto some part of-:

Ws (U) = (2)

Simplification
accuracy (80%
vertices removed)

No error
High accuracy
Mid-level accuracy

Low accuracy

Fig. 10. Accuracy map for task-oriented simplification with user route.

This semantic weighting function could be used to provides&{oriented general-
ization of a map for a user navigating through the transpetwark. Locations on
or close to the user’s route are clearly more relevant to #es'sinavigation task
than those further away from the route. Correspondinglyseheill be subject to
lower levels of simplification.

5.3 Task-oriented elimination

The approach so far has focused exclusively on simplifinatidowever, elimi-
nation may also be effected using the SE-DMin algorithmt{sac3.5). In this
section we briefly illustrate some results of using both dification and elimina-
tion on the test network dataset. Figure 11 shows an extrearame of elimina-
tion in ontology-driven map generalization. The distaneeay semantic weighting
function (section 4), combined with the usual error norm geometric weighting
function, has been used to generate Figure 11.

In Figure 11, the generalization level has been set to 90%hi&thigh level of

generalization, the majority of roads have been eliminaétiough the map still
contains considerable detail close to the user’s intendater The SE-DMin al-
gorithm as presented here is somewhat naive, causing a &g ai the periphery
of the test area to become disconnected from the remairamggort network. A
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90% .
Vertex Reduction ~:
(Angle-biased
weighting)

Minor road
—  Minor highway
— Major highway
== Multi-lane highway
—mm  (Jser route

Eliminated line

Fig. 11. Task-oriented elimination with user route.

more sophisticated weighting function could also incogpertopological weights
that would prevent such disconnections.

5.4 Outlook

The examples in this section concern the task-orientedrgkregion of a road map
based on an ontology for roads. Further refinements of tbisigue could also in-
tegrate ontological information concerning decision p@end regions adjacent to
roads. Decision points (primarily intersections in thedeeetwork) could be as-
sessed with respect to their relevance to the navigatidn Eecision points that
are harder to negotiate or require a particular user actiach) as a turn, could be
presented at a higher level of detail than other intersestjof. the incorporation of
an ontology of turns into the wayfinding task in Duckham andikK2003). Figure
12 illustrates this concept using two different generaidres of a highway inter-
section. The left-hand diagram in Figure 12 shows the compigersection. The
other two diagrams in Figure 12 show generalizations of treplete intersection
for a user who's task is to turn left onto another highway {drdiagram) or to
continue straight on (right-hand diagram).

Similarly, an underlying ontology of the regions that arg@adnt to and enclosed by
the roads might also be included (Fonseca and Egenhofed, h89e emphasized
the importance of including such ontological informatioithin GIS). Whether re-

gions are aggregated by DMin, eliminating the boundarysbparates two regions,
would depend on their ontological similarity. Rodriguez &genhofer (2003) and
Jones et al. (2003) discuss two examples of ontologicalaiityi measures, which
could be used as a semantic weighting component of the DNgorighm. The
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Fig. 12. A highway intersection (left) and two task-dependent genetialiwaof the inter-
section (center and right).

more similar two regions are, the more likely it would be ttiegty would be amal-
gamated. In the case of the SE-DMin algorithm, the line adjato two similar

regions could receive a low weighting, so ensuring thatltheswould be preferen-
tially eliminated. These extensions, and many other ogteldriven generalization
operations, could be achieved simply by varying the fornmefsemantic weighting
function.

6 Discussion

This paper has described a new generalization algorithtrctdmprises both a ge-
ometric and a semantic component. The DMin algorithm is agatpnally effi-
cient, operates universally across an entire dataset,natind icase of the S-DMin
variant is topologically consistent. A wide range of shapesprving weighting
functions can be used with the geometric component. The rs#&@n@mMponent
enables the generalization of geospatial data to be adép&dpecific user’s re-
quirements, preferentially generalizing those featuhas are of lower relevance
or importance to a user. Experiments using DMin have dematest algorithm’s
adaptability to different types of user requirements, dreldiversity of geometric
and semantic weighting functions that can be integratel thi¢ algorithm.

Future work in this area will need to address issues in at these different areas
arising from this initial research.

(1) Integration with user agentsA long-term goal of developing an ontology-
driven generalization algorithm is to integrate the geliwation process with
autonomous user agents (section 5.1). These user agents aapture se-
mantic information about the user and the user’s tasks aal$ goased on an
analysis of the user’'s behavior patterns and context-as&rsor technology
(such as location or motion sensors). User agents couldhtieeiiate on behalf
of the user to automatically parameterize the generatimgtiocess to provide
task-oriented geospatial information to users, withoetrtbed for any explicit
user intervention in the process.

(2) User testing The analysis of the ontology-driven generalization pssgere-
sented in this paper has focused on the statistical chaisdie of the gener-
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alized information and the spatial distribution of erronghim the generalized
information. In combination with the development of useeiatg, user testing
is needed to verify the suitability of generalized inforroatfor use with in
specific application domains.

(3) Generalization operatorsThis paper has primarily concentrated on two gen-
eralization operations: line simplification, using the $HD algorithm, and
elimination, achieved by the SE-DMin algorithm. Elimiratiitself can be
seen as the initial stage of other generalization opemstisnch as collapse
and amalgamation. Consequently, future work will concéeatoa broadening
the range of generalization operations that can be achieiteith an ontology-
driven framework.
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