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Abstract: Much research has focused on classification within a closed set of emitters, while emitters
outside this closed set are misclassified. This paper proposes an open-set recognition model based on
prototypical networks and extreme value theory to solve the problem of specific emitter identification
in open-set scenes and further improve the recognition accuracy and robustness. Firstly, a one-
dimensional convolutional neural network was designed for recognizing I/Q signals, and a squeeze-
and-excitation block with an attention mechanism was added to the network to increase the weights
of the feature channels with high efficiency. Meanwhile, the recognition was improved by group
convolution and channel shuffle. Then, the network was trained with the joint loss function based on
prototype learning to complete the separation of intra-class signals and the aggregation of inter-class
signals in the feature space. After the training, the Weibull model was fitted for pre-defined classes
by incorporating the extreme value theory. Finally, the classification results were obtained according
to the known classes and the Weibull model, effectively completing the open-set recognition. The
simulation results showed that the proposed model had a higher recognition performance and
robustness compared with other classical models for signals collected from five ZigBee and ten USRP
310 devices.

Keywords: specific emitter identification; prototypical networks; open-set recognition; extreme
value theory

1. Introduction

The large-scale application of wireless communication technology and the advent
of the Internet of Things era have prompted the rapid development of a large number
of communication devices, along with serious challenges in the fields of communication
security and signal reconnaissance. Traditional MAC address and secret key authentication
methods are easy to forge and crack, and relying on signal analysis methods to track and
identify signals can no longer meet the needs of reconnaissance in complex electromagnetic
environments. Specific emitter identification (SEI) can accomplish the authentication and
identification of individual emitters by extracting the inherent fingerprint features in signals
of different emitters due to hardware manufacturing and other effects [1]. In the field of
electronic reconnaissance, the identification of individual features can effectively provide
information on non-cooperative targets, track the spatial location of signals, analyze the
electromagnetic situation on battlefields, and generate valuable intelligence. In addition,
SEI combined with traditional authentication methods, such as secret key and MAC address,
can strengthen the recognition and identity authentication of illegal wireless communication
devices [1,2] and improve the security performance of communication systems.

According to the working state of the communication emitters, the signal fingerprint
features can be divided into transient features and steady-state features. The differences
in transient features are obvious and easy to distinguish, but the extraction of transient
features requires high-precision equipment and acquisition conditions, since it is susceptible
to noise [3–6]. In view of the difficulty of detecting the transient starting point of the signal,
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Ref. [7] several methods for detecting transient starting points have been developed. Among
them, the energy criterion method based on the instantaneous amplitude characteristics
was recently shown to be superior.

Compared with transient features, steady-state features are easy to obtain; therefore,
the method of extracting RF fingerprints based on steady-state features has been widely
researched and applied. For example, the high-order cumulant detection function was
constructed to extract the boot signal envelope, and the envelope fractal feature was used to
cluster the signal extraction results, which could identify the fingerprinting characteristics
of FH radio stations [8]. The fractal features of the FH signal extracted by this method could
effectively suppress the noise impact. Ref. [9] proposed square integral bispectra (SIB) to
extract the unique stray features of an individual transmitted signal, and the principal
component analysis (PCA) method was utilized to extract a low-dimensional classification
vector. Then, a support vector machine (SVM) based on the Gaussian kernel function was
implemented to complete the classification. The proposed model was highly accurate and
robust even in the presence of excessive noise. Ref. [10] proposed an emitter identification
based on variational mode decomposition and spectral features (VMD-SF). This method
had a lower computational cost than the VMD-EM2 method and the existing EMD-EM2

method. However, these feature extraction and classification methods have high complexity.
The extracted features are not comprehensive enough, the generalization is not strong, and
the recognition accuracy is generally low.

With the rapid development of deep learning technology [11], many researchers have
applied it to SEI or signal recognition. For example, Ref. [12] applied the Hilbert–Huang
transform to the received signal and converted the Hilbert spectrum into a grayscale
image. Then, residual networks were used to learn the visual differences reflected in the
Hilbert spectrum images. The simulation results validated that the Hilbert spectrum image
was a successful signal representation and demonstrated that the fingerprints extracted
from raw images using deep learning were more effective and robust than the expert
ones. Similarly, the differential constellation trace figure (DCTF) [13], bispectrum [14] and
nonlinear features of the power amplifier, and modulator distortion features [15] of the
signal are recognized by different convolutional neural networks (CNNs) for SEI, and all of
these methods present substantial performance improvements over traditional methods.
However, converting signals into two-dimensional forms such as images increases the
model complexity and may cause the loss of some original information related to the signals.
Therefore, many researchers have used neural networks to recognize the original sequence
signals directly; for example, using one-dimensional CNNs to accomplish the feature
extraction and classification of I/Q sequence signals [16–18]. Further, recognition methods
based on hybrid networks and complex neural networks have also been proposed [19,20],
such as the fusion of CNNs and LSTM. In [19], deep bidirectional long short-term memory
(DBi-LSTM) and a one-dimensional residual convolution network with dilated convolution
and a squeeze-and-excitation block (Conv-OrdsNet) were devised to extract temporal
structure features directly from baseband I/Q samples. Moreover, a data augmentation
method was used to overcome the interference of unreliable features. The proposed model
could effectively extract reliable RF fingerprinting features from I/Q samples, and the
classification results were better than those of most existing methods. Meanwhile, ensemble
neural networks were proposed for the recognition of the fusion features of graphs and the
sequence features of signals [21]. These methods made use of powerful feature extraction
techniques, the self-learning of deep learning, and corresponding data processing methods,
which greatly improved their classification performance. In addition, a multi-channel
model was established to reduce the effect of channel changes on individual recognition,
which effectively improved the recognition accuracy and robustness of the models under the
conditions of channel changes and noise [22]. Based on the communication of the physical
layer and the support vector data description (SVDD) algorithm, Ref. [23] established a
radio frequency fingerprint authentication model for communication devices. Ref. [24]
proposed a light-weight radio frequency fingerprinting identification (RFFID) scheme
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combined with a two-layer model to realize authentication for a large number of resource-
constrained terminals under a mobile edge computing (MEC) scenario. The results showed
that the novel method could achieve a higher recognition rate than that of the traditional
RFFID method by using the wavelet feature effectively, which demonstrated the efficiency
of the proposed method. Ref. [25] defined a device-specific unique fingerprint by analyzing
solely the inter-arrival time of packets as a feature to identify a device. Thus, they obtained
a superior identification model compared with ResNet 50-layer and basic CNN 5-layer
architectures.

Most previous research on SEI was based on closed-set scenes, i.e., the same classes
of samples were used for both validation and training. However, recognition algorithms
for closed-set scenes are difficult to apply to actual electromagnetic environments with
open-set properties. In open-set scenes, the samples to be tested may contain new classes
that do not appear in the training set, and models trained in a closed set will recognize the
new samples as known classes, thus seriously affecting the recognition accuracy. Several
researchers have started to research SEI in open-set scenes. Refs. [26,27] used OpenMax [28]
based on the extreme value theory (EVT) to recognize the communication emitters and
high-resolution range profiles of radar, achieving performance advantages compared with
the traditional open-set recognition model. In order to enhance the discriminative power
of deeply learned features, Ref. [29] proposed center loss for face recognition tasks. The
center loss simultaneously learned a center for deep features of each class and penalized the
distances between the deep features and their corresponding class centers. It significantly
improved upon previous results and is expected to be used for open-set recognition.
Ref. [30] proposed an unsupervised class-distance learning method, which used an auxiliary
dataset containing only open classes to learn the decision boundary between closed and
open sets and achieved improved results.

In recent years, prototypical networks combining prototype learning ideas and deep
neural networks have been used for image recognition under few-shot conditions [31], class-
incremental learning [32], and open-set recognition [33]. These methods have achieved
better recognition performance compared with traditional CNNs. Prototypical networks
have obvious advantages in solving few-shot problems and improving generalization
performance. Additionally, the classification principle of prototypical networks is more
favorable for open-set recognition.

Based on this, we propose an open-set SEI model for one-dimensional sequence signals
by combining prototypical networks and EVT. We creatively introduced an attention
mechanism and ShuffleNet into a one-dimensional neural network and combined this
prototype network and extreme value theory for the first time to obtain a higher recognition
performance and robustness. The results of the experiments on the dataset collected
by 5 ZigBee devices and 10 USRP 310 devices showed that the proposed model had a
higher recognition accuracy than other models such as OpenMax. The recognition accuracy
of the five ZigBee devices reached 95% at 0 dB, and it reached over 90% at a mixed SNR
of −4–10 dB for the 10 USRP 310 devices. The contributions of the proposed model are
as follows:

1. A one-dimensional CNN integrating an attention mechanism was designed. Mean-
while, group convolution and channel shuffle were introduced into the network,
which reduced the complexity and overfitting and effectively improved the recogni-
tion performance.

2. Prototype learning was combined with the one-dimensional CNN. Distance-based
cross-entropy loss and prototype loss were used to train the network to complete
the separation of inter-class signals and the aggregation of intra-class signals in the
feature space.

3. Combining EVT, Weibull models were fitted for each known class based on the
distance from the sample features to the mean features. The open-set recognition was
completed based on the Weibull models and the distance between the features of the
test samples and the mean features of known classes.
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The rest of the paper is organized as follows. Section 2 introduces the classification
principle of the prototypical networks and the basic theory for applying EVT to open-set
recognition. Section 3 presents the design of the open-set recognition model, including
the network structure, classification algorithm, and loss function. Simulation experiments
on five ZigBee devices and an analysis of the simulation results are provided in Section 4.
Finally, a brief conclusion is presented in Section 5.

2. Prototypical Networks and Extreme Value Theory
2.1. Prototypical Networks

Prototypical networks, combining neural networks and prototype learning, use the
distance between the sample features and the prototypes to measure the attribution of
samples, leading to a wide range of applications in fields such as few-shot learning [26].
Prototype learning is a classical algorithm in pattern recognition [34]. With the develop-
ment of neural networks, prototype learning methods have been integrated into the CNN
framework for better performance. Previous CNN models used SoftMax to normalize
the output of the fully connected layer and classify the input sample x with the highest
probability. The classification is based on:

x ∈ class arg
N

max
y=1

p(y|x)

p(y|x) = exp(ξy)
N
∑

i=1
exp(ξi)

(1)

where p(y|x) represents the probability that sample x belongs to the class y; ξi represents
the network output of class i, where i ∈ {1, 2, · · · , N}; and N represents the number of
known classes. When using prototypical networks for classification, the networks can learn
a prototype ai for each class. Then, the samples can be classified into the class with the
closest prototype. The process can be expressed as:

x ∈ class arg
N

max
i=1

gi(x) (2)

where gi(x) is the classification function of class i [33]. It can also be expressed as:

gi(x) = −‖ f (x; θ)− ai‖2
2 (3)

where f (x; θ) represents the neural network feature extractor, and θ represents the network
parameters. f (x; θ) and the prototype ai can be learned jointly [33]. During the learning
process, the prototype of a certain class is continuously pushed towards the sample features
of that class, while the prototypes of other classes are kept away from the sample features
of that class.

Prototype learning transforms the classification into the nearest neighbor problem
in the feature vector space. The addition of the feature extraction advantages of neural
networks can effectively improve the generalization performance and alleviate overfitting.
We can also see that the classification principle of prototypical networks and the metrics
method based on distance are more conducive to recognizing unknow classes.

2.2. Extreme Value Theory

EVT is a theory dealing with the maximum and minimum values of a probability
distribution and is mainly used to predict the probability of extreme events. In 1928,
R.A. Fisher and L.H.C. Tipper published their famous paper on EVT [35], which showed
that low-probability events obeyed another probability distribution. By analyzing the
occurrence of past extreme events and finding their distribution patterns, it is possible
to calculate the probability that an extreme event may occur in the future, including the
possibility of new events. For example, using historical data of the lowest temperature in
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a particular location, it is possible to predict the future lowest temperature, including the
probability of the record lowest temperatures occurring.

EVT is related to many widely used distributions such as the Weibull distribution. The
authors of [36] indicated that within multiple independent distributions, the set of extreme
values necessarily converges to an extreme value distribution. Usually, the extreme values
in a set of data can be represented by the Weibull distribution. The probability density of
the Weibull distribution is expressed as:

f1(x; α, β) =

{
β
α

( x
α

)β−1e−(
x
α )

β
x ≥ 0

0 x < 0
(4)

where x is the random variable, α > 0 is the scale parameter, and β > 0 is the shape
parameter. The cumulative distribution function of the Weibull distribution is expressed as:

f2(x; α, β) =

{
1− e−(

x
α )

β
x ≥ 0

0 x < 0
(5)

According to the properties of the Weibull cumulative distribution function, the
Weibull model can be fitted using several maximum values of each class. When the input is
far from the distribution of a class, it is probably judged as an extreme value or an outlier by
the Weibull model. Thus, the network output of the test samples can be weighted according
to the probability, and the score of the samples belonging to the unknown classes can be
obtained, which effectively enhances the robustness of open-set recognition.

3. Recognition Model
3.1. Model Framework

The proposed open-set SEI model uses the prototypical networks as the basic structure
and incorporates EVT to achieve open-set recognition for I/Q sequence data. The model
framework is shown in Figure 1 and is divided into three main modules.

The data-processing module preprocesses the data and then forms the training set
and test set according to the preset ratio. In the following training process, classification is
performed by the distance from the sample features to the prototypes, and a tight feature
space is learned for each class using the joint loss function. After the training, the Weibull
model is fitted for each class separately. Thirdly, the testing module obtains the network
output of the test samples. Then, the distance of the test samples to the mean features of
all known classes is calculated, and the Weibull cumulative distribution probability of the
test samples is obtained based on this distance. Finally, the network output is revised by
this probability, and the scores of the test samples belonging to the known and unknown
classes are obtained.

3.2. Network Structure

The structure of the open-set recognition network is shown in Figure 2. In this study,
we directly processed the sequence data with low complexity, so the designed network
structure was based on a relatively simple one-dimensional CNN. Four convolution layers
exist in the network, and the number of convolutional kernels in each layer is 32, 64, 128,
and 256, respectively. A maximum pooling layer with a kernel of two was added after each
convolutional layer to reduce the complexity and overfitting of the model, and the final
output dimension was reduced by the four-layer network to fully extract the deep features
of the data.
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The convolution kernel size of each convolution layer is 1× 9. Using larger convolu-
tional kernels allows one to fully extract the temporal information from sequence data. The
SE [37] module was added after each pooling operation to further improve the recognition
accuracy by adjusting the weights of each channel. The edges of each sample datapoint
were complemented by 0 in the convolution operation to ensure that the features were fully
extracted and the length of the sample remains unchanged after convolution.

After the convolution layer, the PReLU activation function is used. Its slope is learnable
between 0 and 1 at negative values. In neural networks, the weights may be negative
when initializing and updating. Using the PReLU activation function ensures that not
every output is 0 when the input of the activation function is negative, which can retain
the features extracted by the network more comprehensively. After all the convolution
operations are completed, the features of the previous layer are dimensionally transformed
by the fully connected layer. The fixed-dimension features are outputted, and the updated
prototypes are also obtained. Finally, the classification results are provided based on the
Weibull model.

3.2.1. Group Convolution and Channel Shuffle

In order to reduce the parameters, complexity, and overfitting, and further improve
the recognition accuracy, we introduced the ideas of group convolution and channel shuffle
derived from ShuffleNet [38], as shown in Figure 3.
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Given that there are two channels of I/Q signals, two convolutional groups extract
features for I and Q signals, respectively, in the first convolutional layer. This means
that the input and output channels are divided into two groups. Then, the two sets of
convolutional kernels are used to perform convolutional operations on the two input
channels, respectively, after which their outputs are inputted into the next convolutional
layer. The output channels of the first convolutional layer number 32, so there are 16
channels to recognize the I and Q signals, respectively. However, if the next convolutional
layer continues to use group convolution, it separates the feature information of the I and Q
signals, and the output channels only contain part of the information of the input channels,
which subsequently affects the recognition accuracy.

Therefore, we introduced the method of channel shuffle. In the first convolution layer,
the output channels with I and Q information are combined in turn to ensure that they are
arranged at intervals. In the second convolution layer, group convolution is also used. It is
ensured that each group contains I and Q information, leading to 16 groups in this layer.
Because the output channels number 64, each group has four output channels. After the
convolution operation, the same method of channel recombination is used on the output
channels, thus forming four new groups containing information about each previous group.
In the third convolution layer, the number of convolution groups is set to four, and the four
groups are convolved separately.

3.2.2. Attention Mechanism

The SE module incorporated in the network adopts an attention mechanism, whose
main purpose is to automatically obtain the importance of each feature channel in the
convolution process through continuous learning. Then, the weights of each channel are
learned based on the importance level, which can increase the influence of the effective
channel and suppress the channel features with a lesser effect. The one-dimensional SE
model is shown in Figure 4, where the input data are X = (u1, u2, · · ·, uC′), and the features
extracted after the convolution operation are U = (u1, u2, · · ·, uC). C and C′ represent the
channel dimensions. L and L′ represent the feature dimensions of each channel. The module
is divided into three steps. Firstly, a squeeze operation Fsq(·) is performed to compress
the feature dimension of each channel to 1. Then, an excitation operation Fex(·, W) is
performed, leading to a normalized weight between 0 and 1. Finally, the normalized weight
is use to weight the features of each channel by the Fscale(·, ·) operation.
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3.3. Loss Functions
3.3.1. Distance-Based Cross-Entropy Loss (DCEL)

In prototypical networks, distance is used to measure the similarity between samples
and prototypes [30]. Therefore, the distance between the sample (x, y) and the prototype
ai can measure the probability of the sample belonging to the prototype, where x is the
sample and y is the label corresponding to x. Based on the analysis in [31], the DCEL can
be defined as:

l((x, y); θ, A) = − 1
K

K

∑
k=1

N

∑
n=1

q(y) log p(y|x) (6)

where A = {ai|i = 1, 2, · · · , N} represents the set of prototypes, q(y) represents the distri-
bution of sample labels, p(y|x) represents the probability that sample x belongs to class y,
and K represents the number of samples in a batch.

3.3.2. Prototype Loss (PL)

To further improve the recognition performance of the network while completing
open-set recognition, the distance between the intra-class sample features can be reduced
by PL [32] during the training period, which expands the inter-class distance by compacting
the intra-class signals. Meanwhile, the spatial distribution of the unknown class is expanded
based on reducing the feature space of known classes through the constraint of the loss
function, which is more favorable to the detection and rejection of unknown classes. PL is
defined as:

pl((x, y); θ, A) =
∥∥ f (x)− ay

∥∥2
2 (7)

where ay is the prototype of the class y. Minimizing pl((x, y); θ, A) reduces the distance
between the sample features and the prototypes to which they belong.

3.3.3. Joint Loss

Based on the analysis above, DCEL and PL are combined to train the model. The joint
loss [32] can be defined as:

L((x, y); θ, A) = l((x, y); θ, A) + λpl((x, y); θ, A) (8)

where λ is the hyperparameter controlling the weight of PL.
By combining DCEL and PL, the recognition accuracy and robustness of the network

are further improved. In addition, PL, as a regularization term and a constraint function
on the sample space of known classes, alleviates the overfitting of the model. According
to the analysis of Equation (8), the intra-class distribution is not tight enough to achieve
better recognition performance when λ is too small. However, too large a λ value also
excessively increases the tightness of the feature space, aggravates overfitting, and reduces
the recognition performance.

3.4. Classification Algorithm

In prototypical networks, a distance threshold determines whether a test sample
belongs to an unknown class. However, the robustness of the method is not high enough
when a single distance threshold is considered. In addition, the uncertainty of the neural
network causes substantial fluctuations in the results of each training and testing procedure.
To address this problem, we combined prototypical networks and EVT to obtain the
probability of test samples belonging to known and unknown classes through the Weibull
model, which further increased the credibility of the classification.
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In [28], the Weibull model was fitted using the distance between the activation vector
and the mean vector in the penultimate layer of the network. In contrast, our model uses
the distance between the feature and the mean feature to fit the Weibull model, which
makes each Weibull model more independent under the joint loss function. For a sample
outside the class, the probability that it belongs to that class is smaller, which is more robust
compared to the OpenMax model. The algorithm in this paper is divided into two main
stages: (1) training the network and fitting Weibull model and (2) testing and classification.

3.4.1. Training the Network and Fitting the Weibull Model

The entire process is shown in Algorithm 1. Firstly, parameter r is set to fit the Weibull
model, which represents the number of top distances. Then, the network is optimized
by the joint loss function, and the prototypical networks are trained using the Euclidean
distance. The prototypes are first constructed and initialized for each class according to
the feature dimension and the number of classes. After the training samples undergo
feature extraction by the network, the distances between the features and each prototype
are calculated, along with DCEL and PL. Finally, the network is trained and optimized
by DCEL and PL, while updating the network parameters and prototypes ai. After the
training is completed, each class of signals is intra-class tight and inter-class separable in
the feature space. The features f (xij; θ) of correctly classified samples in each class are also
obtained, where j ∈ {1, 2, · · · , J}, with J representing the number of correctly classified
samples in each class.

Afterwards, the mean features µi of the correctly classified samples in each class are
calculated, and the distances dij =

∥∥ f (xij; θ)− µi
∥∥ between the mean features and the

features of the correctly classified samples in each class are measured. Then, the set of
distances in each class is sorted, and the r largest distances are selected to fit Weibull model,
which includes the Weibull shape and scale parameters αi and βi.

Algorithm 1 Training the network and fitting the Weibull model

step 1: Set the value of r to fit the Weibull model.

step 2: Initialize prototype ai and network parameters.

step 3: Train the network by minimizing DCEL and PL.

step 4: Update the network parameters and prototypes ai.

step 5: Extract the features f (xij; θ) of sample xij, with correct classification for each class.

step 6: for i = 1 · · · N do

Compute mean features µi = meani

(
f (xij; θ)

)
Fit Weibull model ρi(αi; βi) = g

(∥∥∥ f (xij; θ)− µi

∥∥∥, r
)

end for
Return mean features µi and Weibull model ρi

In Algorithm 1, g
(∥∥ f (xij; θ)− µi

∥∥, r
)

is the fitting function [28]. In the fitting process
of a class, the samples corresponding to the r largest distances are taken as extreme samples,
and the fitted model is used to generate the probability that the test samples belong to this
class. The parameter r has an impact on the recognition performance of the model. When
the number of samples used gradually increases, the model’s ability to reject unknown
samples is enhanced, but it also increases the risk of recognizing samples of known classes
as unknown ones. Therefore, an appropriate value of r needs to be selected according to
the distribution of the data.
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3.4.2. Testing and Recognition

The entire process is shown in Algorithm 2. Firstly, the features f (x; θ) are obtained,
and the vi(x) values of the test sample x are output using the trained prototypical networks.
The output values vi(x) are the probability that the sample belongs to the known classes
after the distance measurement by the sample and prototypes, as shown in Equations (2)
and (3). Then, the parameter κ is set, where the value of κ suggests the total number of
“top” classes to revise. The distances di from the test samples to the mean feature of each
known class are calculated.

Furthermore, wi = 1 is predetermined, and the network outputs are ranked in de-
scending order. The revision of the Weibull CDF probability is only required for the top κ
classes, because the other classes are far from the test samples and have a lesser impact on
the classification. Then, the probability ph(t) that the samples belong to outliers of the top κ
classes is obtained from the distance calculated in the previous step and the Weibull model
of each class. The probability can be expressed as:

ph(t) = ρ(dh(t); αh(t); βh(t)) (9)

where ph(t) is the probability that the test sample does not belong to a known class [28]. Then,
decreasing weights are needed to scale ph(t), and the revised probability is p′h(t) =

κ−t+1
κ ph(t).

The probability of classes far away from the test sample is reduced, because these categories
have less impact on the final output score. The revised probability of the test sample
belonging to a known class is:

wh(t)(x) = 1− p′h(t)
= 1− κ−t+1

κ ph(t)
(10)

The prototypical network outputs of the test samples are weighted with w(x) to
obtain the final outputs of the test samples belonging to the known classes, which represent
the attribution of the test samples for each known class. In this step, the robustness of
recognition is further enhanced by weighting the network output with revised probability.
When the distance between a test sample and the prototype to which the sample belongs
is greater than the distance from other prototypes, the sample is incorrectly identified.
Adding probability weighting changes the attribution of the test sample, increasing the
likelihood that the test sample is recognized as the correct class.

In the following step, the network outputs of the test samples are weighted with
1− wi(x), which represents the probability that the test samples do not belong to a class,
and then the weighted outputs are summed to obtain the final outputs of the test samples
belonging to the unknown class. The probability of the classes with a large distance from
the test samples is reduced, because those classes have a lesser impact on the classification
results.

Lastly, the final probability scores of the test samples belonging to the known and
unknown class are obtained by the SoftMax function, and the test samples are classified as
the class with the highest probability. In this paper, label 0 was set as the unknown class.



Appl. Sci. 2023, 13, 3878 12 of 20

Algorithm 2 Testing and Recognition

step 1: Calculate the features f (x; θ) and outputs vi(x) of the test samples through the prototypical
networks.

step 2: Set the parameter κ to revise “top” classes.

step 3: Calculate the distance di between f (x; θ) and µi.

step 4: Let h(t) = argsort(vi(x))[:: −1], wi = 1

for t = 1 · · · κ do
wh(t)(x) = 1− κ−t+1

κ ρ(dh(t); αh(t); βh(t))

end for
step 5: Revise network outputs v̂(x) = v(x)w(x).

step, 6: Unknown class scores v̂o(x) =
N
∑

i=1
vi(x)(1− wi(x)).

step 7: Compute the final probability p(y = i|x) = ev̂i (x)

N
∑

n=0
ev̂n (x)

.

step 8: Let y∗ = arg maxi p(y = i|x); x is classified as an unknown class if y∗ = 0.

4. Experimental Results Analysis
4.1. Experimental Platform and Data Preprocessing

In this section, the performance of the open-set model is evaluated. The dataset used
in the experiments came from the signals of five ZigBee devices [13], with a sampling rate
of 10 M samples/s, representing ten times the oversampling of the ZigBee 1M chip rate.
The carrier frequency of the ZigBee device was set as 2505 MHz with offset quadrature
phase-shift keying (OQPSK) modulation, following the IEEE 802.15.4 standard, and the
Ettus Research N210 USRP device was used to capture RF waveforms from different ZigBee
devices at 2505 MHz. Five segments of signals were available for each device, and each
segment was divided into nine small sub-segments, each with about 40,000 sampling points.
In the laboratory environment, affected by channel noise, the received signal contained the
RF fingerprint characteristics of the devices and the transmission channel characteristics
in the indoor environment. In the experiment, three of the five devices were selected as
known classes. Four segments of signals from each known class were used as the training
set, and the fifth segment of signals from all five devices was selected for the test set.

Meanwhile, in order to verify the generalization of the model, we also used an open-
source dataset from the literature [17]. The transmitter used was a USRP 310. The transmit-
ted signal was processed by the MATLAB WLAN toolbox to generate a standard frame,
which conformed to the IEEE 802.11a standard. The RF frequency was 2.45 GHz. The signal
was received by the B210 radio receiver with a sampling rate of 5 M sample/s. Finally, the
RF signal was converted into baseband I/Q data. The experiment used 10 types of signals
in the dataset, of which seven were known for training, and the other three were unknown.
There were 15,000 samples for each known class and 3750 samples for each unknown class.
In order to simulate a more realistic electromagnetic environment, data of mixed SNRs
were used for training and testing, and the SNR was evenly distributed between −4 and
10 dB.

All the signals were processed by matlabR2019a. Firstly, the signal power was nor-
malized to eliminate the effect caused by different signal powers. Then, the signals were
sliced and supplemented with Gaussian noise. Finally, the signals were processed into
fixed-length sequence samples, and the data format of each I/Q sample was 2 × 800. The
performance comparison of the different parameters in the following experiments was
conducted on the ZigBee dataset.

The experimental platform contained an NVDIA GeForce RTX3070 GPU, AMD Ryzen
7 5800H CPU. The deep learning framework was PyTorch 1.9.1, with the programming
language Python.
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Network training parameters: training times Nepoch = 40, batch size Nbatch = 64. The
optimizer was Adam [39], and the optimization objective was to minimize the joint loss
L((x, y); θ, A). Adam is an algorithm for the first-order gradient-based optimization of
stochastic objective functions, based on adaptive estimates of lower-order moments. The
initial learning rate was 0.0005, which was reduced by 50% after each 10 iterations. In
Adam, beta1 = 0.9 and beta2 = 0.999, which are the exponential decay rates for the moment
estimates, and Epsilon = 1 × 10−8, which is a term added to the denominator to increase
the stability of a numerical calculation. Finally, the weight decay = 1 × 10−5 is a penalty
item added to the parameter when it is updated.

4.2. Comparison of Recognition Performance under Different Parameters
4.2.1. Comparison of Recognition Accuracy under Different Loss Functions

In this paper, for ZigBee devices and USRP 310 devices, we set κ = 3 and κ = 5,
respectively. Meanwhile, the recognition performance was better when r = 10 after
preliminary experiments. The recognition accuracy is shown in Figure 5, corresponding
to different λ values when the SNR varied between −6 and 6 dB. It can be seen that the
experimental results verified the theoretical analysis of the PL. The λ value determined the
degree of aggregation of each class, which in turn affected the distribution of the distance
within and between classes, making the recognition performance vary under different
λ values. It was concluded that the recognition accuracy was the highest when λ was
about 0.005.
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When λ increased from 0, the intra-class tightness of each class gradually increased,
which then expanded the inter-class distances, improving both the classification ability for
known classes and the rejection ability for unknown classes. With the further increase in λ,
the recognition performance tended to be stable. When λ was too large, the feature space
was excessively tightened in the training period, which resulted in overfitting. Similarly,
the influence was more pronounced at a low SNR, so choosing the appropriate λ is critical.

As shown in Figure 6, we extracted the output features of the full connection layer
and drew the feature distribution maps under different λ values. According to the analysis
of feature distribution, it was concluded that DCEL could complete classification and
recognition. When PL was added, the inter-class distances and the distribution of unknown
space were amplified by improving the intra-class compactness, which also further sepa-
rated the known and unknown classes in the feature space and improved the classification
performance.
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4.2.2. Comparison of Recognition Accuracy for Different r Values

Before fitting the Weibull model for each class, the distances between the correctly
classified samples and the corresponding mean features during the training process needed
to be sorted, and the Weibull model was fitted using the r largest distances of the samples
after sorting. The λ value was set to 0.005, and the comparison of the effect of r on the
recognition performance is shown in Figure 7.
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The experimental results showed that the recognition accuracy was optimal when r
was 10–20, and gradually decreased when r was too large. This also verified the previous
analysis of r. Fitting the Weibull model with a large number of samples of known classes
increased the probability that the known classes were recognized as unknown ones.
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4.2.3. Comparison of Recognition Accuracy with Different Feature Dimensions

In the training and testing process, we used the distances between the sample features
and the prototypes to measure the attribution, and the dimensionality change of the features
also had an impact on the recognition performance. The experiments were conducted when
the other parameters were optimal. Figure 8 shows the recognition performance of the
network when the feature dimensions were 2, 3, 4, and 5 and the SNR was −4 dB and 0 dB,
respectively. It can be seen that using a lower feature dimension could achieve a higher
recognition accuracy, and a higher feature dimension improved only the computational
complexity of the network rather than the recognition performance.
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As shown in Figure 8, the feature dimension had a certain impact on the recognition
performance at a low SNR, and the impact became smaller at a high SNR. At the same
time, according to the results of several experiments, the recognition accuracy of three-
dimensional features was slightly improved compared with that of two-dimensional fea-
tures. When the dimensions continued to increase, the recognition accuracy did not change
significantly, but this increased the network complexity. Therefore, three-dimensional
features were finally chosen for the model.

4.3. Comparison of Recognition Performance of Different Models
4.3.1. Comparison of Recognition Accuracy

The comparison of the results from the ZigBee devices is shown in Figure 9. The
model in this paper is called EVT-Shuffle-SE. To verify the recognition performance of
EVT-Shuffle-SE, the model was first compared with EVT-Shuffle without the SE module
and EVT-SE without group convolution and channel shuffle. Then, EVT-Shuffle-SE was
also compared with OpenMax [26,27], Center_Loss [29], and CPN [33]. We used the same
network structure as CPN, OpenMax, and Center_Loss. It can be seen that the recognition
accuracy of the model was effectively improved by introducing the attention mechanism
after adding the SE module. EVT-Shuffle-SE with group convolution and channel shuffle
also showed a slight improvement over EVT-SE with fewer network parameters. Mean-
while, the model proposed in this paper had an advantage over the other models at a lower
SNR. When the SNR was greater than 0 dB, the recognition accuracy of our model reached
more than 95%.
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In Figure 10, the confusion matrix for open-set recognition is plotted at −6 dB, −2 dB,
2 dB, and 6 dB, respectively. It can be seen that device 1 and device 2 were easily confused,
and device 3 was more independent. Even at a lower SNR, the signals from device 4 and
device 5 were successfully rejected as an unknown class.
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We also conducted experiments on the USRP 310 device. As shown in Table 1, the
experimental results demonstrated that the recognition accuracy of the model still reached
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more than 90% for the 10 types of devices under mixed SNRs. The model also had better
recognition performance.

Table 1. Comparison of recognition accuracy of different models.

Models EVT_PN_Shuffle OpenMax CPN Center_Loss

Recognition
Accuracy 90.3% 85.8% 78% 81.5%

Figure 11 shows the confusion matrix for 10 types of devices. It can be seen that the
rejection rate for the three unknown devices reached 84%.
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4.3.2. Comparison of Robustness

During the training process, the initialization of the networks has a severe impact on
the results, and it is difficult to ensure that the network achieves optimal recognition by
fixing the initial network parameters and weights.

In the CPN model, a fixed distance threshold was used to detect the unknown samples,
but the distribution of the sample features changed significantly during each training pro-
cess. Therefore, the test results after each training fluctuated. In this paper, we incorporated
EVT to improve the classification rules. Firstly, prototypical networks and joint loss were
used to make the feature space of each class more independent and separate. Meanwhile,
the distance was also more suitable for measuring the attribution. Finally, the classification
results were weighted and revised by the probability from the Weibull model. Thus, our
algorithm effectively increased the robustness and alleviated the influence of the model
using the initial parameters, SNR, and instability of the network.

As shown in Figure 12, the test results of the three models were compared after
multiple experiments at −4 dB and 0 dB using the ZigBee dataset. The comparison showed
that the test results of EVT-Shuffle-SE were more robust, while the CPN and OpenMax
models fluctuated more. The fluctuation increased as the SNR decreased. Therefore, the
recognition performance of our model was more stable.
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5. Conclusions

In this paper, we combined prototypical networks and EVT to achieve open-set SEI.
The SE module was added to the one-dimensional CNN to strengthen the classification
ability by adjusting the channel weights. Group convolution and channel shuffle strength-
ened the recognition of I and Q channels, reducing the network complexity and overfitting.
In addition to prototype learning, the network was trained by joint loss to complete the
separation of inter-class signals and the aggregation of intra-class signals in the feature
space. The Weibull models were fitted for each class with the assistance of EVT, and the joint
loss function also ensured the independence of each Weibull model. Finally, the weights
and Weibull CDF probability were used to revise the network outputs of the test samples,
which effectively realized the open-set recognition and improved the stability. Follow-up
work should further classify the unknown signals, and the modeling and analysis of these
unknown signals should be enhanced.
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