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Abstract. The operating ranges of mesoscale numerical models and meteorological wind tunnels for 
sea- and land-breeze simulations are defined in this paper based on a review of the theoretical and 
practical limitations of these two approaches. Numerical-model operating ranges are limited by the 
choice of governing equations, the numerical methods used to solve the governing equations, the scales 
of the surface or atmospheric forcing and the atmospheric response, the specified grid resolution and 
domain size, and the available computer resources. Wind-tunnel operating ranges are limited by the 
dimensions of the simulated circulations and of the tunnel itself, the tunnel flow speed and turbulence 
characteristics, the temperature gradients within the tunnel, the lack of Coriolis force and moist 
processes, and the characteristics of the measurement instrumentation. The operating ranges of these 
two simulation methods are shown to overlap. In this common range, results of simulations from both 
approaches can be compared so as to strengthen the validity of the results and to help in the develop- 
ment and improvement of parameterizations of physical processes in numerical models. In addition, 
the coupling of meteorological wind tunnels and mesoscale numerical models offers a larger range of 
operating conditions than can be achieved by either approach alone. Together, they can be used in a 
hybrid form to predict atmospheric conditions at the scale of a few meters for complex terrain (e.g., 
buildings, hills, etc.) within larger mesoscale atmospheric flow regimes. In the case of sea and land 
breezes, the sea-land transition zone and coastal internal boundary layer can be studied using both 
approaches. 

1. Introduction 

Sea breezes and land breezes are terrain-forced, mesoscale atmospheric circu- 
lations often observed along the coasts of oceans, lakes, and islands. Although 
most common in subtropical latitudes, sea breezes have even been observed 
in the Arctic (e.g., Kozo, 1982). These coastal circulation systems may differ 
considerably in character from one region to another, varying in direction, inten- 
sity, and phase according to local, mesoscale, and synoptic atmospheric conditions, 
season, coastline shape, coastal topography, and land surface characteristics (e.g., 
soil texture, soil moisture, vegetation type). The horizontal contrast of surface 
sensible heat flux between land and water provides the energy needed to drive 
these mesoscale systems. The prevailing large-scale synoptic pressure pattern also 
has a direct effect on the strength, persistance, and inland penetration of sea and 
land breezes (SLBs). 
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In the absence of significant larger-scale flow, the sea-breeze circulation typically 
consists of onshore flow less than 1000 m deep at the earth’s surface and a weaker 
but deeper offshore return flow aloft. It develops during the daytime hours and 
has a maximum intensity during the afternoon. The peak horizontal wind compon- 
ent of the sea breeze is usually in the 5-10 m s-l range and the maximum vertical 
component may be anywhere from 0.1 to 7.5 m SK’ (Atkinson, 1981; Wallington, 
1961). The land breeze is shallower than the sea breeze and consists of an offshore 
flow near the earth’s surface and an onshore return flow aloft. It is also weaker 
than the sea breeze because of the increased stratification and reduced turbulent 
mixing at night (Pearson, 1975; Mak and Walsh, 1976). 

These wind systems have long been recognized as important mesoscale perturb- 
ations on regional flows and are mentioned in the Old Testament (Ecclesiastes 
1:6) and in works by Aristotle and Theophrastus (Neumann, 1973). Given their 
ubiquity and importance in coastal zones for maritime activities, convection, and 
pollutant dispersion, it is not surprising that of all the various mesoscale atmos- 
pheric phenomena, SLBs appear to have been the most studied, both observation- 
ally and theoretically. Reviews of many of these studies may be found in Atkinson 
(1981), Pielke (1984), and Pielke and Segal (1986). 

There are two fundamental methods for simulating SLBs - mathematical models 

and physical models. Mathematical models use basic analysis techniques of algebra 
and calculus to solve the conservation laws of motion, heat, moisture, and other 
atmospheric constituents either analytically or numerically. In the case of physical 
models, scale-model replicas of observed ground surface characteristics (e.g., 
topographic relief, buildings) are constructed and inserted into a controlled-flow 
laboratory chamber such as a wind tunnel or water channel. The fluid flow through 
the chamber is adjusted so as to best represent the larger-scale atmospheric flow. 
Previous applications of these two methods to the study of SLBs are briefly 
reviewed in the next two subsections. 

A. NUMERICALMODELS OFSEAAND LAND BREEZES 

Considerable insight into SLB circulations has been gained from linearized analyti- 
cal models (e.g., Haurwitz, 1947; Schmidt, 1947; Pierson, 1950; Defant, 1950; 
Walsh, 1974; Neumann, 1977; Kimura and Eguchi, 1978; Sun and Orlanski, 1981a; 
Rotunno, 1983; Ueda, 1983; Niino, 1987; and Dalu and Pielke, 1989). However, 
nonlinear numerical models are usually adopted to simulate complex coastal flows 
because the full, coupled system of conservation equations is nonlinear and analyti- 
cally intractable. 

A complete numerical treatment of SLBs must consider the pressure gradient 
force induced by the land-water temperature difference, atmospheric stratification, 
vertical heat exchange, turbulent friction, the earth’s rotation, the prevailing syn- 
optic airflow, and topography. Most early numerical models such as those of 
Pearce (1955), Estoque (1961. 1962), Fisher (1961), Neumann and Mahrer (1971, 
1973, 1974), Walsh (1974), Physick (1976), and Garstang et al. (1980a, b) were 
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two-dimensional and assumed straight coastlines and flat terrain. However, Fos- 

berg and Schroeder (1966), Schroeder et al. (1967), Mahrer and Pielke (1977), 
and Asai and Mitsumoto (1978) all found that the temperature, humidity, and 
wind patterns associated with the sea breeze are modified extensively as marine 
air penetrates in and over complex landforms. 

McPherson (1970) was the first to examine the effect of a coastal irregularity 
on the structure of the sea breeze. He integrated a three-dimensional, nonlinear, 
numerical sea-breeze model which had a large, square bay incorporated into the 
surface boundary conditions. The presence of the bay produced an asymmetrical 
distortion of the sea-breeze convergence zone over land, including extrema of 
vertical motion. This idealized case was extended recently by Itoh and Sugimura 

(1989). 
Pielke (1974a, b) and Pielke and Mahrer (1978) applied a three-dimensional, 

hydrostatic, mesoscale meteorological model to study sea breezes along the real 
coastline of southern Florida. Comparison of radar and satellite observations of 
convective cloud development with model-predicted, low-level convergence zones 
showed good agreement. Tapp and White (1976) used a three-dimensional, non- 
hydrostatic mesoscale model in a comparable southern Florida simulation and 
obtained results similar to those of Pielke. Hsu (1979), Bougeault (1987), and 
Mahfouf et al. (1987) have also simulated this southern Florida case with other 
three-dimensional, hydrostatic mesoscale models. A discussion and comparison of 
results from four of these models is given by Arritt (1989). 

Sea breezes elsewhere in the world have also been simulated with three-dimen- 
sional, prognostic mesoscale models. Warner et al. (1978) and Segal et al. (1982a) 
simulated sea breezes in the Chesapeake Bay area of the eastern United States. 
Other North American cases include the Great Lakes (Lyons et al., 1979; Estoque 
and Gross, 1981), New York City (Bornstein et al., 1987), the lower British 
Columbia mainland (Steyn and McKendry, 1988), and the Los Angeles basin 
(Ulrickson, 1988). Carpenter (1979) and Carpenter and Lowther (1982) have 
applied Tapp and White’s nonhydrostatic model to sea breezes in southern 
England, while Segal et al. (1982b) have modeled sea breezes in the eastern 
Mediterranean. Sea-breeze circulations in the Kanto district of Japan have been 
simulated by Kikuchi et al. (1981) and Kimura (1985), and Australian sea-breeze 
cases have been studied by Abbs (1986) and Noonan and Smith (1987). Finally, 
island sea breezes over Barbados and Sardinia have been simulated by Mahrer 
and Pielke (1976) and Dalu and Cima (1983), respectively. 

Turning to phenomenological studies, McNider et al. (1982) have examined 
some effects of sea-breeze-associated low-level jets which occur in coastal regions 
when the synoptic conditions drive large-scale flows parallel to the coast. They 
considered cases both with flat shorelines and with topography using a terrain- 
following coordinate system in Pielke’s mesoscale model. Kikuchi et al. (1981), 
Pielke et al. (1983), McNider and Pielke (1984), and Abbs (1986) studied terrain 
influences on sea breezes, including irregular terrain in coastal or mountain re- 
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gions. Sun and Orlanski (1981b), Garratt and Physick (1985), Physick and Smith 
(1985), Noonan and Smith (1986,1987), and Yan and Anthes (1987) have modeled 

low-latitude sea breezes, and Abbs (1986) and Noonan and Smith (1986) have 
considered the interactions of adjacent sea-breeze systems. 

Physick (1980) studied the influence of soil moisture on the inland penetration 
of the sea-breeze front and Segal et al. (1986) have evaluated the impact of cloud 

shading on sea breezes. Recently, Yan and Anthes (1988) investigated the effects 
of soil moisture variations and Segal et al. (1988a) investigated the influence of 
both vegetation and soil moisture on the development of sea breezes. All of these 
studies reveal the important influence of the modulation of surface heating over 
irregular terrain on resultant winds. Kitada et al. (1984) considered the transport 
of reactive pollutants within a SLB system in Japan and Segal et al. (1988b) 
modeled SLB influences on mesoscale pollutant dispersion over the southern 
Florida peninsula. Stunder and SethuRaman (1985) and Venkatram (1986) 
reviewed simple models for the development and structure of internal boundary 
layers in coastal zones. Arritt (1987) examined the influence of water temperature 
on lake breezes and thermal internal boundary layer (TIBL) development. Durand 
et al. (1989) studied the two-dimensional structure of the TIBL at the Dutch coast 
using a mesoscale model which employed a third-order turbulence closure scheme. 
Finally, Arritt (1989) has looked at the influence of latitude, water temperature, 
atmospheric stratification, gradient wind, and coastal curvature on the offshore 
extent of sea breezes. 

B. PHYSICAL MODELS OF SEA AND LAND BREEZES 

Inhomogeneous surface heating of coastlines or hill surfaces is the driving mechan- 
ism for SLBs and the anabatic and katabatic winds which may inhibit or enhance 
airflow over hill crests. Early laboratory work on flow over unevenly heated terrain 
includes the simulations of urban heat islands by Yamada and Meroney (1971, 
1974) and SethuRaman and Cermak (1974, 1973, the simulation of flow and 
dispersion at shoreline sites by Meroney et al. (1975a), and the simulation of 
dispersion effects of heat given off from large industrial complexes by Meroney et 

al. (1975b). 
Meroney et al. (1975a) pioneered the use of the wind tunnel as a prediction tool 

for shoreline air pollution fumigation. They simulated the behavior of plumes 
emitted from a shoreline fossil fuel power plant near Lake Erie, Ohio. By alter- 
nately cooling and heating the test section floor, the shoreline TIBL was reprod- 
uced. The growth rate of the TIBL agreed with empirical formulae developed 
from field data taken at lake and ocean shoreline sites. Ogawa et al. (1975) 
simulated the low-level diffusion patterns associated with sea breezes. No attempt 
was made to reproduce the recirculation that characterizes a sea breeze (because 
of wind-tunnel limitations), but their results indicated that the low-level onshore 
flow was well simulated for neutral, stable, unstable, and elevated inversion con- 
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ditions. Ogawa et al. (1981) briefly discussed results from one sea-breeze simulation 
made with a new stratified-flow wind tunnel at the Japanese National Institute for 

Environmental Studies. 
Briatore et at. (1980) reported on a comparison between local air circulations 

found over a complex coastal site and corresponding flows in a hydraulic, stratified, 
laboratory model. The model of the La Spezia gulf area in Italy included shoreline 
hill barriers within a domain 11 km in diameter at a scale of 1: 8,000. Sea-breeze 
flows were produced by salt solutions injected at the model bottom. The hydraulic 
model reproduced complicated secondary circulations seen over the bay and the 
progression of the sea breeze under stationary and transient inversion conditions, 
and correctly identified regions of maximum velocity. These investigators con- 
cluded that the physical modeling technique could reliably be used in planning 
studies for complex sites, “thus avoiding more expensive and time consuming field 
observations or making these . . . more simple and reduced”. 

Mitsumoto et al. (1983) used a statified, temperature-controlled water tank with 
periodic bottom forcing to simulate a SLB system over a simple straight coastline. 
Two different flow visualization techniques allowed the characteristics of the coas- 
tal circulation to be studied, including cellular convection, longitudinal vortex 
rows, and propagation of the sea-breeze and land-breeze fronts. Measurements of 
vertical wind and temperature profiles at different locations in the tank were made 
with a laser Doppler velocimeter and thermocouple traverses. This simulation was 
laminar because of the very small velocities, and hence small Reynolds numbers, 
induced in the tank water. Simpson (1969, 1987) and Simpson and Britter (1979, 
1980) have also simulated the propagation of atmospheric gravity currents with 
water tank models. 

c. HYBRID MODELING 

Numerical mesoscale models have been quite successful in predicting general 
wind speed and direction patterns over grid scales of several kilometers or more. 
Meteorological wind tunnels have accurately reproduced local wind fields down 
to 10 m horizontal scales but need realistic boundary driving conditions to be most 
effective. Apparently, the qualities of these two methods have never previously 
been combined to optimize the description of wind fields or to forecast atmospheric 
conditions at different scales. 

The present paper is the first of a series which will describe our investigations 
on the coupling of numerical and physical models to simulate SLBs. It reviews 
the theoretical and practical limitations and operating ranges (ORs) of these two 
simulation methods and discusses the scales on which they may complement one 
another to provide a wider modeling OR and the scales on which both techniques 
are applicable. This common OR can be used to strengthen the simulation results 
or to validate new developments in numerical modeling. 
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2. Operating Range for Mesoscale Numerical Models 

There are three types of limiting factors inherent in mesoscale atmospheric numeri- 
cal models. One type of limiting factor arises from the approximations and assump- 
tions made in choosing the form of the mathematical system of equations to be 
used to describe atmospheric behavior. The second type of limiting factor results 
from the properties of the numerical scheme used to solve the governing set of 
simultaneous partial differential equations. The third type depends upon the choice 
of model grid resolution and model domain size. 

A. GOVERNING EQUATIONS 

The choice of the mathematical description of a physical system introduces the 
most fundamental limitations on a numerical simulation of that system. Generally, 
the governing mathematical equations are tailored to suit the physical system or 
systems of interest by a judicious choice of simplifications and assumptions. For 
instance, local time derivatives might be neglected when modeling a steady phen- 
omenon or latent heating could be left out in the simulation of a ‘dry’ phenomenon. 
However, such simpifications, assumptions, and approximations may preclude the 
application of the mathematical model to a different physical system: for instance, 
clouds or precipitation cannot be treated in a ‘dry’ model. 

A mathematical model may be separated into two constituent parts: model 
dynamics and model physics. Model dynamics encompass the treatment of fluid 
motions and forces. Model physics encompass the treatment of physical processes, 
including sources, sinks, and transport of momentum, heat, and moisture in the 
model. Aspects of model dynamics important for SLB simulations are time depen- 
dence, linearity and horizontal advection, vertical and Coriolis accelerations, and 
density changes. Physical processes of concern in SLB simulations include radi- 
ation, latent heating, surface processes, and turbulent diffusion of heat, moisture, 
and momentum. 

1. Model Dynamics 

Probably the most basic feature of the SLB circulation system is its diurnal period- 
icity; in fact, Aristotle, writing in the 4th century B.C., referred to these circu- 

lations as ‘alternating winds’ (Neumann, 1973). Nevertheless, in what may have 
been the first quantitative SLB model, Jeffreys (1922) chose to ignore local time 
derivatives of the wind and assumed a steady state. He also ignored the Coriolis 
force and classified SLBs as antitriptic winds, i.e., winds in which the pressure 
gradient force is primarily balanced by frictional forces. Despite the simplicity of 
his model, Jeffreys was still able to obtain quite reasonable values for sea-breeze 
wind speed and depth. All subsequent sea-breeze models have included at least 
some of the local time derivatives. 

As mentioned in the Introduction, linearized analytical models have advanced 
our understanding of SLB circulations considerably. Neglect of the advection 
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terms due to linearization still permits qualitatively reasonable predictions of many 

aspects of SLB structure and behavior (e.g., Atkinson, 1981). However, the SLB 
circulation does modify the temperature field which provides its driving force, 
resulting in a feedback loop between the velocity and temperature fields. In the 
onshore flow of a sea breeze, horizontal advection enhances mass convergence 
over the heated land surface, thereby tightening the horizontal pressure gradient. 
The increased pressure gradient in turn drives additional convergence due to 
horizontal advection, and this positive feedback continues until frictional retar- 
dation restores a balance (Martin and Pielke, 1983). Inclusion of the nonlinear 
advection terms will also shift the maximum horizontal wind speed inland and 
increase the updraft velocities associated with the intruding sea-breeze front 
(Walsh, 1974; Kimura and Eguchi, 1978). However, the main impact of nonlinear 
advection is the decrease in the horizontal spatial scale of the SLB circulation 

( i.e., the atmospheric response) from that of the forcing (Pielke, 1984, p. 338). 
This scale reduction is an important consideration in the choice of grid resolution 
for a nonlinear numerical model. In addition, it is nonlinear wave-wave inter- 
actions which produce the downscale turbulent cascade of kinetic energy from the 
generating scales through the inertial range to the dissipating molecular scales. 
This important process also requires inclusion of the nonlinear terms. 

Another important aspect of mesoscale model dynamics is the treatment of 
vertical accelerations. Atmospheric models which assume that the acceleration 
term in the vertical momentum equation is much smaller than the pressure gradient 
and buoyancy terms and can be neglected are called hydrostatic. Atmospheric 
models which retain this vertical acceleration term are called nonhydrostatic. 
Scaling arguments suggest that vertical accelerations can safely be neglected rela- 
tive to the vertical pressure gradient force when the horizontal scale of the phen- 
omenon of interest is of the same order or greater than the density scale depth of 
the atmosphere, about 8 km (Pielke, 1984, p. 33). In the case of SLB circulations, 
the majority of numerical modelers have used the hydrostatic approximation (e.g., 
Pielke, 1974a; Walsh, 1974; Warner et al., 1978). Martin and Pielke (1983) have 
examined the validity of this approximation for SLB simulations in considerable 
detail. They conclude that scales of heating and cooling as small as 6 km may be 
handled by hydrostatic models for SLB simulations over flat terrain. On the other 
hand, if there is a need to simulate the sea-breeze front (i.e., the leading edge of 
the onshore marine flow) accurately, a nonhydrostatic model will be required since 
the sea-breeze front often has an intense (1-7 m s-l), narrow (150-200 m) updraft 
embedded within a l-3 km wide convergence zone (Wallington, 1959, 1961, 1965; 
Findlater, 1964; Simpson, 1967; Lyons, 1972; Simpson et al., 1977; Helmis et al., 
1987). Use of the hydrostatic assumption will also remove sound waves as possible 
solutions to the governing equations, modify the phase speed and direction of 
internal gravity waves, and eliminate the possibility of gravity wave ‘trapping’ or 
‘ducting’ when the atmospheric lapse rate is not uniform (Tapp and White, 1976; 
Smith, 1979; Pielke, 1984). 
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Since the earth is a rotating body, a reference frame fixed relative to the earth’s 
surface will be noninertial. Thus, the equations of motion require inclusion of a 
Coriolis force or acceleration term to obtain an inertial, non-rotating reference 
frame. The dimensionless Rossby or Kibel number is defined as Ro = U,Jf&, 

where U0 is the advective velocity scale, f is the Coriolis parameter, and Lo is a 
characteristic horizontal length scale. The Rossby number arises from scale analysis 
of the horziontal momentum equations as the ratio of the advective terms to the 
Coriolis term. If Ro 9 1, as on the cloud scale (Lo < 20 km), the Coriolis acceler- 
ation may be neglected relative to the advective terms. If Ro G 1, as on extratrop- 
ical cyclone and planetary wave scales (Lo > 2000 km), the Coriolis acceleration 

dominates the advective terms and the flow of interest will be quasi-geostrophic, 
that is, constrained by the gradient wind relation. On intermediate scales such as 
the SLB scale, the Coriolis term will be significant but not dominant. Although 
late nineteenth century observations of SLB circulations mentioned the horizontal 
‘rotation’ of the wind over the course of a day (Atkinson, 1981), analytical models 
of the SLB circulation did not include Coriolis acceleration until the work of 
Haurwitz (1947) and Schmidt (1947). The most important role played by the 
Coriolis force in SLB circulations is its control of the horizontal scale of the 
circulation (e.g., Rotunno, 1983; Niino, 1987; Dalu and Pielke, 1989). The rate 
of local turning of the sea and land breezes is not uniform since it is determined 
both by the Coriolis effect and by other factors (Neumann, 1977, 1984; Kusada 
and Alpert, 1983). 

The mass continuity equation plays an important role in mesoscale models. In 
hydrostatic models, the vertical velocity component is often directly diagnosed 
from this equation. In nonhydrostatic models, the mass continuity equation is 
needed to calculate the mesoscale perturbation pressure. Mesoscale atmospheric 

modelers have a choice of three forms of the mass continuity equation: the 
incompressible form, the anelastic form, or the fully compressible form (Pielke, 
1984). The simplest of these three, the incompressible continuity equation, is 
quite accurate for shallow circulations (that is, circulations whose vertical scale is 
considerably less than the atmospheric density scale depth of 8 km) but is unsuit- 
able for deeper circulations. In addition, the incompressibility assumption elimin- 
ates sound waves as a possible solution. The anelastic continuity equation, so 
called because it also does not admit sound waves as a solution, does include 
vertical variations of density so that it can be applied to deep atmospheric circu- 
lations (e.g., Ogura and Phillips, 1962; Durran, 1989). The anelastic continuity 
equation, like the incompressible continuity equation, is a diagnostic equation. The 
third form of the continuity equation, the time-dependent compressible continuity 
equation, is a prognostic equation for density and does admit sound waves as 
possible solutions. Despite the apparently greater complexity of the compressible 
continuity equation compared to the anelastic equation, the computational com- 
plexity of the two can be comparable (e.g., Klemp and Wilhelmson, 1978; Cotton 
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and Tripoli, 1978). Since SLBs are shallow phenomena, any of the three forms of 
the continuity equation may be employed. 

2. Model Physics 

Radiative processes are fundamental to SLB circulations since the daytime heating 
and nighttime cooling of the coastal zone drive the circulation. Thus, radiative 
processes must be included in a numerical model if the surface forcing is to be 
represented correctly. Radiative interactions with clouds may also be important if 
moist processes are also included in the model (e.g., Stephens, 1984; Segal et al., 

1986). 
Surface processes are obviously fundamental to SLBs because these circulations 

are driven by differential or inhomogeneous surface heating. All analytical SLB 
models and early numerical SLB models specified surface temperatures or heat 
fluxes. Physick (1976) developed the first numerical mesoscale model in which 
surface temperature was predicted, thus permitting feedbacks between atmosphere 
and earth. He used a heat budget technique for the earth’s surface and a multi- 
level soil model. An alternative method is to use a single-layer soil ‘slab’ model 
(Blackadar, 1977). Additional realism is obtained if soil moisture and vegetation 
effects are considered. Both of these factors determine the partitioning between 
sensible and latent surface energy fluxes (i.e., the Bowen ratio) and affect the 
surface albedo. Efforts to include these effects in mesoscale models have been 
made by Deardorff (1978): Physick (1980)) McCumber and Pielke (1981)) Mahfouf 
et al. (1987), Segal et al. (1988a), and Avissar and Pielke (1989), among others. 

In a SLB circulation in the absence of significant synoptic flow, moist marine 
air will be advected onshore during the day and drier continental air will move 
offshore at night, resulting in the modification of vertical stability and surface 
fluxes of heat and moisture due to horizontal advection. Shallow cumulus clouds 
may also form at the top of the daytime convective boundary layer and deep 
convection may be triggered by rising motion at the sea-breeze front when the 
atmosphere is convectively unstable. Several treatments of moisture and moist 
processes are used in mesoscale models. Levels of moisture parameterization 
include no moisture, water vapor only, stable precipitation (i.e., grid-resolvable 
clouds and precipitation), cumulus parameterization, and explicit microphysics 
(e.g., Cotton and Anthes, 1989; Zhang et al., 1988). Moist processes have been 
neglected in most SLB simulations to date but should be included if the deep 
convection and precipitation sometimes associated with SLB circulations are to be 

modeled. 
Finally, the turbulent diffusion of momentum, moisture, and particularly heat 

are important physical processes which need to be considered in any realistic SLB 

model. Pearson (1975) and Mak and Walsh (1976) have suggested that static 
stability and eddy diffusivities determine SLB depths and intensities and can 
explain the observed difference in the intensity of land breezes and sea breezes. 
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Many hundreds of papers have been written on the parameterization of turbulent 
diffusion in the planetary boundary layer. From the point of view of the governing 
equations, however, the most important aspect of the transport of various quantit- 
ies by a spectrum of turbulent eddies coupled through the nonlinearity of the 
equations of motion is that all scales are dynamically important. The challenge of 
dealing with this wide range of motions down to the dissipative eddies on the 
Kolmogorov microscale is overwhelming. 

In order to make the problem more manageable, spatial and temporal scales 
are specified for the conservative equations. That is, the governing equations are 
averaged in some fashion, and the flow field is divided into resolved motions and 
unresolved ‘turbulent’ motions. Turbulent effects such as Reynolds stresses must 
then be parameterized as functions of the larger-scale resolved flow. Two main 
types of averaging have been employed: ‘top-hat’ averaging and Reynolds averag- 
ing. Reynolds averaging is further distinguished by the choice of averaging oper- 
ator: an ensemble average or a grid-volume average. Most mesoscale models 
use ensemble-average turbulence parameterizations. More recently, smaller-scale 
large-eddy simulation models have been developed which use a grid-volume- 
average approach and explicitly resolve the largest, energy-containing eddies (al- 
though an ensemble-average scheme is still used for the subgrid-scale parameteriz- 
ation). Much more detail on these topics may be found in Wyngaard (1982)) Pielke 
(1984), and Cotton (1986). 

B. NUMERICALSCHEMES 

There are several broad classes of solution techniques available to represent 
terms involving spatial derivatives in the governing partial differential equations, 
including finite-difference schemes, spectral and pseudospectral schemes, finite- 
element schemes, and interpolation schemes. 

In mesoscale atmospheric models, only the finite-difference, finite element, and 
interpolation schemes have generally been used. Although the spectral and the 
pseudospectral techniques have been shown to be highly accurate (e.g., Gottlieb 
and Orszag, 1977; Merilees and Orszag, 1979), the mathematical expressions which 
result from the Fourier transformation are cumbersome to handle and require 
periodic boundary conditions to work effectively. Thus, these two techniques have 
not found wide acceptance among mesoscale atmospheric modelers. 

Since the purpose of this section is to describe the limitations on mesoscale 
numerical model ORs due to model numerics, only some of the simpler numerical 
schemes will be discussed here because of their amenability to analysis. The more 
sophisticated numerical solution techniques commonly used in mesoscale models 
may perform better than the simpler schemes but will still suffer from at least 
some of the same problems discussed here: phase errors, amplitude errors, alias- 
ing, numerical instabilities, and computational modes. More detailed discussions 
of numerical schemes are given by Mesinger and Arakawa (1976), Haltiner and 
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Williams (1980), Long and Pepper (1981), Pielke (1984), Rood (1987), and Trem- 
back et al. (1987), among many others. 

1. Advection 

The advection terms in the conservation equations can be written in the form 

(1) 

where 7 refers to any one of the dependent variables and iij is the resolved wind 
velocity component in the xi direction. The overbar symbol denotes an averaging 
operator as discussed in the previous section. 

The errors introduced by a numerical scheme in representing these terms results 
from the ability, or lack thereof, of the numerical scheme to (i) conserve the exact 
amplitude and (ii) preserve the proper phase of different wavelengths. 

Probably the simplest advection scheme which has been used in numerical 
models is the forward-in-time, linear-interpolation upstream scheme. Using this 
scheme, Equation (1) is approximated by the finite difference equations 

where C = a,At/hr, is the Courant number, r and T + 1 are consecutive time levels, 
At is the time step, Axj is the grid interval in the j-direction, i - 1, i, and i + 1 
denote three consecutive grid points along the j-axis, and tiii is the velocity compon- 
ent value in the j-direction at the i-th point. 

Figure 1 portrays the ‘numerical web’ of this scheme, a graphical illustration of 
this advection scheme’s wave damping and phase conservation properties. Wave 
damping (ordinate axis) is expressed by the ratio of the computational amplitude 
change A, (from Equation (2)) to the analytical amplitude change A, (from Equ- 
ation (1)) of the solution per time step. (Note that A, is unity for this case). Phase 
conservation (abscissa) is expressed by the ratio of the computational phase speed 
c~ to the true solution phase speed U. The exact solution of the linear advection 
equation is represented by the intersection of the &/A, = 1 and CT/U = 1 lines. 
Therefore, the reliability of the numerical scheme is characterized schematically 
by the convergence of the different wavelengths (nA.x) at different Courant num- 
bers to the point (AJA, = 1, CT/U = 1) at the center of the web. If AC/A, > 1 for 
any resolvable wavelength, then the solution is linearly unstable; if AJA, < 1 for 
all resolvable wavelengths, then the scheme is damping. For the forward-in-time, 
linear-interpolation upstream scheme, the damping is stronger for short wave- 
lengths at all Courant numbers, with maximum damping at C = 0.5 and no damping 
at C = 0.0 and C = 1.0. Complete damping (AJA, = 0) occurs for a 2hx wave at 
c = 0.5. 
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Fig. 1. The numerical web for the forward-in-time, linear interpolation upstream advection scheme 
for wavelengths 2;Lr, 4hw and lOAx, and Courant numbers C = 0.001, 0.1, 0.2, . . . ,0.9 and 1.0. The 
phase speed ratio of the computational solution to the analytical solution of the linear advection 
equation (q/C/) is plotted along the abscissa and the corresponding amplitude ratio (&/A,) is plotted 

along the ordinate axis (after Pielke, 1984). 

When c;/U # 1, the scheme is erroneously dispersive. The phase speed is accu- 
rately represented at C = 0.5 (except for a 2Ax wave) and C = 1.0, but erroneously 
dispersive at any other value of C. This phase error is particularly large for 2a2: 
waves, which do not move at all (cq= 0). Therefore, from this schematic repre- 
sentation it is obvious that the forward-in-time, linear-interpolation upstream 
scheme is not appropriate to solve the adjective terms for waves shorter than 4Lx 
but does accurately conserve the amplitude and the phase of waves longer than 
10A~. Note that Courant numbers larger than unity are not considered since this 
scheme is linearly unstable in this range (Pielke, 1984). 

Figure 2 is the corresponding representation for the forward-in-time, spline- 
interpolation upstream scheme. Similar conclusions hold for this advection scheme 
except that accurate representations of the amplitude and phase are obtained for 
the linear advection of waves as small as 4Ax. The only waves which are strongly 
damped and erroneously dispersed by this scheme are the 2Ax waves. A compari- 
son of Figure 2 with Figure 1 demonstrates graphically that the advective terms 
are better represented with the spline interpolation scheme than with the linear 
one. 

The centered-in-time, centered-in-space (or leapfrog) finite-difference scheme 
and the finite element scheme with chapeau basis function are two additional 
solution techniques popular in numerical modeling. Both preserve the amplitude 

( i.e., A,/& = 1) of all wavelengths and are said to be neutrally stable. For the 
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Fig. 2. Same as Figure 1 but for cubic spline interpolation scheme. 

implicit (see next section) finite element scheme with equal weighting of present 
and future values, the phase speed is computed quite accurately for all wavelengths 
except the 2&x waves, which are stationary (c&/U= 0) for all Courant numbers 
(Figure 3). The phase speed of 4Ax or longer waves is less accurate for larger 
Courant numbers, but even with C as large as 2.0, Q/U = 0.625 for 4A.x waves 
and c&/U = 0.968 for 2OL waves. For the case of the leapfrog scheme, the accuracy 
of the phase representation deteriorates markedly for the shorter wavelengths at 
low Courant numbers (Figure 4). The 2Ax waves are also stationary for this 
scheme. However, because of the quadratic form of the adjective terms for this 
scheme (e.g., Pielke, 1984, p. 283), two wave solutions are obtained. One moves 
downstream (cs > 0 when U > 0) and is related to the real solution of the advection 
equation. The other moves upstream and is called the computational mode. Such 
separation of solutions can be controlled by occasionally averaging in time to 
assure that the even and odd time steps remain consistent with one another (e.g., 

Mesinger and Arakawa, 1976). 

2. Diffusion 

Subgrid-scale correlation terms such as Reynolds stress terms can be represented as 
the product of an exchange coefficient (K) and the gradient of the appropriate 
dependent variable (first-order closure). When the exchange coefficient is assumed 
constant, the diffusion equation is written as 
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Fig. 3. The relation between the phase-speed ratio of the computational solution to the analytical 
solution of the linear advection equation (@U) and (a) Courant number (C) and (b) wavelength 
(nhr) for the implicit finite-element advection scheme with chapeau basis function and equal weighting 

of present and future values (based on Table 10.1 of Pielke, 1984). 

where Ki is the eddy exchange coefficient in the j direction. The explicit represent- 
ation of this equation as a forward-in-time, centered-in-space finite difference 
expression is 

&+I = @ + r<a+, - 28 + &-I), (4) 

where 7 = KjAt/(hxj) 2 is called the Fourier number. 
Figure 5 shows the influence of the Fourier number and the wavelength on the 

ratio of the amplitudes of wave solutions to Equations (3) and (4). While long 
waves (wavelengths 2 1OAx) are handled well by the diffusion operator represented 
with this scheme, shorter waves are strongly disturbed: 2Ax waves are damped 
too quickly by diffusion in the numerical solution as compared to the analytical 
solution for Fourier numbers less than 0.2; 4Ax waves are not damped enough 
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Fig. 4. Same as Figure 3 but for the leapfrog scheme. 

and at y= 0.5 are not damped at all. For y> 0.5, this scheme is linearly unstable. 
Implicit schemes, in contrast to explicit schemes which use only the value of the 

dependent variable at the current time step, also use information from the future 
time step. A weighting factor 0 s p c 1 is defined to express the relative weights 
of the contributions of the future and current time levels to the numerical approxi- 
mation of the diffusion equation. For p = 1, the explicit scheme is obtained. In 
general, the use of an implicit scheme permits use of larger Fourier numbers, 
that is, longer time steps, than does the explicit scheme without causing linear 
instability. 

Figures 6 and 7 demonstrate the influence of Fourier number and wavelength 
on the amplitude damping of wave solutions for values of p of 0.7, 0.5, 0.3 and 
0.1, respectively. Like the explicit scheme (p = 1.0; Figure 5), long waves are not 
affected by the Fourier number value at the different values of /3 presented here. 

However, the combination of high Fourier number values and low values of /3 
results in a much too weak damping of shorter waves. For large values of p, the 
implicit schemes tend to behave like the explicit scheme. 
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Fig. 5. The relation between the amplitude ratio of the computational solution to the analytical 
solution of the diffusion equation and (a) Fourier number (7) for four different wavelengths, 2hx, 
4hx, 1OAx and 2OAq and (b) wavelength (nh*) for five different Fourier numbers, y = 0.1, 0.2, 0.3, 
0.4, and 0.5, of explicit diffusion scheme (time-level weighting factor p = 1.0 based on Table 10.2 of 

Pielke, 1984). 

3. Filtering 

Nonlinear wave-wave interactions may transfer energy to shorter wavelengths than 
can be resolved by a numerical model for a chosen grid. When this occurs, the 
energy is not lost, but rather is projected erroneously onto a resolvable wavelength. 
Such spatial aliasing or folding is analogous to the time aliasing about the Nyquist 
frequency which occurs in time series analysis. One effect of aliasing in a mesoscale 
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Fig. 6. Same as Figure 5a but for the implicit scheme with time-level weighting factor values of (a) 
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Fig. 7. Same as Figure 5b but for ten Fourier numbers, y= 0.1,0.2, . . . ,0.9,1.0, and the implicit 
scheme with time-level weighting factor values of (a) fi = 0.7, (b) /3 = 0.5, (c) p = 0.3, and (d) p = 0.1. 

model is the interruption of the turbulent cascade of energy towards small scales, 
sometimes resulting in a degradation of model results into physically meaningless 
computational noise and sometimes even in an unbounded accumulation of energy 
at the shortest wavelengths, a computational error known as nonlinear stability 
(e.g., Mesinger and Arakawa, 1976, p. 37). Wavelengths shorter than 4A.x are 
required for aliasing to occur. As already discussed, such short wavelengths are 
badly handled by various numerical schemes even for linear scalar advection. 
The solution adopted of necessity by modelers has been to ‘control’ the shortest 
wavelengths by using some sort of spatial smoother or filter to damp or even 
remove these waves. One way to do this is to include nonphysical horizontal 
diffusion terms in the governing equations. This makes use of the damping proper- 
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ties of diffusion to control nonlinear aliasing by damping the shortest wavelengths 

(e.g., Haltiner and Williams, 1980, p. 155). 

An alternative to introducing a nonphysical diffusion term is to apply a selective 
spatial filter which will damp wavelengths smaller than 4h each time step but 
which does not affect larger waves (e.g., Purser, 1987; Raymond, 1988). One 

spatial filter which has been used in mesoscale numerical modeling was suggested 
by Pepper et al. (1979). It has the form 

(l - s)4T+1 + 2(1 + S)$T + (1 - S)4T-r = 4j+r + 2C$i + +;-I, (5) 

where C$ and 4* are the dependent variable to be smoothed and the smoothed 
value, respectively, and S is an arbitrarily chosen weighting parameter or filter 
coefficient for the smoothed value with range 0 G S c 1. Figure 8 shows the influ- 
ence of S on the amplitude of different wavelengths. This filter eliminates 2A.x 
waves at each application (provided that cyclic boundary conditions are used and 
filtering is only in one direction), and its smoothing of longer waves is dependent 
on the value of 6. For 6 = 1.0, the highest filter value, 4Ax waves are damped by 
50% but long waves (wavelengths * 2OAx) are almost unaffected. For 6 = 0.001, 
only 2Ax waves are damped significantly. Note that in some cases, it may also be 
necessary to employ a time or frequency filter (e.g., Mesinger and Arakawa, 1976; 
Haltiner and Williams, 1980). 

c. GRID RESOLUTION AND DOMAIN SIZE 

The selection of the grid resolution and the domain size in a mesoscale model is 
dictated by (i) the size and dimensionality of the forcing, (ii) the spatial scales of 
the atmospheric response to this forcing, and (iii) the available computer resources. 

1. Grid Resolution 

The grid resolution or spacing used in a mesoscale numerical model depends upon 
the spatial extent of the atmospheric features of interest. As just discussed, the 
smallest feature of interest needs to be represented by at least four grid increments 
due to the fact that numerical schemes tend not to represent shorter wavelengths 
very well. Hjelmfelt and Braham (1983) simulated lake-effect snowstorms over 
Lake Michigan, a large lake approximately 120 km wide, and varied the grid 
resolution in their mesoscale numerical model. Their study suggested that a hori- 
zontal grid size larger than 20 km is insufficient to resolve the observed lake-effect 
snow events. In the case of terrain-forced mesoscale circulations such as SLBs, it 
is also important to resolve significant terrain features. In complex terrain, it is 
not always clear by inspection what spatial resolution is required. Young and 
Pielke (1983), Young et al. (1984), and Steyn and Ayotte (1985) have discussed 
the spectral analysis of terrain irregularities in detail. 

Resolving the forcing may not be enough. If the conservation relations were 
linear, the spatial scale of the forcing would equal the spatial scale of the response. 
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Fig. 8. The relation between the amplitude ratio of the filtered solution to the unfiltered solution 
(&/A,) and (a) filter coefficient (6) and (b) wavelength (nA.x) for the Pepper et al. (1979) filter. 

However, the nonlinearity of the conservation relations acts to decrease the mini- 
mum horizontal spatial scale of the response compared to the scale of the forcing. 
In practice, the only way to ensure that all significant spatial scales are simulated 
in a nonlinear model is to perform integrations with progressively finer resolution. 
When the results do not change significantly for a given scale of forcing with further 
reduction of the grid spacing, sufficient spatial resolution has been achieved. 

The choice of grid resolution must also be compatible with the assumptions 
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made in choosing the governing equations. For instance, Martin and Pielke (1983) 
have shown with a linear model that the minimum horizontal scale of surface 
forcing which allows the application of the hydrostatic assumption in mesoscale 
models is dependent on the atmospheric stability. Under unstable conditions, this 
minimum scale is about 10 km while under stable conditions, the minimum scale 
may be as low as 1 km. In the case of a small feature of interest, the need to 
choose a small enough grid spacing to resolve the feature adequately may conflict 
with the need to choose a large enough grid spacing to satisfy the hydrostatic 
assumption. 

2. Domain Size 

Choice of domain size for a mesoscale numerical model is affected by a number 
of conflicting constraints. The primary constraint is obvious - the model domain 
must be large enough to contain the mesoscale circulation feature of interest. 
Extratopical sea breezes tend to penetrate 20-50 km inland and may extend 100 km 
or so seaward (Atkinson, 1981). Thus, the model domain should be at least 200 km 
in extent for an SLB simulation. However, the horizontal extent of the sea breeze 
appears to be governed by a modified Rossby radius of deformation, 
Nh(fz + A2 - 0’) -1’2, where N is the Brunt-Vaisala frequency, h is the SLB 
depth, A-’ is the damping time due to friction, and o is the diurnal frequency 
(Rotunno, 1983; Dalu and Pielke, 1989). Tropical sea breezes thus penetrate 
farther inland and extend farther seaward so that larger domains are required for 
low-latitude SLB simulations (e.g., Garratt and Physick, 1985; Yan and Anthes, 
1987; Arritt, 1989). 

Where possible, many mesoscale models ignore horizontal spatial variations in 
the background synoptic environment. That is, wind fields, temperature fields, 
and so on are assumed to be horizontally homogeneous except for mesoscale 
perturbations such as SLBs driven by terrain forcing. However, at larger scales, 
horizontal variations in atmospheric fields associated with transient extratropical 
cyclones and anticyclones cannot be ignored. The assumption of horizontal hom- 
ogeneity will normally be unreasonable for domain scales larger than 1000 km, thus 
imposing an upper bound on the choice of domain size. Domain-scale horizontal 
inhomogeneities can be dealt with but require more complex treatments of model 
initial fields and lateral boundary conditions (e.g., Haltiner and Williams, 1980; 
Pielke, 1984). 

When discussing model domain size, we should also mention a fourth dimension, 
time. Since we would like the domain to encompass the entire phenomenon of 
interest, we should run the model long enough to simulate the full phenomenon 
life cycle. In the case of a SLB circulation, the model should be run for at least 
one complete diurnal cycle. In addition, most numerical models require some 
‘spin-up’ time at the beginning of the simulation to allow the specified initial fields 
to come into balance. This initialization component of the simulation may require 
a sizable fraction of the total simulation run time in some cases. Mesoscale model 
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initialization techniques include objective analysis, dynamic initialization, and nor- 
mal mode initialization (e.g., Anthes, 1983; Pielke, 1984). Furthermore, if the 
synoptic-scale environment outside of the model simulation domain changes with 
time over the simulation period, then the lateral and upper boundary conditions 
will have to be constructed so as to feed these changes to the model. 

In order to reduce the number of grid points required in a numerical simulation, 
and hence the computational costs, the modeler would also like to make his 
domain as small as possible as well as using as coarse a grid resolution as possible. 
However, Anthes and Warner (1978) and Pielke (1987) have demonstrated that 
a horizontal domain size of at least 10 km is required in mesoscale numerical 
models due to the domain-scale accelerations which result from even minimal 
pressure gradient errors at the lateral boundaries. The spatial extent of the forcing 
and of the resultant perturbation fields also imposes another lower bound on the 
choice of domain size for the model. 

Another constraint working against the minimization of domain size is the 
problem of contamination of the solution by noise or reflections from the lateral 
boundaries. The specification of lateral boundary conditions in a limited-area 

model has bedevilled modelers for decades. Several approaches have been tried, 
but none has proven completely satisfactory. A rule of thumb is to keep the 
simulated feature of interest as far from the model boundaries as possible, which 
implies use of as large a domain as possible. Stretched grid coordinates and nested 
grids are two approaches which have been proposed to deal with the modeler’s 
desire for both detailed grid resolution and large domain size (e.g., Clark and 

Farley, 1984; Pielke, 1984; Zhang et al., 1986). 

D. NUMERICAL-MODELOPERATING RANGE (OR) FOR SLB SIMULATIONS 

The three types of limiting factors just discussed all constrain the numerical-model 
operating range (OR). Figure 9 shows the OR of mesoscale numerical models as 
a function of the number of grid points per horizontal direction, the horizontal 
resolution of the atmospheric features, and the size of the domain which can be 
represented with such models. As discussed in Section 2b, at least four grid points 
are required to resolve an atmospheric feature adequately with a numerical model. 
Due to current computer limitations, a maximum number of 100 grid points per 
coordinate direction was assumed here for a three-dimensional simulation and 
1000 grid points per coordinate direction for a two-dimensional simulation. Of 
course, with the development of more powerful computers, these upper limits 
should increase. These two constraints on the number of grid points result in the 
three horizontal lines in Figure 9. Note that both constraints are independent of 
the particular atmospheric phenomenon under consideration. 

The left vertical line in Figure 9 arises from the restriction that the hydrostatic 
assumption should not be made for a horizontal grid size smaller than 2 km in the 
case of a shallow circulation such as a sea breeze. (For deeper atmospheric 
circulations, larger horizontal grid sizes would be required for the hydrostatic 
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Fig. 9. The operating range (OR) of mesoscale numerical models for sea- and land-breeze simulations: 
number of model grid points per horizontal coordinate axis vs. atmospheric horizontal resolution. The 
stippled area denotes the potential OR for mesoscale numerical models in a homogeneous synoptic 
environment given more powerful computers. The hatched and blackened areas indicate the current 

mesoscale model OR. The blackened area denotes the current OR for SLB simulations. 

assumption to hold). The right vertical line denotes a grid size of 20 km. Assuming 
a SLB horizontal extent of 80 km, this is the minimum or coarsest grid resolution 
(i.e., maximum grid spacing) which would give at least four horizontal grid points 
across the SLB circulation. 

The three diagonal lines in Figure 9 represent the relationship between model 
resolution or grid size and the number of grid points required to represent the 
domain of interest. They correspond to a 10 km minimum horizontal domain size 
for control of domain-scale accelerations, a 200 km minimum horizontal domain 
size to encompass an entire mid-latitude SLB circulation system, and a 1000 km 
maximum horizontal domain size for use of a horizontally homogeneous back- 
ground synoptic environment. For instance, with a model resolution of 10 m, the 
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number of grid points needed to simulate a sea breeze with a model horizontal 
domain size of 200 km is 20,000 per horizontal direction. Given present computer 
limitations, such resolution cannot be achieved even with a two-dimensional 
model. The maximum resolution for SLBs achievable today is about 2 km in a 
three-dimensional mesoscale model or 200 m in a two-dimensional model. 

The combination of all of these constraints results in the solid black quadrilateral 
in Figure 9, which represents the OR of current two- and three-dimensional 
numerical models of SLB circulations. The hatched trapezoid (including the solid 

black region) represents the OR of mesoscale numerical models achievable at this 
time for all mesoscale phenomena, not just SLB’s, and the stippled area is the 
potential OR of mesoscale models which might be achievable in the future, given 
the development of more powerful computers. It is interesting to note that hydro- 
static three-dimensional mesoscale models will not benefit very much from new 
computer developments; most of the benefits from expanded model ORs will 
accrue to nonhydrostatic models. 

3. Operating Range for Meteorological Wind Tunnels 

In physical model simulations of atmospheric flows, scale-model replicas of ob- 
served ground-surface characteristics are constructed and inserted into a laboratory 
flow facility such as a wind tunnel or water channel. The flow characteristics and 
stratification of the air, water, or other fluid in the tank or tunnel are adjusted to 
be as similar as possible to the observed, large-scale atmospheric conditions. 
Complete equivalence of the laboratory model and atmospheric prototype flow 

fields requires geometric, kinematic, dynamic, and thermal similarity. In addition, 
boundary conditions upstream, downstream, at the lower surface, and near the 
top of the physical model must be similar to those at the corresponding boundaries 
of the modeled atmospheric domain. These multiple similarity requirements, the 
characteristics of the wind tunnel and its instrumentation, and the nature of the 
atmospheric phenomenon to be modeled all help to determine the OR for a wind- 
tunnel simulation. 

a. GENERAL SIMILARITY REQUIREMENTS AND DIMENSIONLESS PARAMETERS 

Geometric similitude exists between the laboratory model and its atmospheric 
prototype if the ratios of all corresponding spatial dimensions in model and proto- 
type are equal. This is accomplished by using an undistorted scale model of the 
prototype geometry. Kinematic similitude exists between model and prototype if 
the paths of homologous particles, that is, particles with the same relative position, 
are geometrically similar and if the ratio of the velocities of homologous particles 
are equal. Dynamic similitude exists between geometrically and kinematically 
similar systems if the ratios of all homologous forces in model and prototype are 
the same. Thermal similitude requires buoyancy force to be in proper proportion 
to all other forces; thus, it is a component of dynamic similitude. 
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The similitude parameters governing the phenomenon of interest may be estab- 
lished by dimensional analysis. Based on dimensional analysis, dimensionless par- 

ameters such as Rossby number, Reynolds number, bulk Richardson number, 
Eckert number, Euler number, Prandtl number, Schmidt number, and Peclet 
number should each be the same for model and prototype if we want the two flow 
systems to be exactly similar. 

Consider a steady, turbulent, near-neutral flow with representative velocity I?&, 
length scale L,,, rotation rate fiRo, kinematic viscosity (or momentum diffusivity) 
vo, temperature To, vertical temperature change AT,, downstream pressure change 
APO, density po, gravitational acceleration g, specific heat at constant pressure 

cpo, molecular thermal diffusivity KO, and molecular mass diffusivity (Ye. The 

dimensionless parameters will be defined by the following expressions: 

Ro = Uol~oLo Rossby number 

Re = I!J~L,/~~ Reynolds number 

RiB = gL,,ATolTocr;; bulk Richardson number 

EC = V”,/C,~AT~ Eckert number 

Eu = APolp,,uz, Euler number 

Pr = Vo/KO Prandtl number 

SC = v&Y0 Schmidt number 

Pe = &&/K. Peclet number. 

Equality of these similitude parameters for the two flow systems must be supple- 
mented by the requirement that the surface boundary conditions and the approach- 
flow characteristics also be similar for the atmosphere and the physical model 
(e.g., Cermak, 1971; Snyder, 1972). Boundary-condition similarity requires similar 
values of 

* Surface roughness, 
* Topographic relief, 
* Surface temperature distribution, 
* Upstream distribution of mean and turbulent velocities, 
* Upstream distribution of mean and turbulent temperatures, including inversion 

height, and 
l Longitudinal pressure gradient. 

If all of the above conditions are met simultaneously, then all scales of motion 
ranging from the atmospheric microscale to mesoscale (i.e., 10e3 m to lo6 m) 
could be simulated exactly by the laboratory model. Unfortunately, not all of 
these similarity requirements can be satisfied simultaneously by a scaled model 
since some are incompatible or conflicting; only partial or approximate similarity 
can be achieved. This limitation strongly suggests that a laboratory model for a 
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particular meteorological or wind engineering situation be designed to simulate 
most accurately those scales of motion which are of greatest significance for the 
application. By considering each similarity requirement separately, it is possible 
to determine which flow features dominate and hence which similitude parameters 
are most important. Like the numerical modeler, the physical modeler must tailor 
his model to suit the problem of interest based on good judgment, theoretical 
understanding, physical intuition, and previous experience. 

B. DYNAMIC SIMILARITYREOUIREMENTSONINTERNALTUNNELFLOWS 

The Rossby number (Ro) represents the ratio of local or advective accelerations 
to Coriolis accelerations. Rossby number equality is not possible in nonrotating 
laboratory facilities; hence, turning of the mean wind direction with height in the 
atmospheric boundary layer cannot be simulated. Accordingly, a wind-tunnel 
boundary layer is only an adequate model for atmospheric flow when either this 
effect is not significant for the application or when wind shear is small. In the case 
of SLB circulations, Coriolis effects are significant over longer times (e.g., 6-12 h), 
imposing a limit on the applicability of nonrotating laboratory analogs of these 
circulations. 

The Reynolds number (Re) represents the ratio of inertial to viscous forces. 
Reynolds number equality is also not attainable due to the very high flow speeds 
which would be required in the laboratory flow as a result of the reduced length 
scale. However, this restriction does not seriously limit the simulation of SLB 
circulations since the significant mean flow characteristics are only weakly 
dependent upon the Reynolds number. For instance, the total surface drag coef- 
ficient for a given ratio of boundary length to roughness length, L/a,, becomes 
invariant with respect to the wind-tunnel Reynolds number well within the typical 
meteorological wind-tunnel Reynolds number range (Cermak, 1975). This concept 
of Reynolds number independence was first advanced by Townsend (1956) and 
implies that the gross structure of turbulence is similar over a wide range of 
Reynolds numbers. Two exceptions are flow features related to very small-scale 
turbulence and the laminar sublayer adjacent to boundaries (Snyder, 1972; 
Meroney, 1986). The latter exception is avoided if boundaries are aerodynamically 
rough (see next section). 

The bulk Richardson number (RiB) compares the importance of buoyancy to 
inertial forces and is an important parameter in stratified-flow modeling. It is equal 
to the inverse square of the densimetric Froude number, Fr = U0/(gL0AT0/7’~)“*. 
Specially constructed wind tunnels can produce bulk Richardson numbers ranging 
from - 0.5 to 0.5. These RiB values cover a wide range of atmospheric conditions. 
Meroney (1986) pointed out that equality of Richardson number imposes low 
fluid-model wind speeds in order to use reasonable vertical temperature differ- 
ences, thus reducing the model Reynolds number. Such conflicting relationships 
make it impossible to obtain simultaneous similitude in all relevant similarity 
parameters. Batchelor (1953) discussed the conditions under which Richardson 
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number is the sole global governing criterion for dynamical similarity of motion 
in a perfect-gas atmosphere. 

The Eckert number (EC) indicates the ratio of kinetic to excess internal energy. 
Equal Eckert numbers are not possible when equal Richardson numbers are 
achieved. Instead, the model Eckert number will be about one order of magnitude 
smaller than the atmospheric value (Cermak, 1982). However, the Eckert number 
is equivalent to a Mach number squared. Thus, it is small compared to unity for 
both atmospheric and laboratory flows. 

The Euler number (Eu) compares the relative magnitude of pressure-fluctuation- 
induced accelerations and inertial accelerations. This parameter is of order one 
and is automatically simulated in air. However, wind-tunnel blockage due to 
insertion of model buildings or three-dimensional topograpy in the tunnel may 
induce longitudinal pressure gradients unless the tunnel sidewalls or ceiling can 
be adjusted to compensate (e.g., Cermak, 1971). 

The Prandtl number (Pr) is the ratio of momentum diffusivity to thermal diffusiv- 
ity. It indicates the relative ability of a fluid to transport momentum and heat via 
molecular processes. For air, the Prandtl number does not vary strongly with 
temperature. Thus, Prandtl numbers are essentially equal for flows in the atmos- 
phere and the typical meteorological wind tunnel. 

Like the Prandtl number, the Schmidt number (SC) is a fluid property rather 
than a flow property. It is the ratio of momentum diffusivity to mass diffusivity 
or, alternatively, the ratio of molecular momentum transport to molecular mass 
transport. It is an important parameter for studies of the transport of a passive 
scalar quantity. The Schmidt number is close to unity for most gases. 

The Peclet number (Pe) is a measure of the ability of the fluid to transport heat 
or mass by advection compared to molecular diffusion. It may also be expressed 
as the product of a Reynolds number and either a Prandtl number (RePr) or 
Schmidt number (ReSc), depending upon whether heat or mass transport is being 
considered. At high Reynolds numbers, turbulent diffusion will overwhelm mol- 
ecular diffusion. Thus, in general, the Peclet number for heat and mass transport 
is not important if the flow exhibits Reynolds number independence (Snyder, 
1972). 

C. BOUNDARY-CONDITION SIMILARITY REQUIREMENTS 

When the prototype and model flows are thermally stratified, there are additional 
similarity requirements which should be considered. Yamada and Meroney (1971), 

SethuRaman and Cermak (1974, 1973, and Ogawa et al. (1975) have discussed 
problems in achieving similarity of stratified flow motion over regions of nonhomo- 

geneous heating such as coasts. They pointed out that approximate dynamic 
similarity can be achieved by requiring equality of the upstream bulk Richardson 
number, 

Ri =g~TH 
Ii ~ 

TU2 ’ 
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or, equivalently, the densimetric Froude number, for the wind-tunnel flow and 
the coastal circulation. In this expression, H is a vertical length scale (often the 
height of an inversion), AT is the difference at the upstream entrance between 
mean temperature (potential temperature in the case of the atmosphere) at the 
surface and at height H, T is the average temperature over the layer of depth H, 

U is the velocity at height H, and g is the gravitational acceleration. Thus, Equation 
(6) is an upstream-boundary-condition similarity requirement. 

Another similarity factor which could be considered in SLB simulations is the 
heat transfer rate from sea and land surfaces to the atmosphere. This quantity 
may be characterized by the ratio of a characteristic vertical length scale H to the 
Monin-Obukhov length scale, 

H/Lm = H/[-u$cp~/(kgq)], (7) 

where U* is the friction velocity, p is the average air density, c, is the average 
specific heat at constant pressure, T is the average near-surface temperature, k is 
the von Karman constant, g is the gravitational acceleration, and q is the surface 
heat flux (Meroney et al., 1975a). This parameter would be of particular import- 
ance in coastal fumigation simulations. Note, however, that the Monin-Obukhov 
length scale LMO may vary locally as one moves inland from the shoreline. 

The similarity between the flow-generating mechanisms of sea breezes and flow 
over urban heat islands suggests an alternative parameter. Linear numerical analy- 
sis by Olfe and Lee (1971) and experimental and numerical studies by Yamada 

and Meroney (1971) suggest that the intensity of heating by the land surface may 

be characterized by a heating ratio, 

RH = (T,and - TseJsurwe g . 

V,=H - Tz=,,)sea L 
(8) 

Since the vertical-to-horizontal modeling scale ratio H/L is normally undistorted, 
this parameter reduces to a single temperature ratio. Meroney et al. (1975a) 
suggested that typical coastal values are RH = 1.3-1.9 and RiB = 1.25-1.5, where 
H = 400 m. Laboratory conditions should be chosen to simulate these situations as 
closely as possible. Note that Equation (7) is a lower-boundary-condition similarity 
requirement while Equation (8) is a combined upstream-boundary-condition/ 
lower-boundary-condition similarity requirement. 

There is a minimum Reynolds number below which the gross flow characteristics 
of the boundary layer are not invariant. Most investigators, beginning with Sutton 
(1949), have required that the turbulence Reynolds number or surface Reynolds 
number Re, = u,.Q,/v be larger than 2.5 for Reynolds number independence to 
hold, where U* is the friction velocity, z. is the roughness length, and v is the 
kinematic viscosity, The value 2.5 is an empirically determined constant. For Re, 
< 2.5, it has been observed that mean velocity profiles in turbulent pipe flow lose 
similarity in shape and deviate from the universal curve for a rough-wall turbulent 
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boundary layer (e.g., Sutton, 1949; Snyder, 1972). When Re, > 2.5, the surface 
is said to be aerodynamically rough. Since virtually all natural geophysical surfaces 

are aerodynamically rough, the flow structures related to momentum transfer will 
be similar if the scaled roughness yields a sufficiently small value for the ratio of 
boundary length to roughness length, L/Q,. Should the resulting model L/z0 be too 
large, then the model roughness can be exaggerated to produce an aerodynamically 
rough surface. 

Although turbulent mixing may be scaled properly in a wind tunnel for Rey- 
nolds-number-independent flow, problems may still arise due to the proportion- 
ately larger contribution of molecular diffusion. Experiments by Crapper and 
Linden (1974) suggested that the structure of a density turbulence interface is 
altered by molecular diffusion for Peclet numbers less than 200. However, a better 
parameter to assess the influence of molecular diffusivity on the rate of mixing 
may be the ratio of Peclet number to Richardson number. Puttock and Colen- 
brander (1985) suggested a critical value of 1500 for this ratio Pe/Ri = U3/gra, 
where U is the mean model velocity at a height of 10 cm, g’ is the buoyancy- 
modified acceleration due to gravity, and (Y is the molecular diffusivity. Meroney 

(1987) proposed a corresponding critical value of 0.2 for the surface ratio 
Pe,/Ri,, where molecular diffusion becomes significant for Pe,/Ri, values less 
than 0.2. 

D. INSTRUMENTATION cHARACTERIsTIcs 

Hot-wire, hot-film, and pulsed-wire anemometers are available to measure wind 
speed and turbulence in wind tunnels (e.g., Hinze, 1975). Pitot tubes are rarely 
usable at the low speeds required for wind-tunnel simulation of SLB circulations. 
Laser anemometry may be used at low flow velocities, but adequate traverse 
systems with good positioning capabilities are rarely installed in the larger 
meteorological facilities. Thermocouples and thermistors are used to measure 
temperature profiles in meteorological wind tunnels capable of thermal stratific- 
ation. The following experimental limitations should be considered when one 

proposes laboratory measurements: measurement accuracy; averaging times and 
sampling rates; and spatial resolution. 

1. Measurement Accuracy 

Measurement accuracy is an important factor for wind-tunnel modeling of SLBs. 
The flow speeds required for the simulation of such circulation systems are often 
less than 0.5 m s-l. Most conventional hot-wire or hot-film instruments are not 
reliable at such low velocities. Care must be taken to achieve reliable calibration, 
to correct for low-speed probe nonlinearity, and to avoid electronic noise in this 
low-signal regime. The pulsed-wire anemometer is especially useful for low-speed 
and reversing flows since it can detect the direction of flow (Bradbury and Castro, 
1971). 
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2. Averaging Times and Sampling Rates 

There are two questions which arise with respect to averaging times associated 
with laboratory measurements. First, to what prototype averaging time is the 
laboratory measurement equivalent, and second, how long should one sample in 
the laboratory to obtain a stable average? Let us consider an atmospheric measure- 
ment made at a height of 10 m for a wind speed of 3 m s-l. Assuming a typical 
eddy scale of lOm, one finds that a 15-min average allows one to sample 270 
eddies carried past the fixed instrument by the mean wind. Given a model scale 
of 1: 200 so that the equivalent boundary-layer position is 5 cm, then a 30-set 
average in the laboratory will sample a comparable number of eddies (300) for a 
model wind speed of 0.5 m s-l. 

Lumley and Panofsky (1964) showed how averaging time requirements can be 
related to turbulence scales. Given a steady turbulent shear flow, the turbulence 
can be presumed drawn from a Gaussian probability distribution. Near a wall in 
a turbulent boundary layer, a typical averaging time TU can be obtained from the 
following equation: 

Tu = 2i*(MJ)lZ , (9) 

where 6 is the tunnel boundary-layer depth, U is the mean flow speed, i is the 
turbulence intensity (p)l’*/U, and E is the fractional error (i.e., normalized by 
0) of the difference between the velocity ensemble average, 0, and the estimate 
obtained by integration over the averaging time To-. Hence, for 6 = 1 m, U = 
0.5 m s-l, and i = 0.1, then Tu = O.O4/E2. When E is equal to 1, 5, and 10%) TI,! 

will equal 400, 16, and 4 s, respectively (Meroney, 1987). 

3. Spatial Resolution 

Hinze (1975, p. 120) has considered the influence of hot-wire length on the 
contribution of high-frequency fluctuations to estimates of turbulent energy, elT. 
He pointed out that in order to correct the transducer for spatial resolution, the 
measured values must be adjusted by a correction factor CF. When the transducer 
size fl is much greater than the turbulence integral length scale A,, the correction 
is very large and no turbulence is measured. When n is less than A,, the Taylor 
microscale, the eddy spatial correlation g(x) = (1 - x*/A:) and we have 

(10) 

rl Note that the correction is on e , not e’; that is, the smallest eddies may be 
smaller than the Taylor microscale or dissipation scale Ag. Nonetheless, one sees 
that if rl < 0.5h,, only a 4% spatial resolution error exists in e’*, and if rl = Ag, a 
20% error in p would occur. Meroney (1987) has discussed Hinze’s CF factor in 

-3 the context of measurements of concentration variance c . 
Li and Meroney (1985) measured Taylor microscales between 0.015 and 0.033 m 
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in a meteorological wind tunnel at wind speeds below 2 m s-‘. Neff and Meroney 

(1982) estimated sampling areas of their aspirated hot-film katherometers to be less 
than 0.5 cm2. Given A, = 0.02 m and n = 0.007 m, the instrument would measure 
velocity variance with only a +2% error due to spatial resolution. 

E. WIND-TUNNEL CHARACTERISTICS 

The viability of a given simulation scenario is not only a function of the governing 
flow physics but also depends on the availability of a suitable simulation facility 
and the characteristics of the measurement instrumentation to be employed. It 
would seem appropriate, therefore, to suggest bounds for the range of atmospheric 
situations which can be reasonably treated by wind-tunnel modeling. Boundary- 
layer wind tunnels exist at various laboratories. Generally, these tunnels range in 
size from facilities with working cross sections of 0.5 x 0.5 m to those with working 
cross sections of 3 x 4 m (Meroney, 1987). Several of these facilities are equipped 
with movable side walls or ceilings to adjust for model blockage and ensure Euler 
number similarity. By using vortex generators, fences, roughness elements, grids, 
screens or jets, a wide range of turbulence integral scales can be introduced into 
the tunnel boundary layer (e.g., Armitt and Counihan, 1968, M&y et al., 1974; 
Meroney, 1987). Choice of model surface roughness permits control of surface 
turbulence intensity, dimensionless wall shear, and velocity profile shape. Density 
stratification can be induced by use of heat exchangers, injection of heated air, 
gases of different molecular weight, or latent heat absorption or release during 
phase change (e.g., Ogawa et al., 1985; Meroney, 1986). 

The characteristics of an individual wind tunnel will determine its overall opera- 
ting range or performance envelope. For instance, the meteorological wind tunnel 
(MWT) at Colorado State University is a large, closed-circuit facility with a 1.8 m 
high by 1.8 m wide by 24 m long test section. Wind speeds are continuously 
variable from 0.1 to 30 m s-l and ambient air temperatures can be varied from 5 
to 205 “C (e.g., Cermak, 1975, 1982). The ceiling is adjustable to permit reduction 
of the longitudinal pressure gradient to zero. Ten meters of the upstream test- 
section floor can be cooled between 1 “C and ambient temperature while 12 m of 
the downstream test-section floor can be heated from 1 to 200°C. 

The following criteria have been selected to specify the MWT operational range: 

. Maximum model obstacle height h, < 0.5 m, 
- Minimum model obstacle height h, > 0.02 m, 
- Maximum model blockage <lo%, 
. Minimum model Reynolds number (Re,), = U,h,lv,,, > 10,000, 
- Maximum model turbulence integral scale (A,), < 0.5 m, 
* Minimum model turbulence integral scale (Au), > 0.05 m, 
* Minimum model measurement resolution (Az)~ > 0.0001 m, 
- Maximum model boundary-layer depth S,,, < 2 m, and 
. Minimum model boundary-layer depth S, > 0.1 m. 
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Based on Coriolis force considerations, Snyder (1972) suggests a 5 km maximum 
cut-off point for horizontal length scales for modeling atmospheric diffusion, M&y 
et al. (1974) suggest a 15 km limit, Ukeguchi et al. (1967) suggest a 40 to 50 km 
limit, and Cermak et al. (1966) recommend a 150 km limit. A middle estimate 
would be that of Orgill (1971), who suggests that a horziontal length scale of up 
to 50 km is not unreasonable for complex terrain in strong winds. 

F. WIND-TUNNEL OPERATING RANGE FOR SLB SIMULATIONS 

The most fundamental restrictions on the wind-tunnel operating range or perfor- 
mance envelope result from geometric similarity constraints. Suppose the atmos- 
pheric boundary-layer depth S, falls in the 200 to 1,000 m range and the atmos- 
pheric longitudinal integral velocity scale (Lu)p falls in the 100 to 1,000 m range. 
Given the wind-tunnel size constraints from Section 3e, then SJS, must lie be- 
tween 100 and 10,000 and (L,),I(L,), must lie between 200 and 20,000, restricting 
the simulation length-scale ratio (LSR) to the 200 to 10,000 range. Since the CSU 
meteorological-wind-tunnel test section is 1.8 m by 1.8 m by 25 m, the correspond- 
ing atmospheric domain size will lie in the 0.36-18 km by 0.36-18 km by 5-250 km 
range. If we restrict our atmospheric domain size to 50 km because of the Rossby 
number restriction, we reduce the LSR upper limit to 2,000. 

Based on the previous discussion, the following five dynamic similarity criteria 
appear pertinent to the physical simulation of SLB circulations: 

1. (RiB),,, = (RiB)p; 
2. (Re,), 3 A, where 1 <A < 5 and Re, = u.zJv; 
3. (Pe,/Ri,), > B, where 0.14 <B < 0.2, Pe,/Ri, = uzlg’a, and g’ = (AT/og; 

4. (LILMo), = @ILMOjp or (Wm = QWp; and 

5. Similar upwind velocity, temperature, and turbulence profiles. 

In a coastal flow, mechanical and thermal turbulence influence one another. 
Surface temperature variations between the land and the sea alter turbulence 
structure, and turbulence in turn alters the velocity and temperature profiles. 
Thus, the temperature and velocity fields are not independent. Using Equation 
(6), bulk Richardson number equality (Criterion 1) requires that 

(11) 

where LSR denotes the prototype-to-model vertical length-scale ratio. 
The requirement that the surface or roughness Reynolds number Re, be large 

enough to ensure fully rough flow (Criterion 2) is also satisfied if one stipulates 
model conditions such that 

LSR < 
(12) 
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where the model skin friction coefficient C,, = 2uf,,,lU~ and Equation (11) has 

been used to convert U,,, to U,,. 
The parameter Pe/Ri measures the relative rates of turbulent entrainment and 

molecular diffusion. If this parameter is too small, the scaled turbulent diffusion 
will be artificially enhanced by molecular diffusion and hence scaled concentrations 
will be too small and the inland growth of the coastal internal boundary layer may 
not be modeled correctly. To avoid this problem, the surface Peclet/Richardson 
number ratio Pe,/Ri, must also be sufficiently large (Criterion 3). Combining 
Criterion 3 and Criterion 1 yields the constraint 

LSR < (13) 

From the Monin-Obukhov length-scale ratio (Criterion 4), another constraint 
on the wind-tunnel length-scale ratio LSR can be identified using Equation (7), 
namely that 

(14) 

From sea-breeze observations, we know that prototype wind velocities range 
from 0.5 m s-l to 12 m s-l, prototype temperatures range from 5 “C to 35 “C, and 
prototype temperature differences between land and sea range from 1 “C to 15 “C 
(e.g., Atkinson, 1981). Meteorological wind tunnels can operate over a wider 
range for all three of these quantities (see Section 3e). However, practical limi- 
tations due to the characteristics of stratified-flow wind tunnels and their instru- 
mentation restrict this range. In order to ensure measurement reliability and flow 
stationarity and to avoid too-high operating costs, current constraints for the 
MWT include U, 2 0.5 m s-l, Tm G 100 “C, and qm 6 50 W mp2. Combining the 
similarity constraints given by Equations (11) and (12) with these wind-tunnel 
limits and typical atmospheric SLB conditions provides the relationships and data 
needed to construct the wind-tunnel OR and to identify reasonable simulation 
scenarios. Figure 10 suggests that wind-tunnel simulations of sea breezes can 
be attained over the following prototype data range: 2 m s-l < Up < 15 m s-l, 
5 “C < Tp < 35 “C and ATp < 15 “C, given length-scale ratios between 200 and 
1,000. The two curves in Figure 10 based on Equation (11) partition achievable 
and unachievable length-scale ratio and prototype flow velocity combinations for 
Tm = Tp given (AT),, a maximum (AT), of 80 “C, and a minimum U,,, of 0.5 m SK’. 
The two curves for Equation (12) were calculated assuming C,, = 0.005, v = 
1.5 X lop5 m2 s-‘, and (zo), = 0.1 m. 

Laboratory instrument size constrains the finest spatial resolution achievable for 
predictions of prototype flow variables. For example, we know that the maximum’ 

1 Experimentalists will probably prefer the use of the term ‘minimum resolution’ here but we are using 

‘maximum resolution’ in the numerical modeler’s sense of finest, highest, greatest, or best resolution. 
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Fig. 10. Operating-range constraints for wind-tunnel modeling of sea breezes: length-scale ratio (LSR) 
vs. prototype wind speed (U,). Curves (1) and (2) result from Equation (11) using (AT), values of 
5” C and 15 “C, respectively, and assuming T’ = Tp, (AT), = 80°C and (I, = 0.5 m s-r. Curves (3) 
and (4) result from Equation (12) and the same parameter values used to obtain curves (1) and (2), 
respectively. Line (5) arises from the minimum geometric similarity constraint on PBL depth (LSR = 
10,000). Line (6) arises from the maximum geometric similarity constraint on integral length scale 

(LSR = 200). 

linear resolution (i.e., smallest separation between measurement points) for the 
X-wire measurement of velocity and turbulence in the MWT ranges from 1 to 
Zmm. Given a LSR range of 200 to 2,000, this corresponds to a maximum 
atmospheric linear resolution range of 0.4 to 4 m. If we require four adjacent 
measurements to resolve a mean model flow feature and make allowances for 
instrument positioning error, this gives a minimum wind-tunnel domain size of 
1 cm. For a LSR value of 200, this corresponds to a minimum atmospheric domain 
size of 2 m. For a LSR value of 2,000, the corresponding minimum atmospheric 
domain size would be 20m. 

The number of measurements that can be made in a physical model is limited 
by the finite time taken to record each point. As noted in Section 3d, reliable model 
time averages require an average measurement time of 30 s. Thus, acquisition of 
1,000 sample points with X-wire anemometry would require an S-hour wind-tunnel 
sampling period. This number of sample points has been taken as a practical 
maximum limit. For longer sampling periods, questions of wind-tunnel stationarity, 
reliability, operating expense, and availability begin to become important. 
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If we combine all of these constraints, we obtain Figure 11, a counterpart to 

Figure 9. The vertical axis in Figure 11 is proportional to the number of measure- 
ment points. As in Figure 9, one horizontal axis in Figure 11 corresponds to 
atmospheric or prototype horizontal resolution. However, an additional axis is 
required in Figure 11 to show length-scale ratio. This third axis is not needed in 
Figure 9 because numerical models are implicitly full-scale models with LSR equal 
to unity. Thus, the OR shown schematically in Figure 11 is a volume rather than 
an area as in Figure 9. 

The two horizontal lines in Figure 11 for a given LSR value are analogous to 
the horizontal lines in Figure 9. The lower horizontal line marks the measurement 
resolution limit, that is, the minimum number of adjacent measurement points (4) 
needed to resolve a flow feature. The upper line denotes the practical present-day 
upper bound on the number of measurement points sampled in one wind-tunnel 
run. The vertical lines in Figure 11 represent the maximum prototype resolution 

( i.e., finest detail) which can be modeled for a given LSR due to instrument 
limitations. The lower diagonal lines mark the smallest atmospheric domain size 
which can be represented in the wind tunnel for a given LSR value, a given 
number of measurement points, and a linear sampling strategy; this bound is also 

LSR/ Prototype Horizontal Resolution (m) 

Fig. 11. Operating range for wind-tunnel modeling of sea breezes: number of measurement points 
vs. prototype horizontal resolution vs. length-scale ratio. The hatched polygon in the foreground 

corresponds to a LSR of 2,000, the one in the background to a LSR of 200. 
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due to instrument limitations. As in Figure 9, the upper diagonal lines represent 
maximum prototype domain limits, in this case the 50 km limit due to Rossby 
number considerations. Thus, for the applicable geometric and dynamic similarity 
constraints, longitudinal atmospheric domain sizes between 2 m and 50 km appear 
to be the model simulation limits for a meteorological wind tunnel with a 25 m 
test section. The size of the smallest resolvable atmospheric feature (and hence 
the smallest domain size) ranges between 2 m and 20 m depending on the LSR 
selected. 

Note that the wind-tunnel simulations assume steady approach flow and surface 
conditions. However, one can synthesize the average statistics of a wind-tunnel 
flow field over longer time periods by associating a given measurement set with a 
recurring meteorological situation for which climatological probability distribution 
information is available. (A similar approach has been taken in applying mesoscale 
meteorological models to longer time periods, e.g., Pielke, 1982). In addition, 
wind-tunnel results simulate the average of many realizations of the air flow over 
a coastal region whose boundary and initial conditions are ‘near’ those of the 
laboratory model. Any single realization of the air flow over a coastal region thus 
has a finite probability of varying from the mean behavior. 

4. The Relationship Between Numerical and Physical Models of Sea and 
Land Breezes 

A complete model to simulate a sea breeze or land breeze should be able to: 

1. Simulate the full SLB circulation system; 
2. Simulate the small-scale shear flow motions and turbulent transport; and 
3. Simulate the interaction between these two scales of motion. 

In the absence of significant larger-scale flow, the sea-breeze circulation consists 
of a landward current near the surface and an upper-level seaward return flow 
which is about twice the depth and half the speed of the landward current. The 
SLB circulation may reach 200 km in horizontal extent and 2 or 3 km in vertical 

extent. In a conventional meteorological wind tunnel, it is not possible to simulate 
the upper-level return flow nor the phenomena of wind veering with height, 
radiational cooling, or phase changes. In contrast, Pielke (1984) notes that numeri- 
cal mesoscale models have successfully simulated the mesoscale characteristics and 
structure of SLB circulations. Thus, the numerical ‘node1 provides a way to gen- 
erate realistic velocity, temperature, and constituent profiles for use as boundary 
conditions in a physical model. 

However, in a coastal region, there is usually a large spatial variance in surface 
roughness and heat capacity. The interaction of the production and dissipation of 
turbulence in this region is very complex. In the case of a sea breeze, when marine 
air flows over warmer land, mechanical shear and buoyancy forces both act to 
increase turbulence energy. However, when air flows over the colder sea surface 



OPERATING RANGES OF MESOSCALE NUMERICAL MODELS 263 

in a land breeze, mechanical turbulence interacts with the stably stratified flow to 
dissipate the turbulence energy. Thus, the interaction between turbulence and 
stratification is an important factor in the growth of a thermal internal boundary 
layer near the coast. Three questions naturally arise concerning the sea-land 
transition zone: 

1. Is there a consistent tendency for variations in the boundary layer to be 
associated with surface variations? 

2. Do the surface variations change the turbulence profiles? 
3. If so, how do the inhomogeneous surface heat flux and roughness changes 

influence profiles of various turbulence statistics? 

These questions are difficult to address with a numerical model because of the 
very high spatial resolution required. For instance, Durand ef al. (1989) have 
recently described the numerical simulation of a TIBL associated with onshore 
flow across the Dutch coast. They used a two-dimensional, hydrostatic mesoscale 
model with a third-order turbulence closure scheme, 2 km horizontal grid spacing, 
and 50 m vertical grid spacing. General features of the TIBL turbulence field were 
reproduced despite the quite coarse horizontal resolution. However, improving 
the horizontal resolution would likely require switching to a nonhydrostatic model 
and to a larger computer. 

Hadfield (1988) used a large-eddy simulation model with 125 x 125 x 60 m spa- 
tial resolution and a 4.5 x 4.5 x 2.3 km domain to study convective boundary layer 
(CBL) development and structure over inhomogeneous terrain. This numerical 
model required use of a Cray X-MP/48 computer and will be taken as represent- 
ative of the present generation of highest-resolution PBL models. Hadfield ob- 
tained many interesting results and good agreement with CBL observations but 
there were still some differences: potential temperature variance and pressure 
variance were too small, vertical velocity skewness was too large in the upper half 
of the simulated boundary layer, and the horizontal velocity variance profile had 
too pronounced a maximum near the surface. Inadequate spatial resolution may 
have been an important source of these differences. Cyclic lateral boundary con- 
ditions were also employed, an unacceptable choice for SLB simulations. Thus, 
current numerical models have some difficulties in addressing question 2. New 
computers may make it possible to increase the spatial resolution of numerical 
models by a factor of two or more, but achieving 50 m horizontal resolution will 
require heroic efforts. In contrast, wind tunnels appear capable of 2 m horizontal 
resolution. Thus, the wind tunnel is a powerful tool with which to study the small- 
scale characteristics of air flow over coastal regions. 

Spatial sampling strategy should also be considered. In Figure 11, 1,000 measure- 
ment points were taken as a practical upper bound for wind-tunnel simulations 
versus 100 grid points per axis for three-dimensional numerical simulations. If 

sampling is performed along a single measurement axis over only a portion of the 
domain, then the wind-tunnel spatial resolution will be orders of magnitude better 
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(i.e., finer) than that of the numerical model. If sampling is done at evenly-spaced 
points throughout the test-section volume, however, then the wind-tunnel spatial 
resolution will be worse than that of the numerical model. Vertical profiles and 
fluxes are normally of greatest interest so that a linear sampling strategy over a 
test-section subdomain will usually be the preferred wind-tunnel sampling strategy. 

One restriction imposed on wind-tunnel simulations by the Reynolds number 
criterion is the need to run with at least a minimum flow speed in order to maintain 
turbulent flow. As shown in Figure 10, this implies some background flow speed 
in the atmospheric prototype so that sea-breeze cases in a stagnant environment 
cannot be modelled in the wind tunnel. Mitsumoto et al. (1983) avoided this 
restriction in their water tank simulations but at the cost of losing Reynolds 
number similarity. If physical models are to be used to help develop and/or verify 
turbulence parameterizations in mesoscale numerical models, the Reynolds num- 
ber is a crucial similitude parameter. 

One advantage of meteorological wind tunnels is that they do produce real 
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Fig. 12. Operating ranges for numerical and wind-tunnel modeling relative to the time and space 

continuum of atmospheric circulation systems. The crosshatched area shows the region of overlap for 

the two approaches. H, denotes the representative depth scale, A, the representative area scale, and 
T, the representative time scale (after Orlanski, 1975 and Meroney, 1981). 
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turbulent flows. Almost all mesoscale numerical models employ ensemble-average 

turbulence parameterization schemes in which all randomness has been removed 
by implicitly averaging flow fields over an infinite ensemble of realizations (Wyn- 
gaard, 1982). Flow fields in most mesoscale numerical models will thus remain 
steady if all boundary conditions are held constant while wind-tunnel flows will 
exhibit time-dependent fluctuations for comparable conditions. This means that 
flow turbulence and its effects can be studied directly with a wind tunnel but only 
indirectly simulated with an ensemble-average mesoscale numerical model. 

Meroney et al. (1978) and Meroney (1981) suggested qualitative operating ranges 
for meteorological wind tunnels in terms of the characteristic time and horizontal 
scales defined by Orlanski (1975) for the atmospheric flow continuum. Figure 12 
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Fig. 13. Operating ranges for numerical and wind-tunnel modeling of sea breezes: number of grid/ 
measurement points vs. atmospheric horizontal resolution. ‘WTM’ denotes ‘wind-tune1 model’; ‘NM’ 
denotes ‘numerical model’. The crosshatched area marks the common OR for numerical and wind- 
tunnel SLB simulations. Note that the OR volume shown in Figure 11 has been projected parallel to 

the LSR axis in order to obtain an OR ‘area’ comparable to that of Figure 9. 
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shows an updated version of this figure to which a qualitative mesoscale numerical 
model OR has been added. This figure suggests that mesoscale numerical models 
and meteorological wind tunnels should have an overlapping or common OR in 
addition to OR regions in which only one of the two modeling approaches would 
be suitable. 

Figure 13 shows the corresponding combined performance envelopes for both 
modeling techniques based on the analysis of Sections 2 and 3 and Figures 9 and 
11. It is thus more quantitative than Figure 12. From Figure 13, we can see that 
there is again an OR common to both models as well as OR regions exclusive to 
one approach. Wind tunnels cannot simulate a full SLB circulation and still main- 
tain Rossby number similarity, but they can resolve smaller spatial scales than 
present numerical models. Numerical models can simulate complete SLB circu- 
lations but have difficulty in resolving smaller-scale SLB features such as the 
coastal internal boundary layer, an important flow feature for pollutant dispersion 
or wind energy generation near coasts. 

Another important aspect of sea-breeze behavior is its time-dependent nature. 
Development of a controlled but unsteady wind-tunnel flow is a challenge for the 

future. It is not currently possible to use a wind tunnel to simulate the time 
evolution of the sea breeze. But numerical models can provide information about 
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Fig. 14. Schematic showing wind-tunnel simulation domain embedded within a numerical model 

domain for a sea breeze. The inset is a conceptual flow diagram for the organization of the hybrid 

numerical-physical flow modeling system. 
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the time evolution of the larger-scale SLB circulation, which can then be used 
to drive wind-tunnel simulations of the near-surface flow during shorter, quasi- 

stationary periods. Thus, one can obtain some details about the local time evol- 
ution of marine flows from a conventional, steady-state, boundary-layer wind 
tunnel. This is somewhat analogous to a one-way, parasitic grid nest in a numerical 
model. Figure 14 illustrates this numerical-model/wind-tunnel nesting schematic- 
ally. The inset flow chart outlines a supportive relationship between numerical 
and physical models. The numerical model provides a realistic time-dependent 
air-flow simulation over the larger mesoscale domain. The meteorological wind 
tunnel provides a realistic simulation at smaller scales not normally resolved by 
numerical models but is not able to model the full SLB circulation. Use of these 
two approaches together yields a hybrid method to simulate all scales of coastal 
marine flows. 

5. Summary and Conclusions 

This paper has examined the characteristics, capabilities, and limitations of two 
very different approaches for simulating atmospheric behavior on the mesoscale. 
Mesoscale numerical models solve a mathematical system of conservation equa- 
tions formulated to describe atmospheric phenomena. They are a flexible, powerful 
tool but are limited by their mathematical descriptions and parameterizations of 
physical processes, by numerical errors associated with the solution techniques, 
and by computer power (which limits grid resolution and domain size). They 
also simulate ensemble-mean flows in most cases rather than flow realizations. 
Meteorological wind tunnels are, in effect, analog computers with ‘near-infinite- 
simal’ resolution and ‘near-infinite’ memory (Snyder, 1972). They employ real 
fluids, not mathematical models of fluids, and produce inherently viscous, turbu- 
lent, nonhydrostatic, non-Boussinesq, and compressible flows with no-slip bound- 
ary conditions. However, flows in scaled physical models can at best be only 
partially similar to their atmospheric prototype and cannot at present include all 
processes present in the atmosphere such as Coriolis acceleration, exchange of 
energy by radiation, and phase changes of water. 

To date there has been little direct interaction between numerical modelers and 
wind-tunnel modelers. One reason for this lack of interaction is the difficulty in 
placing these two modeling approaches within the same conceptual framework. 
For instance, wind-tunnel models are scaled models with fixed physical dimensions, 
including model domain size, but a variable length-scale ratio. Numerical models, 
on the other hand, are full-scale models (LSR fixed and equal to 1) with a variable 
grid spacing and domain size. The operating range figures presented in this paper 
(Figures 9, 11, 12, and 13) are an attempt to provide a common basis for compari- 
son. They have been constructed with the understanding that the model simulation 
grid and the model measurement grid may or may not be the same. 

In a finite-difference numerical model, the governing equations are solved on a 
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discrete lattice of grid points, the simulation grid. Since values of various flow 
variables are available at each point of the simulation grid, the simulation grid is 
also the model measurement grid. In the wind tunnel, there is no need for a 
simulation grid. The real fluid in the scaled model obeys the exact laws of physics 
perfectly with no roundoff errors, phase errors, aliasing, or artificial damping, 
although with only partial similarity. Unlike the numerical model, the resolution 
of the wind-tunnel measurement grid in no way affects the accuracy of the flow 
solution (although the presence of an instrument probe may cause minor flow 
distortions). Moreover, in the wind tunnel the geometry of the sampling grid can 
vary greatly depending upon the sampling strategy. But it is the resolution of the 
measurement grid which limits our understanding of the modeled flow. Measure- 
ment grid resolution is thus a common aspect of both approaches. This concept 
might become clearer if we note that in spectral or pseudospectral numerical 
models, the simulation grid corresponds to a discrete lattice in wavenumber space 
while the measurement grid in physical space is a separate entity which can be 
specified independently of the simulation grid, although its resolution is still limited 
by that of the simulation grid. 

Figures 9 and 11 show the OR’s of mesoscale numerical models and meteorologi- 
cal wind tunnels in terms of model measurement resolution and atmospheric 
resolution. These OR’s were determined based on a consideration of both funda- 
mental model limitations, which are independent of the atmospheric phenomenon 
being modeled, and additional constraints imposed by the nature of the atmos- 
pheric phenomenon itself, including both forcing and response. Thus, these OR’s 
would likely have to be modified if another atmospheric circulation system were 
to be investigated. 

Figure 13 indicates that there is an OR common to both mesoscale numerical 
models and meteorological wind tunnels for the simulation of SLB’s as well as 
simulation regimes in which only one of the two approaches would be suitable. It 
would appear then that these two approaches are complementary, suggesting a 
role for hybrid modeling. The common OR includes the coastal transition zone 
and thermal internal boundary layer. This aspect of SLB circulations can then be 
studied using both techniques, with a numerical model providing appropriate 
boundary conditions for the wind tunnel, and the wind-tunnel results providing 
evaluation data for the numerical model simulation and parameterizations (Figure 
14). 

Finally, the OR’s presented in this paper were derived on the basis of present- 
day computer and wind-tunnel capabilities. It is likely that the OR’s for both 
modeling approaches will expand as better facilities come online. In the case 
of computers, new semiconductor technologies and recent advances in parallel 
processing, both hardware and software, suggest continued improvements in com- 
puter power and hence in numerical model resolution and sophistication. In the 
case of meteorological wind tunnels, improvements in instrument technology 
should increase the number of measurements as well as their accuracy and spatial 
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resolution in both present facilities and in larger facilities with wider performance 
envelopes which may be constructed in the future. 
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