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Consumption of Manufacturing Equipment
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Abstract This paper develops operational methods for minimization of energy con-

sumption of manufacturing equipment. It is observed that there can be a significant

amount of energy savings when non-bottleneck (i.e., underutilized) machines/equipment

are turned off when they will be idle for a certain amount of time. Using this fact, sev-

eral dispatching rules are proposed. A detailed performance analysis indicates that

the proposed dispatching rules are effective in decreasing the energy consumption

of especially underutilized manufacturing equipment. In addition, a multi-objective

mathematical programming model is proposed to minimize the energy consumption

and total completion time. Using this approach, a production manager will have a

set of nondominated solutions (i.e., the set of efficient solutions) which he/she can

use to determine the most efficient production sequence which will minimize the total

energy consumption while optimizing the total completion time.
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1 Introduction

In the last 50 years, the consumption of energy by the industrial sector has more

than doubled and industry currently consumes about half of the world’s energy [20].

In the U.S.A., the industrial sector consumes approximately 34% of all energy, 3.4%

of which is electricity [6]. In 2006, energy costs for U.S. manufacturers were $100

billion annually [25], which today is even higher as a result of the increase in fuel

costs. This concern over energy consumption is heightened by the fact that the

majority of sources are non-renewable [28] (e.g., petroleum, coal, etc). Beyond the

increasing cost of energy, there are also significant environmental effects. As energy

is produced from non-renewable sources, CO2 is emitted into the atmosphere adding

to the effect of global warming. As one kilowatt-hour of electricity is produced, 900

grams of carbon dioxide are released into the atmosphere [3]. The increase in price and

demand for petroleum and other fossil fuels, together with the reduction in reserves

of energy commodities, and the growing concern over global warming, have resulted

in greater efforts toward the minimization of energy consumption. Many solutions

for a reduction of energy usage have been proposed, but such reduction is difficult

to achieve since consumption does not appear to be managed in a structured way.

Fallek [7] notes that understanding the facilities’ history of energy use can impact the
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bottom line. The research presented in this paper takes an operational approach to

minimizing energy consumption within a manufacturing facility.

The goal of many modern manufacturers is to decrease the cost of production

by any means possible while satisfying the environmental regulations and ensuring

quality, and customer satisfaction [8]. Gutowski et al. [9] notes that in the Toyota

Motor Corporation (a mass production environment), 85.2% of the energy is used in

non-machining operations which are not directly related to the production of parts.

Kordonowy [12] characterizes the power consumption of a mill, lathe, and injection

molding machine by analyzing the background runtime operations of machining (i.e.,

spindle, jog, coolant pump, computers and fans, etc.). It is observed that over 30% of

the energy input into the system during machining is consumed by these background

processes. Dahmus and Gutowski [4] and Drake et al. [5] observe that the total

energy requirement for the active removal of material can be quite small compared to

the background process needed for operating a machine. Furthermore, Drake et al.

[5]) show that whenever a machine or a component is turned on, there is a significant

amount of start up energy consumption and confirm that when a machine is idle a

significant amount of energy consumed.

Minimization of energy consumption has been an area of interest especially

in computer and embedded electronic systems. For example, Swaminathan and

Chakrabarty [27] propose a control system to reduce energy consumption and ex-

tend battery life. By simply changing the state of the devices (e.g., on/off, etc.), they

shows that there can be a significant reduction in energy consumption. Simunic et
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al. [21, 22] provide similar results for specific portable devices with the same goal

to lower energy usage. Using similar algorithms the authors observed energy savings

up to 42% for the hard disk, 50% for the SmartBadge and 67% for the WLAN card

when compared to the usual controls. Tiwari et al. [29] show that when proper

software power minimization is utilized, a 40% energy savings can be achieved in

microprocessor power consumption.

A scheduling problem which is largely discussed in the literature is the min-

imization of total completion time. Completion time is the point in time where a

machine has finished processing a part. When all of the release dates are zero (all

the jobs are available at the beginning, t = 0), the shortest processing time rule min-

imizes the total completion time problem [18]. Very simply stated, process all jobs

in order of increasing processing time in a single batch. When this assumption is

omitted (i.e., all of the jobs are not available at the beginning), the total completion

time problem is NP-hard [1, 16], i.e., no known algorithm can solve this problem in

polynomial time.

In many facilities, it is common to see that some of the non-bottleneck ma-

chines are left running idle. For example, in a Wichita, Kansas, USA aircraft supplier

of small parts, manufacturing equipment energy and time data was collected at a ma-

chine shop of four CNC machines. The results of that study are presented in Table

1; where Idle + Break Time represents for each machine the % time in an 8-hour

shift that the machine is idle but running plus % time the machine is left running

during break time. Note idle time does not include activity considered as set up, part
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removal, or maintenance. Idle + Energy Break Savings represents for each machine

the % total energy consumed in an 8-hour shift during idle time plus break time. It

is referred to as ”savings” because this is the % energy that can be saved by turning

the machine OFF. Although this machine shop is considered as the bottleneck by the

production planning department, it was observed that in a 8-hour shift, on average

a machine stays idle 16% of the time. If the machines were turned off during these

breaks and idle times, it was calculated that at least 13% energy savings could be

achieved. Note that percent energy savings is lower than percent time because of the

energy consumed during actual cutting. It is observed that leaving the non-bottleneck

machines Idle is considered as a normal operating practice.

***********Insert Table 1 around here ***********

In environmental conscious manufacturing, methods like life cycle analysis [2]

and reverse logistics and end of life decisions [11, 13] are utilized to minimize impacts

on environment. The objective of this paper is to develop operational methods for

machine scheduling to reduce energy consumption and from that to design a machine

controller which will optimize energy usage. The controller will basically have two

types of decisions: either leave the machine idle, or turn-off the machine for a pre-

determined amount of time. The controller will make decisions to minimize energy

usage while meeting other scheduling criteria. The decision to leave the machine idle

or shut it down, will utilize dispatching rules and multi-objective optimization. This

control problem studied in this paper is difficult because all jobs are not available at
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the beginning, i.e., job release dates are unknown. Instead, some information about

job arrivals such as the distribution of the inter-arrival times and its parameters, etc.

may be available. The issue is how to best use this information to predict the next

arrival in order to facilitate the decision of the controller and make the most efficient

use of energy. Statistical methods may be readily applied to identify the inter-arrival

time distribution to predict the next arrival. When the inter-arrival times do not

follow a known distribution, a neural network model to forecast the arrival process

replaces statistical models. Once the next arrival is known (or can be estimated),

the controller will make a decision using the proposed dispatching rules or utilizing

multi-objective optimization.

The organization of this paper is as follows. In the next section several dis-

patching rules to minimize energy consumption are presented and their performance

is evaluated under different operating conditions. In section 4, a neural network model

is proposed for the case when the arrival process of incoming jobs does not follow a

probability distribution. Section 5 is on multi-objectives optimization which enables

the controller to reduce energy consumption while optimizing additional scheduling

objectives.

2 Dispatching rules to minimize energy

In this section, several dispatching rules for a machine controller which minimizes

energy usage are presented. When a machine is turned on, it takes warm-up time
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before the machine is ready to process a part. A warm-up consumes Start up (turn

on) energy, i.e., the energy required to start up the machine. To process a part the

machine consumes Make Part Power per unit time. Idle power is the power required

per unit time by the machine when staying idle. The machine requires Stop Time to

be turned off which consumes stop (turn off) energy.

The ability to predict the next arrival of a job (i.e., the inter-arrival time

between jobs) is a critical issue that needs to be considered in deciding if the machine

should be turned off or not. When the only objective is minimizing the total energy

usage while not postponing processing of jobs (i.e., if possible, start processing a

job as soon as the job becomes available), predicting the next arrival time becomes

critical. Based on the ratio of shut down/start up energy and idle energy, one can

come up with a dispatching rule which will tell the operator/machine controller if

the machine should be turned off for a certain amount of time (i.e., before the next

arrival happens).

Let S be the breakeven duration for which Turn OFF+Turn ON is economi-

cally justifiable instead of running the machine at idle, i.e.,

S =
Turn OFF +Turn ON Energy

Idle Power Consumption per unit time
.

Let γ be the interarrival time between jobs and tOFF be the time required to turn off

and then turn on the machine. If γ ≥ max (S, tOFF ), then the machine can be turned

off for a particular length of time and then turned on to process some other jobs. This

logic is used to design several dispatching rules and compare the performance of these

dispatching rules to a production plan where the energy savings are not considered
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(i.e., the no controller (i.e., unintelligent) case where the machine simply starts, then

is either idle or processing a part and finally shuts down).

A ten job example is used through this section to illustrate and compare energy

consumption and maximum completion time for the proposed dispatching rules. The

interarrival time and service time are exponentially distributed with a mean of 20

and 6 seconds, respectively. The initial condition of the machine is assumed to be

off. The warm up takes 10 seconds and consumes three hp.sec (the initial spike in

Figure 1). The Make Part Power and idle power are 6 hp and 0.3hp, respectively.

Turning off takes 2 seconds consuming 1 hp.sec of energy. As a result, a turn off-turn

on sequence (setup) consumes 4 hp.sec in 12 seconds. Matlab 7 [17] is used to test

the effectiveness of the dispatching rules on a Hewlett Packard Personal Computer

with 1.66MGhz processor and 512MB of memory.

In Table 3, the energy consumption and maximum completion time of several

dispatching rules are given and Figure 1 represents the power consumption of the

machine over time when there is no controller. The area of the first spike which

starts at t = 0 represents the turn on energy. The area of the very last spike at 209.64

seconds is the turn off energy. Finallay, the machine is in idle power at t = 50. When

there is no controller, the total energy consumption (TEC) is 503.9hp.sec and the

maximum completion time (Cmax) of 209.64 seconds is achieved. Note that the energy

consumption when there is no controller is an upper bound, while the maximum

completion time is a lower bound.
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***********Insert Figure 1 around here ***********

In Section 2.1, the developed dispatching rules for minimizing energy consump-

tion are described. Next, in Section 2.2, the effect of batching on energy consumption

is analyzed.

2.1 Dispatching Rules to Minimize Energy Consumption when

there is no batching

Assuming that a job should be processed as soon as the machine becomes available

(i.e., no scheduled idle time is allowed) the machine is shut down if three conditions

hold:

• there is no part waiting in the queue

• there is enough time for a turn off - turn on operation before the next job arrives

• the total idle energy consumption is greater than the energy to shut down and

restart the machine

If the jobs need not be processed as soon as they are available, the second

condition can be relaxed. Note that the dispatching rule presented above (DRMEC1)

provides a lower bound on energy consumption and maximum completion time when

there is no batching consideration (since this problem is deterministic). Figure 2

shows that when DRMEC1 is utilized, the total completion time does not change. The

number of setups (turn off/turn on) increases to five and TEC reduces to 489.02hp.sec.
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***********Insert Figure 2 around here ***********

Now, let’s assume that release dates of the incoming jobs are unknown. How-

ever, inter-arrival time distribution and parameters related to this distribution are

given. The second dispatching rule (DRMEC2a) turns off the machine for at least

the next arrival or average interarrival time (λ) only if

• there is no part waiting in the queue

• the average inter-arrival time (λ) is less than time needed to turn off-turn on

operation,

• the idle energy of waiting λ minutes is greater than the energy of a turn off-turn

on Operation.

The objective is to achieve the lower bound with a lack of information on the jobs.

DRMEC2a consumes energy at least as much as DRMEC1, i.e., the energy consump-

tion is between the lower and upper bound as described before.

***********Insert Figure 3 around here ***********

Assuming that the interarrival time is exponential, instead of turning the

machine on when there is no part waiting, we can just wait for another λ min-

utes (this is as a result of the memoryless property of the exponential distribution

[?]). Note that the exponential distribution is the only distribution having this prop-

erty. For example, when the interarrival time is uniformly distributed between a
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and b, The probability that the next arrival will be in more than t time units, is

P (x > t) = b−t
b−a

and the probability that the next arrival will be in more than

s + t time units given that the next arrival will be in more than t time units is

P (x > s + t|x > t) = P (x>s+t)
P (x>t)

= b−s−t
b−t

6= b−s
b−a

. In the case where the interarrival

time is not exponential, therefore after each waiting interval, a new waiting time has

to be computed depending on the preceding one if no part has arrived. Eventually,

this dispatching rule (DRMEC2b) results in turning off the machine until the next

job is available. One can also try to turn off the machine for an amount of time in

which there will be no arrival for a certain confidence level. This rule (DRMEC2c) is

very similar to DRMEC2a: but, instead of using the mean of the distribution in the

decision process, an α% confidence interval on non-arrival of parts is utilized.

Figure 3 and Table 3 show that when DRMEC2a, DRMEC2b and DRMEC2c

(using a 60% confidence interval) are utilized, the total completion time increases

in only DRMEC2b to 219.64. The number of setups (i.e., the number of the turn

off/turn on operations) for DRMEC2a and DRMEC2c is seven while for DRMEC2b,

the total number of setups is six.

Assuming that the distribution of arrivals is known but the distribution pa-

rameters has to be estimated, similar dispatching rules can be proposed. A smart

controller would then learn the parameter of the distribution. As a result, initially,

the average inter-arrival time is considered to be zero. If there is no job available job

for processing and the estimated interarrival time (λ̂) is longer than the breakeven

duration (S), the machine is turned off for λ̂ ((DRMEC3a). A variant of DRMEC2b
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can be implemented for the case where the distribution parameter has to be estimated

(DRMEC3b). Finally, the last dispatching rule (DRMEC3c) uses confidence interval

instead of the average inter-arrival time as in DRMEC2c.

***********Insert Figure 4 around here ***********

Figure 4 shows that when DRMEC3a, DRMEC3b and DRMEC3c are utilized,

the total completion time increases in only DRMEC3b to 219.64. DRMEC3b behaves

exactly as DRMEC2b. The energy consumption increases in all other cases. The

number of setups (turn off/turn on) for DRMEC3a and DRMEC3c is six while for

DRMEC3b, the total number of setups is five.

2.2 Dispatching Rules to Minimize Energy Consumption when

there is batching

One of the lean manufacturing principles is on reducing the number of setups (in this

case turn on/off machines) and the waste (energy consumption). One might achieve

a lean system by batching the jobs to be processed. The proposed approach on

reduction of energy consumption in a manufacturing environment can be implemented

using a variety of ways. For example, consider the “k in a batch dispatching rule”

where jobs have to join a queue before they are processed. In this rule, there should be

at least k jobs (batch size) in the queue before processing can start (i.e., the machine is

turned on). The machine processes jobs until the queue is empty. If there is sufficient
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time until the arrival of the next k jobs, then the machine is turned off to realize more

energy savings. Using this algorithm, the total energy consumption is smaller than

when the schedule is known (DRMEC1a dispatching rule). However, as expected, the

maximum completion time is greater as a result of postponing processing of jobs. In

Table 3 and Figure 5, we can find the results for a batch of k = 2 (DRMEC4a) and

k = 3 (DRMEC4b). When k = 2, the number of setups decreases to four. However,

the completion time increases to 228.64 seconds. For k = 3, there are two setups and

the overall completion time is 224.51 seconds.

***********Insert Figure 5 around here ***********

Figures 6 demonstrates the effect of processing jobs in groups (batches) on

total energy consumption. For an experimental setting with 20 jobs and random

arrival times. When k varies from 1 to 10 the following observations are made. a)

The longest completion time is observed when the batch size is 10 and the lowest

one is at k = 6. b) there is no monotonic relation between the completion time and

the batch size. c) When the batch size increases, the number of setups decreases,

and thus the total energy consumption decreases. In other words, the effect of batch

size on completion time is not very predictable. The effect of batch size on energy

consumption is predictable and intuitive.

***********Insert Figure 6 around here ***********
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2.3 A summary of comparison of the proposed dispatching

rules

***********Insert Tables 2 and 3 around here ***********

***********Insert Figure 7 around here ***********

Table 2 displays a summary of the properties of the proposed dispatching rules

described in Sections 2.1 and 2.2. In Table 3, the maximum completion time (Cmax),

total energy consumption (TEC), total idle, start up and shut down energy consump-

tion (TISSEC), i.e., TEC-total processing energy and the number of setups needed

for all of the dispatching rules are given. The lower bound on energy consumption

when there is no batching is when the problem is deterministic, i.e., the interarrival,

release and processing times are known. In this case, DRMEC1 provides a lower

bound on energy consumption. The upper bound (DRMEC1) is reached when no

controller is used. We can see that the best dispatching rule concerning completion

time as well as energy consumption is DRMEC2b where the machine is turned off

until the next arrival if the expected interarrival time is longer than the breakeven

time S and information about the distribution of the jobs inter-arrival time and the

parameter of the distribution is known. When less information is known, the algo-

rithms give results between the two bounds. Furthermore, for all dispatching rules,

TISSEC (which can be seen as a waste, non-productive machine time) is lower than

the no-controller case (see Figure 7). Although DRMEC2b and DRMEC3b consume
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less TISSEC than DRMEC1b, this is in the expense of longer completion time. Sim-

ilarly, when there is batching, the more parts the batch consists off, the more energy

is saved but generally the more time it takes.

3 Experimental analysis of the dispatching rules

*****Insert Table 4, 5, 6 and 7 around here *****

In the experimental design, n is varied over 100, 200 and 300 jobs. λ can

take values of 6.25, 12.5 and 18.75 while the levels that p can take are 5, 10 and

15, i.e., λ = 1.25p. The idle power is 1hp and setup energy which includes turn

on and turn off energy is 5hp.sec. The average number of setups can be found by

dividing the total setup energy by the turn off/turn on energy. For each setting, 10

runs are conducted and the results for the experimentation are presented in Table

4, 5 and 6. The overall average performance of the dispatching rules is presented in

Table 7. In these tables, n is the number of jobs. Cmax is the completion time of the

last job, Tidle is the total idle time and TOFF is the total time that the machine is

off. TSE is the total setup energy and TISSEC is total idle and setup energy. The

distribution of interarrival time and processing time are assumed to be exponential

with mean of λ and p, respectively. Although Cmax, Tidle, TOFF , TSE and TISSEC

are reported in the Tables 4, 5 and 6, other relevant data can be calculated using

these values. For example, the total processing time (TPT) can be calculated as

TPT = Cmax− Tidle− TOFF . We define performance improvement for any criteria as
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percentage improvement by a dispatching rule on a criterion when compared to the

no controller case.

When λ > p, there is significant potential savings in the total energy waste

(i.e.,TISSEC). For example, when n = 100, λ = 6.25 and p = 5, DRMEC1 (which

provides an upper bound in energy saving when there is no batching) provides 43.8%

savings in TISSEC compared to the no controller case (Table 4). For the same

settings, when n = 200, the saving is 44.9% and when n = 300, this is 41.8%. Similarly

when λ = 18.75 and p = 5 (Table 6), the savings in total waste are 75.7%, 76.9%

and 76.7% for n = 100, 200 and 300 jobs, respectively. The case where λ > p might

indicate that the machine is not a bottleneck machine, i.e., the machine utilization

rate is not high and the machine is not always processing a job. In this case, the

proposed algorithm has a significant potential to decrease energy consumption.

When λ < p, arriving jobs cannot be serviced before jobs join a queue. It is

observed that the machine rarely stands idle, thus although the controller decreases

the total waste, i.e., TISSEC, the saving is not that significant. For example, when

n = 100, λ = 6.25 and p = 10, although DRMEC1 provides 43.1% savings in TISSEC,

this is less than 2 % of the total processing energy (Table 4).

On the average, the upper bound on potential savings is 72.5% (i.e., compari-

son of DRMEC1 vs No controller) in the case where available jobs should be processed

immediately (Table 7). Overall the most effective dispatching rule is DRMEC2b.

When jobs can be postponed, on the average, DRMEC2b provides 80% energy sav-

ings compared to 72.5% in DRMEC1b. However, this is at the expense of a 0.15%
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increase in the maximum completion time. When production is postponed, the en-

ergy consumption decreases. The proposed dispatching rules decreases the idle time

significantly at the expense of increasing the total number of setups. However, the

total idle and setup energy consumption is significantly lower than the no controller

case when the machine is not a bottleneck.

When batching is allowed, DRMEC5a and DRMEC5b are utilized as dis-

patching rules, The total completion time increases. For example, when λ = 12.5 and

p = 5, DRMEC5a (batch of two) decreases the TISSEC by 82.1%, 83.7% and 83.2%

for n = 100, 200 and 300, respectively (Table 5). DRMEC5b (batch of three) on aver-

age saves 88.1% in TISSEC for the same parameters. When batching is considered for

these dispatching rules, the maximum completion time increases only by 0.7%. When

overall simulation results are considered, DRMEC5a increases the completion time

0.3% and decreases the TISSEC by 88.6% (Table 7). Similarly, DRMEC5b decrease

the energy consumption by 91.9% at the expense of a 0.6% increase in maximum

completion time.

To summarize, the proposed dispatching rule provide an effective mean to

minimize the total energy consumption the savings in energy consumption depend on

the interarrival time, processing time of jobs and the breakeven time of the machine.

If the warm up time is longer than the inter-arrival time, or if turn on/turn off energy

is high, the controller using the proposed dispatching rules will provide similar results

with the no controller case, i.e., it is better to never turn the machine off until the last

job is processed. The lower the warm up time, stop time, turn on/turn off energy, and
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machine utilization rate, the larger the potential savings in energy consumption is.

This is also true when the idle energy is relatively high. There are some cases where

the controller will be inefficient (i.e., will not provide significant savings in TISSEC).

For example machine with large warm up time and warm up energy (such as an

industrial oven) will not take advantage of a controller. Thus to decide whether the

proposed dispatching rules would be useful or not, is to determine the characteristics

of the machine (e.g. using the energy data collection framework proposed in [5]).

4 Predicting job arrivals using neural networks

The dispatching rules proposed in Section 3 rely on the accuracy of interarrival time

estimation. Suppose that the inter-arrival times follow a non-stationary Poisson pro-

cess, i.e., a Poisson process where the inter-arrival rate λ(t) is a function of time. In

a manufacturing environment, this simply implies that the rate of arrival at a specific

station depends on the time. For example, the rate of arrival can be higher in the

morning and in the afternoon, and less around the lunch break, i.e., at noon. In this

case, the interarrival times cannot be modelled using a probability distribution or a

direct forecasting method, instead an artificial neural network (ANN) based forecast-

ing model is constructed to predict the next arrival given the relevant inputs. ANNs

have shown to be very effective in time series predictions and forecasting. Examples

of success can be seen in economics, physical phenomena like forecasts of the weather,

and physiological phenomena as in predicting a rise in temperature. ANN approaches
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are particularly good at short term predictions [23].

The ANN is constructed to predict the next arrival based on the preceding

arrivals. The ANN forecast and the dispatching rule will be combined to make deci-

sions.

The ANN paradigm used in this application is the feedforeward fully connected

multi-layered perceptron trained by the plain vanilla version of the backpropagation

algorithm [14, 23, 30]. Training and test data consisted of the time series of interar-

rivals using five prior consequitive arrivals (i.e., at, , at+4) inputs to predict the next

interarrival (at+5, i.e.,

f (at, at+1, at+2, at+3, at+4)⇒ at+5.

The data for simulating interarrivals was generated using an algorithm de-

scribed previously [15]. Then, this data is used for constructing the ANN forecasting

model. The data follows a non-stationary Poisson process (Figure 8). The interarrival

rate follows an exponential distribution with a non constant rate where the arrival

rate is larger at noon. The network architecture 5:4:4:1 was chosen by experimen-

tation. The network was trained using data from fifty different problems and then

validated using another 50 problem sets. Training and validation root mean square

errors were 0.28 and 0.85 and a correlation coefficient of 0.99 is obtained. These

values indicate that the ANN can forecast arrivals very accurately.

Variations of the dispatching rules presented in Section 3 and and the trained

ANN are combined. Each time the machine finishes processing a part, the controller
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decides to shut down the machine or leave it running at idle based on the ANN

forecast. The data use for validating the ANN was used in assessing the combined

ANN and dispatching algorithm. Table 8 provides the result for the processing of the

fifty parts. A variation of DRMEC2a algorithm in which the predicted interarrival

time is compared with the breakeven time, S, and the decision to turn off/turn on the

machine is given, and the no controller algorithm is compared. The results indicate a

decrease in the energy consumption with the proposed methodology when compared

to a machine with no controller (74.2 vs. 63.9 hp.sec.s, i.e., more than 10% savings).

***********Insert Figure 8 around here ***********

***********Insert Table 8 around here ***********

To summarize, using the dispatching rule significant energy savings can be

achieved especially in a non-bottleneck machine environment. It is also observed that

if jobs can be postponed and grouped together, the resulting energy savings might

be higher. In the next section, our goal is to provide a multiobjective optimization

approach to minimize both energy consumption and the total completion time to

obtain the best compromise between two objectives.

5 Multi-objective optimization

In a manufacturing company, the energy consumption may not be the only objective

when the controller makes a decision; one or more criteria such as completion time,
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lateness (the discrepancy between the due date of a job and completion time), tardi-

ness (lateness of a job if it fails to meet its due date), and throughput may also be

important. When more than one criterion is considered, usually, a multi-objective

scheduling approach should be utilized [10]. In this section, it is assumed that the

decision maker’s goal is to minimize the energy consumption and the total completion

time at the same time.

Assume that n jobs have to be processed in the order of their arrivals (i.e., first

in first out basis). Suppose the decision maker would like to minimize two objectives

at the same time. Given the arrival time (rj), processing time (Pj) of job j is known,

one can optimize to find an optimal schedule to determine the total completion time

(Cj) of all jobs while considering the energy required to process all orders using the

following mathematical program:

minC,y f1 =
∑n−1

j=1 ((Cj+1 − Pj+1)− Cj) IP +
∑n−1

j=1 yj + PP
∑n

j=1 Pj

minC,y f2 =
∑n

j=1Cj

Cj − Pj ≥ rj ∀j = 1...n

If ((Cj+1 − Pj+1)− Cj) > S

then yj = SE− ((Cj+1 − Pj+1)− Cj)IP, else yj = 0, ∀j = 1...n− 1

Cj+1 − Pj+1 ≥ Cj, ∀j = 1...n− 1

Cj, yj ≥ 0

In this formulation, IP is the idle power per unit time, SE is the setup energy (i.e.,

turn off/turn on energy), PP is the power to process a job per unit time and S is the

breakeven duration for which turn OFF/ON is economically favorable. The two ob-
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jectives are minimization of the total completion time f1 =
∑n

j=1Cj and minimization

of the Total Energy Consumption

f2 = TEC =
∑n−1

j=1
((Cj+1 − Pj+1)− Cj) IP +

∑n−1

j=1
yj + PP

n∑
j=1

Pj.

This is equal to

TEC =

Cn − C1 −
n∑

j=2

Pj

 IP +
n∑

j=1

yj + PP
n∑

j=1

Pj

which is the sum of the total idle energy without considering any turn on/offs and the

total setup energy which excludes the idle energy included in the first term. The total

energy equation excludes start energy before the first operation and stop energy after

the last operation and the total processing energy which is a constant. The first set of

constraints simply states that a job cannot be processed before it is actually available.

The second set of constraints represents the decision whether to leave the machine

idle or to perform a setup. The third set of constraints determines the completion

time of a job and ensures that a job can not be processed before the preceding job is

completed.

In the above multiobjective formulation, the objective functions are linear but

the second set of constraints have to be linearized in order to obtain a mixed integer

linear program. By transforming the second set of constraints, we obtain the following

linear mixed integer multiobjective program to minimize total completion time and
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energy consumption (LMIP-MTCTEC):

minC,y,b
∑n−1

j=1 ((Cj+1 − Pj+1)− Cj)IP +
∑n−1

j=1 yj

minC,y,b
∑n

j=1Cj

Cj − Pj ≥ rj, ∀j = 1...n

((Cj+1 − Pj+1)− Cj)− S ≤ Lb1j, ∀j = 1...n− 1

yj − (SE− ((Cj+1 − Pj+1)− Cj)IP ≤ L(1− b1j), ∀j = 1...n− 1

−yj + (SE− ((Cj+1 − Pj+1)− Cj)IP ≤ L(1− b1j), ∀j = 1...n− 1

−(((Cj+1 − Pj+1)− Cj)− S) ≤ Lb2j, ∀j = 1...n− 1

yj ≤ L(1− b2j), ∀j = 1...n− 1

−yj ≤ L(1− b2j), ∀j = 1...n− 1

Cj+1 − Pj+1 ≥ Cj, ∀j = 1...n− 1

Cj, yj ≥ 0

b1j, b2j ∈ {0, 1}

In this formulation, L is a large constant and b1j and b2j are the binary vari-

ables utilized in linearizing the ”Ifthen” constraint in the original formulation. When

((Cj+1 − Pj+1)− Cj) > S, b1j = 1 and b2j = 0 and

yj = SE− ((Cj+1 − Pj+1)− Cj)IP

(third and fourth set of constraints in LMIP-MTCTEC). If ((Cj+1−Pj+1)−Cj) ≤ S,

then b1j = 0 and b2j = 1, thus, yj = 0 (fifth and sixth constraints in LMIP-MTCTEC.

Note that since PP
∑n

j=1 Pj is a constant, this term has been dropped from LMIP-

MTCTEC.
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The above multi-objective problem can be solved by combining the two ob-

jectives into a single objective by adding weighted sum of both objectives, i.e. the

objective function for the weighted problem (LMIP-MTCTEC-W) is

f(w1, w2) = w1f1 + w2f2 = w1

n∑
j=1

Cj + w2

n−1∑
j=1

((Cj+1 − Pj+1)− Cj)IP +
n−1∑
j=1

yj


This mathematical program is a mixed integer problem. For any pair of weight

combinations, (w1, w2), a non-dominated solution can be obtained [26]. Note that in

a multiobjective optimization problem, an improvement of one objective of a non-

dominated solution requires a decrease in one or more of the other objectives. To

obtain a set of non-dominated solutions, the following procedure can be utilized:

Step 1: Generate random values for w1 and w2 where w1 + w2 = 1.

Step 2: Solve LMIP-MTCTEC-W.

Step 3: Add the solution to the set of non-dominated solutions.

Step 4: If stopping criterion is not satisfied, go to Step 1.

The stopping criterion can be having a predetermined number of non-dominated

solutions solutions, which usually depends on the available computational power and

time. After the set of non-dominated solutions is obtained, the decision maker can

determine the “best solution/scheduling plan” to be implemented using his/her pref-

erences such as having the maximum completion time or cycle time being less than

a specific duration, etc. The decision maker can choose any of those non-dominated

solutions based on his/her secondary objectives, i.e., the decision maker can analyze

the trade-off between total completion time and total energy consumption to make

the final production planning decisions. The decision maker’s preferences might help
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to eliminate several non-dominated solutions. Methods like the Analytical Hierarchy

Process [24] can be utilized to obtain the most preferred solution.

Following is an example of a set of non-dominated solutions for the problem

given in Table 9. Figure 9 presents the set of non-dominated solutions obtained using

the procedure described above for the 9 job example. The least TISSEC (total idle

and setup energy) occurs when the total completion time is the highest. Similarly,

the highest TISSEC corresponds to the lowest total completion time. Among the

non-dominated solutions, for example, if a constraint on total completion time of

being less than 210 seconds is added, four solutions could be eliminated. Among the

remaining solutions, we may select the solution that consumes the least energy.

***********Insert Table 9 around here ***********

***********Insert Figure 9 around here ***********

Note that LMIP-MTCTEC-W assumes that jobs should be processed in the

order of arrivals. Some might argue that LMIP-MTCTEC-W might not be very

relevant to practical situations. The next step in this research is to propose a mu-

tiobjective mathematical program with minimum total completion time and energy

consumption while allowing processing of jobs in any order. Since 1|rj|
∑N

j=1Cj is

an NP-Hard problem [1, 19], this multiobjective program is NP-hard as well. In

solving this multiobjective program, LMIP-MTCTEC-W appears as a sub-problem

if decomposition or metaheuristic approaches are utilized.
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6 Conclusion

This paper addresses the energy consumption of a production facility by minimizing

the expended energy of manufacturing equipment through operational methods. The

methodology is based upon the realization that large quantities of energy are con-

sumed by non-bottleneck machines as they lay idle. The developed methadology may

help to reduce the total energy consumption while optimizing some other production

scheduling objective.

In the first step, several algorithms are developed for a machine controller using

the given information about the schedule. The controller, along with its dispatching

rules, has proven to efficiently decrease energy consumption. The following results

were observed:

• Batching increases the total completion time and decreases the number of setups

and idle time thus the total setup energy and the idle energy

• When production is postponed, the energy consumption may decrease.

• When the machine is not a bottleneck, i.e., the machine utilization rate is not

high and the machine is not always processing a job, the proposed dispatching

rules have a potential to decrease energy usage significantly. The dispatching

rules decreases the idle time significantly at the expense of increasing the to-

tal number of setups. However, the total idle and setup energy is decreased

significantly when the machine is not bottleneck.
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• If the interarrival time until the next job is longer than the breakeven duration,

turning off the machine until the arrival of next job (i.e., DRMEC2b dispatching

rule) provides significant savings in energy consumption.

In the second step, an ANN was constructed to forecast interarrivals (non-

stationary arrivals with unknown distributions) and combine with dispatching rules.

This combination has resulted in an efficient controller for ”unusual” schedules. Fi-

nally, multi-objectives optimization models were used to to minimize energy con-

sumption and total completion time. The solutions are non-dominated solutions and

assist the controller in choosing the best schedule.

Further research will be conducted to determine the trade off between machine

wear due to repeated on/off cycles and energy savings. Other research will concentrate

on developing machines with multiple sleep mode states and a specific controller for

those machines. These lower power modes will have different warm up time and warm

up energy and may reduce the negative effects of turning on and off the machine.
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Figure 1: Power requirement vs time- No Controller case
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Figure 2: Power requirement vs time for DRMEC1 dispatching rule
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a) DRMEC2a b) DRMEC2b

c) DRMEC2c

Figure 3: Power Requirement vs Time for DRMEC2a, DRMEC2b and DRMEC2c
dispatching rules
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a) DRMEC3a b) DRMEC3b

DRMEC3c

Figure 4: DRMEC3a, DRMEC3b and DRMEC3c dispatching rules
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a) DRMEC4a b) DRMEC4b

Figure 5: Power Requirement vs Time when there is batching
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Figure 6: Effect of processing jobs in groups on the total energy consumption
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Figure 7: Energy consumption when different dispatching rules are utilized
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Figure 8: Arrival rate depending on time and data for training and testing
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Figure 9: Representation of the non-dominated solution for the instance of the prob-
lem
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Machine 1 Machine 2 Machine 3 Machine 4
Idle + Break Time 23% 16% 28% 28%
Idle + Break Energy Savings 23% 9% 14% 6%

Table 1: Data on machine utilizations in a small sized industry: The given data is a
lower bound on % of 8 hour shift for potential energy savings over all machines
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Dispatching Schedule Batch Distribution Confidence
Rule idle time size Arrivals Parameters level

No controller - - - - -
DRMEC1 - - Deterministic - -
DRMEC2a x• - Exponential Known -
DRMEC2b x∗ - Exponential Known -
DRMEC2c x• - Exponential Known x
DRMEC3a x∗ - Exponential Estimated -
DRMEC3b x - Exponential Estimated -
DRMEC3c x - Exponential Estimated x
DRMEC4a x 2 Exponential - -
DRMEC4b x 3 Exponential - -

Table 2: Description of the different dispatching rules(• = stop for a certain amount
of time, ∗ = wait until next arrival )
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Dispatching Rule Cmax (sec) TEC (hp.sec) TISSEC (hp.sec) Number of Setups
No controller 209.64 503.90 40.10 1
DRMEC1 209.64 489.02 25.22 5
DRMEC2a 209.64 493.63 29.83 7
DRMEC2b 219.64 487.80 24.00 6
DRMEC2c 209.64 495.58 31.78 7
DRMEC3a 209.64 497.43 33.63 6
DRMEC3b 219.64 487.67 23.87 5
DRMEC3c 209.64 499.28 35.48 6
DRMEC4a 228.64 479.80 16.00 4
DRMEC4b 224.51 471.80 8.00 2

Table 3: Summary of the results of different algorithms (Total processing en-
ergy=463.8 hp.sec)
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Algorithm Energy consumption (hp sec) Cmax (sec)

No controller 74.3 27.6
Neural Network and algorithm 63.9 27.6

Table 8: Comparison between neural network controller and no controller

job 1 2 3 4 5 6 7 8 9

release date 1 3 13 14 18 21 25 30 36
processing time 3 6 4 2 2 1 5 4 3

Table 9: Experimental setting for multiple-objectives problem
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