
OPHMR: An Optimized Polymorphic Hybrid
Multicast Routing Protocol for MANET

Adel Ben Mnaouer, Member, IEEE, Lei Chen, Student Member, IEEE,

Chuan Heng Foh, Member, IEEE, and Juki Wirawan Tantra, Student Member, IEEE

Abstract—We propose in this paper an optimized, polymorphic, hybrid multicast routing protocol for MANET. This new polymorphic

protocol attempts to benefit from the high efficiency of proactive behavior (in terms of quicker response to transmission requests) and

the limited network traffic overhead of the reactive behavior, while being power, mobility, and vicinity-density (in terms of number of

neighbor nodes per specified area around a mobile node) aware. The proposed protocol is based on the principle of adaptability and

multibehavioral modes of operations. It is able to change behavior in different situations in order to improve certain metrics like

maximizing battery life, reducing communication delays, improving deliverability, etc. The protocol is augmented by an optimization

scheme, adapted from the one proposed for the Optimized Link State Routing protocol (OLSR) in which only selected neighbor nodes

propagate control packets to reduce the amount of control overhead. Extensive simulations and comparison to peer protocols

demonstrated the effectiveness of the proposed protocol in improving performance and in extending battery power longevity.

Index Terms—Polymorphic protocols, hybrid behavior, adaptive routing, multicast routing, MANET.
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1 INTRODUCTION

WIRELESS ad hoc networks are comprised of Mobile
Nodes (MNs) that are self-organizing and cooperating

to ensure routingofpackets among themselves. Theyprovide
robust communication in a variety of hostile environments,
suchas communication for themilitaryor indisaster recovery
situations when all infrastructures are down.

Since the network topology of ad hoc networks is
unstable and changes frequently with nodes’ mobility,
traditional routing protocols in static networks are not
efficient for ad hoc networks.

Routing protocols for ad hoc networks can be classified
broadly as either proactive, reactive, or hybrid (combining
both behaviors).

Proactive protocols continuously exchange network
topology information so as to constantly monitor topology
changes and use that knowledge for efficient, low latency
data transmission. In their turn, proactive protocols can be
classified into two categories: link state routing and distance
vector routing.

Common proactive routing protocols include Dynamic
Destination-Sequenced Distance-Vector Routing (DSDV)
[22], a well-known distance vector routing protocol that uses
a destination sequence to help find a route to a destination.
Optimized Link State Routing (OLSR) is also a link state

routing protocol that uses themultipoint relaymechanism to
reduce the number of periodic update packets [4]. Multicast
Optimized Link State Routing (MOLSR) [10] is a multicast
extension of the OLSR protocol.

Since the topologies of ad hoc networks depend on node
locations and since nodes are mobiles, updates of topologies
may occur more frequently than static networks, especially
at high node mobility. Moreover, with the limitation of the
traffic channel capacity and limited battery life of MNs, pure
proactive protocols do not perform well in ad hoc networks.
This is due to the large number of control packets required
by the proactive behavior that affects the battery longevity of
the MNs and restricts the goodput on the channel.

Reactive protocols were introduced to remedy the above
shortcomings. These adopt a lazy approach to communica-
tion requirements, where nodes react only on-demand to
data transmission requests and perform path finding
operations only when needed. Thus, when a node has data
to send to some destination, it starts a path finding process
to determine the best way to reach the destination. Other
nodes will cooperate and provide the information that is
available to them. When the path is determined, it is used
by the source node to transmit its data. Reactive protocols
do effectively save channel and battery power usage as they
generate fewer control packets when there is no demand for
transmission.

The most common reactive protocols include AdHoc On-
Demand Distance Vector Routing (AODV) [23], which uses
the request-reply method to determine the path to a
destination. Dynamic Source Routing (DSR) [3] is another
one that uses a source-based routing mechanism to deter-
mine a path and send data. The Source Routing-Based
Multicast Protocol (SRMP) [20] is an on-demand multicast
routing protocol which builds up a mesh to maintain the
multicast connections among themulticast group nodes. The
On-Demand Multicast Routing Protocol (ODMRP) [32] is an
efficient multicast routing protocol that uses a mesh strategy
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for fast building of the multicast tree to better react to
transmission requests.

It was stated in [27] that, due to the diversity of
applications of ad hoc networks, it is a challenging task to
design a single protocol that can operate efficiently across a
wide range of operational conditions and network config-
urations. Hence, each of the purely proactive or purely
reactive protocols performs well in a limited region of this
range. For instance, reactive routing protocols are well
suited for networks where the call to mobility ratio is
relatively low. Proactive routing protocols, on the other
hand, are well suited for networks where this ratio is
relatively high. Consequently, the idea of combining
particular properties of each type of protocol into a single
framework constitutes a useful approach to capitalize on
each protocol’s strengths.

Thus, a simple hybrid routing protocol is usually built on
the principle that the MN is able to behave either
proactively or reactively under different conditions. As
such, the resulting protocol inherits the benefits of both
reactive and proactive behaviors and, hence, can expand its
suitability region within the ad hoc network design space.

The challenge in protocol behavior hybridization [27] is
the ability to define proactive and reactive behaviors to suit
an ever wider range. An elegant illustration of such
protocols consists of the Zone Routing Protocol (ZRP) [8]
and the Multicast Zone Routing protocol (MZR) [5] (its
multicast variant), which are based on the Zone Routing
concept. The ZRP builds up a zone around each MN to
delimit the range of its proactive behavior. It performs
periodic updates within the defined zone. However, for
communication outside the realm of the zone, its path
finding procedure is purely on-demand.

Other proposed hybrid protocols include Fisheye State
Routing (FSR) [21], Shared Tree MZR [25], Mobility-Based
Hybrid Multicast Routing (MHMR) [1], and Independent
Zone Routing (IZR) [27] to name only a few.

Besides protocol hybridity, another equally sensitive
issue to consider in the design of routing protocols for
MANETs is power efficiency with regard to the MN’s power
usage. Power efficiency features can be enforced at either the
physical layer, the MAC layer, or even at the network layer.
The optimal solution would normally involve a coordinated
vertical design that combines power saving techniques at the
above three levels. Independently from other layers,
techniques can be developed to contribute to power savings
based on the information available in a specific layer on the
current node, similar to the approach proposed in this paper.

Furthermore, most of the power-efficient protocols
proposed in the literature [11], [18], [29], [16], [28], [7] were
focused on controlling the construction of the forwarding
path so that it includes nodes that have the highest residual
battery power among different possible paths or to consume
the least energy along the path. In many of these papers, the
min-max algorithm was used as a mean to find the best path
with maximum residual power.

We stress here that, although many of the proposed
protocols strived to produce power-efficient protocols with
adaptive behavior, their contributions fell short of incorpor-
ating the hybridization issue into the overall protocol design.

Thus, in this piece of work, we propose a novel routing
protocol that attempts to combine the above three design
dimensions, namely, hybridization, adaptability, and power
efficiency. To illustrate the above claim, our proposed
protocol was empoweredwith different modes of operations

that are either proactive (to a certain extent) or reactive. The
protocol dictates that an MN chooses a mode of operation
depending on different considerations of power residue,
mobility level, and/or vicinity density level. Thus, it
combines the issue of power efficiency with that of better
performability (with regard to lower latency and reduced
overhead) in an adaptive manner.

The backbone of the protocol is based on ODMRP [32]
that is used to drive its reactive behavior. In addition, the
MZR protocol [5] was chosen as the driver of its proactive
behavior. The protocol belongs to the class of hybrid and
adaptive protocols that we tag as polymorphic protocols [19],
[24], [17]. We argue here that the concept of polymorphic
protocols is gaining acceptance in the networking research
community and is used to denote and describe adaptive
multibehavioral protocols with one single word.

We can cite the work presented in [17], where the
authors state that “Polymorphic optical networks simulta-
neously support several optical switching paradigms over a
single physical network. In this way, they provide service
differentiation at the optical layer by employing the most
appropriate paradigm for each service.” In [24], a similar
concept used for routing in optical networks was proposed.

We would like to stress here that we have proposed the
same concept and term for routing in wireless power-
constrained networks without being aware of the concepts
and term proposed in [17] or in [24]. This testifies that
polymorphism in protocols’ behavior is gaining acceptance
as a new expressive adjective to describe adaptive, multi-
behavioral, multistimuli protocols.

Furthermore, for added efficiency, our proposed proto-
col is augmented by an optimizing scheme that was
adapted from the Optimized Link State Routing (OLSR)
protocol to fit in ODMRP in order to help decrease the
amount of control overhead that it produces. The protocol
is named the Optimized Polymorphic Hybrid Multicast
Routing (OPHMR) protocol.

In the remainder of this paper, Section 2 explores some of
the previous endeavors in the design of adaptive, hybrid,
and power-aware routing. In Section 3, we formally
introduce the polymorphic algorithm driving the protocol’s
behavior. A simulation-based performance evaluation is
given in Section 4. Section 5 concludes the paper.

2 RELATED WORK

The authors of [21] proposed another hybrid protocol called
Fisheye State Routing (FSR). FSR sets up clusters of nodes
where each cluster has a core node that periodically sends
updates within the cluster, while the protocol path finding
process for nodes outside the clusters is also on-demand.
The proactive behavior of FSR dictates that an MN
maintains topology information about neighbor nodes
differently, depending on which scope they are located in.
Nearby nodes receive more frequent topology updates than
faraway nodes.

A variant of MZR, which is also built using the zone
routing concept, is Shared Tree MZR [25]. This protocol
uses a shared-tree topology for building the multicast tree.
This represents an improvement over the inefficient source-
based tree scheme used by the MZR protocol. Hence, a
better performing protocol was obtained.

In [27], Independent Zone Routing (IZR) was introduced
as an adaptive hybrid routing protocol which is inherited
from the Zone Routing Protocol [8]. The IZR protocol uses
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the Intrazone Routing Protocol (IARP) as the proactive
protocol, which is a simple, yet efficient, link state proactive
routing protocol that limits proactivity into a defined Zone
(in terms of number of hops) around any MN. A source-
route-based Interzone Routing Protocol (IERP) is used as
the reactive behavior. The difference between IZR and ZRP
is that, in the IZR protocol, a node can dynamically and
independently adjust its zone radius by monitoring the
network traffic conditions around itself. Thus, it is able to
always have an optimized zone radius regardless of the
network condition changes.

With regard to power efficiency, a score of proposals
have been made in the literature. In [2], the authors propose
a scheme to estimate and tune the energy needed to
transmit a packet to a certain neighbor node using the
received signal and a recorded power level used for
transmitting it. The power estimate is used later as a link
cost for minimum energy routing that can be used in any
routing protocol. It was shown that power savings could be
achieved and traded against degradation of some QoS
measures such as latency and throughput.

The Minimum Total Transmission Power Routing
(MTPR) [28] scheme tries to minimize the total transmission
power consumption of nodes participating in an acquired
route. It chooses the route with the minimum transmission
power consumption.

Min-Max Battery Cost Routing (MMBCR) [29] uses the
residual battery power capacity of nodes as the metric to
extend battery life. Among the paths to the destination, each
path has a node that has the least residual power along the
path. So, MMBCR chooses the path whose weakest node
has the maximum power compared to the other paths.

Maximum Residual Packet Capacity (MRPC) [18] is
similar to MMBCR. However, it defines the residual packet
capacity as the metric to select a route. Thus, the chosen
path can transmit more packets with the current residual
battery power than other paths.

In [11], the authors introduced the drain rate concept that
is used in conjunction with the residual battery power to
predict the lifetime of nodes according to the current traffic
condition. Then, they propose the Minimum Drain Rate
(MDR) mechanism that incorporates the drain rate as the
metric of choice for choosing a routing path. They define a
cost metric for a given path as the ratio of the residual power
of the node to its drain rate. The MDR chooses the minimum
cost along the path as the cost of the path and selects the path
with the maximum cost among all available ones.

The Least-Energy Aware Routing (LEAR) protocol was
proposed in [31]. In LEAR, a threshold power is defined
and only the nodes with residual battery power above the
threshold could participate in route discovery. When the
residual battery power of a node gets below the threshold,
it will ignore route request packets in order to extend its
service time.

An extended version of the DSR protocol proposed in
[7], called the Energy-Dependent DSR (EDDSR) protocol,
combines the essence of the MDR and LEAR protocols in
order to avoid the use of nodes with a weak battery supply.
This is achieved by using information related to the
residual energy in the route discovery procedure. The
authors claimed that, when compared to LEAR and MDR,
the EDDSR provides the best way to reduce and balance
power consumption.

In a recently encountered work [24], the concept of
polymorphic protocol behavior was briefly introduced. The
authors propose a polymorphic, two-way wavelength
reservation scheme to handle different requirements of
connection requests in a WDM optical network. The
protocol tries to reconcile the conflicting requirement of
on-demand reconfiguration (for short-lived connection re-
quests) and of self-reconfiguration (suitable for long-lived
connections) in order to balance between bandwidth usage
and network control.

Our polymorphic protocol proposal differs from the
above ones in several aspects. First, with the fact that each
node has local control of its power supply usage, it regulates
that usage depending on different threshold levels for
different criteria of interests. Thus, following common sense,
an MN with a sufficient power supply can afford to engage
itself in proactive zone-based behavior with the aim of
maintaining a fresher view of the surrounding network
topology and, thus, be able to react faster to transmission
requests. Then, with the gradual decrease of power, the MN
will correspondingly decrease its proactive behavior in
favor of more reactive ones. In the extreme case of power
shortage, the MN switches to pure reactive behavior.

Second, with this power awareness, the hybrid nature of
the protocol allows us to benefit from the merits of both the
ODMRP and MZR protocols. Furthermore, the protocol’s
awareness of mobility and vicinity density levels allows it to
tune its behavior for the best performance.

It is to be noted that our proposed protocol is open to
improvement. Indeed, any of the mechanisms proposed in
[2], [28], [29], [18], [11] can be used to complement its
behavior in terms of better tuning of the transmission
power or to choose the most economical (in battery usage)
routing path to reach a destination. Furthermore, the zone
optimization scheme proposed in [27] can effectively
contribute to the betterment of the performance of OPHMR
and consolidate its adaptability and dynamism.

3 PROTOCOL DESCRIPTION

3.1 The Polymorphic Algorithm

The polymorphic concept governing this protocol was first
proposed by the authors in [19]. The current version of the
protocol is augmented with the adapted optimization
scheme that was proposed for the OLSR protocol. It is
based on defining four different behavioral modes of
operation, two power level thresholds, one mobility level
threshold, and one vicinity density threshold. Each MN is
assumed to be able to monitor and compute its residual
battery power and to monitor its mobility speed level by
any suitable mechanism.1

In addition, each MN is assumed able to estimate its
vicinity density level.

The different threshold values for power are denoted
(P TH1 and P TH2, where P TH1 > P TH2). The mobi-
lity speed threshold is denoted as ðM THÞ and the vicinity
density threshold is denoted as ðV THÞ. These will dictate
the choice of the right behavioral mode that an MN can
select and engage into.
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The four behavioral modes of operation are:

1. Proactive Mode 1 (PM1): When an MN is in PM1, it
periodically updates its neighborhood topology and
multicast information by sending out an update
packet with the Zone Radius R set as the Time To
Live (TTL) and the update interval set to a tunable
parameter value i. The MN also maintains a
Neighborhood Routing Table (NRT) which stores
the topology and multicast information saved in the
received update packets.

2. Proactive Mode 2 (PM2): The behavior of an MN in
PM2 is similar to the one of an MN in PM1; however,
the update interval is set to 2� i (a less proactive
state).

3. Proactive Ready Mode (PRM): An MN in PRM does
not send out update packets, but maintains the
NRT table using information stored in the received
update packets.

4. Reactive Mode (RM): An MN in RM does not send
out update packets and discards any received
update packets.

The Polymorphic Algorithm driving the OPHMR proto-
col includes two parts: the main algorithm and the Mobility
Speed Routine.

Algorithm 1 Polymorphic Algorithm

if Power > P TH1 then

if the MN is not in PM1, it switches to PM1.

then it notifies neighbors about the mode switch.

else

if Power < P TH2 then

if the MN is not in RM, it switches to RM.

then it notifies neighbors about the mode switch.

else

Perform the mobility speed routine.

end if

end if

Algorithm 2 Mobility Speed Routine

if Mobility > M TH then

if V icinity < V TH then

if the MN is not in PM2, it switches to PM2.

then it notifies neighbors about the mode switch.

else

if the MN is not in PRM switches to PRM.

then it notifies neighbors about the mode switch.
end if

else

if the MN is not in RM switches to RM.

then it notifies neighbors about the mode switch.

end if

In OPHMR, when a node’s power level is high
ð> P TH1Þ, the node is set to PM1 mode so that it can be
able to maintain topology information and react faster to
topology changes. Thus, nodes are allowed to operate in
PM1 mode only if the power level is high enough.

On the other hand, when the node’s power level is quite
low ð< P TH2Þ, the node is forced into the RM mode in
order to extend its battery life.

It can be argued here that the PRM and RMmodes can be
combined into the PRM mode only in order to make good

use of the valuable routing information of the packets
discarded in the proposed RM mode. That may be a valid
point. However, it may be argued against it that, if a node is
in real shortage of power, then every single unit of power
will be needed to send its own data and to extend its battery
life and, hence, its service time.

When a node’s power level is within P TH1 and P TH2,
the mobility routine is performed to help determine the
node’s behavior. The mobility routine is described next.

When the mobility speed level of the MN gets high, this
implies that the topology around the node is expected to
change quickly. Thus, the node is required to behave
proactively in order to maintain better connectivity and
awareness of the topology changes. This is triggered when
the node’s mobility speed level gets higher than the M TH
threshold.

With regard to high mobility levels of the MN, it is to be
noted that, in general, almost all routing protocols will fail
when the node moves too fast. Our proposed protocol tries
to minimize the probability of failure by switching to a
proactive mode when high mobility is detected.

The next consideration here relates to the node’s vicinity
density level. When it is high, it means that there are many
nodes within the power range of the node. Thus, if we let
the node engage in a proactive mode, then update packets
will consume the channel capacity and jam the network
with higher probability. Thus, when the vicinity density
level is high, the node is forced into PRM (semiproactive)
behavior. The PRM state is more conservative with regard
to proactiveness.

When an MN switches its behavior, it needs to inform its
neighbors about the state change. Thus, it generates a
notification packet and broadcasts the packet to all of its
one-hop neighbors. On receiving such a notification, nodes
will change the corresponding entry’s lifetime in their
neighborhood routing tables. When a node receives a
notification that indicates the source node has switched to
PM1, the lifetime of its corresponding entry is set to 2� i.

When a node receives a notification that indicates the
source node has switched to PM2, the lifetime of its
corresponding entry is set to 3� i. When a node receives
a notification that indicates the source node has switched to
PRM or RM, the lifetime of the corresponding entry is set to
4� i. When a node is in PM1 or PM2 but all of its neighbor
nodes are in RM, the node will wait for any update packets
to come for a fixed time interval of 3� i. If none is received,
then it switches to RM.

We emphasize here that our protocol allows different
modes of operation for the participating MNs in a
forwarding route. In a route, each MN tries to determine
the destination node according to its own strategy (proac-
tive or reactive). Thus, the MNs try to find the next
forwarding nodes by using their own routing tables, which
are established in the background for proactive stations, or
using broadcasting for reactive stations. This feature
ensures the avoidance of any hysterical behavior, as in the
worst case of large disparity in the modes of operations of
the MNs’, the RM constitutes the last resort for synchroni-
zation of behaviors.

3.2 Routing Issues

As stated above, OPHMR is built using the proactive
behavior of the MZR protocol and the reactive behavior of
ODMRP. In addition, the protocol was augmented with the
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Multipoint Relay (MPR)-based optimization mechanism of
OLSR [4]. This is done with the objective of reducing the
number of control packets forwarded. Next, we describe its
proactive and reactive behaviors as well as the adopted
optimized forwarding mechanism.

Proactive Behavior. When a node is in PM1 or PM2, it
periodically sends out update packets which have a TTL set
to the Zone Radius. When a node receives an update packet,
if it is in PM1, in PM2, or in PRM, it saves the information in
the packet into the one-hop Neighborhood Table (NTable),
reduces the TTL by 1, and forwards the packet.

Reactive Behavior.When a node has packets to send to a
multicast group or wants to join a multicast group, it sends
out a Join_Request packet and waits for its Join_Reply from a
destination node. Only nodes that belong to the destination
multicast group will send out Join_Replies, and such nodes
will update their Multicast Routing Tables (MRTable) to
maintain the multicast group information. If an intermedi-
ate node (including the source node) has entries in its
NTable that belong to the destination multicast group, it
unicasts the Join_Request to the nodes registered in those
entries. When the source node receives a Join_Reply, it
updates its MRTable and begins data transmission.

Routing Tables. Each node maintains the two routing
tables, the NTable and the MRTable. The NTable acts as the
neighborhood routing table we described in the algorithm
and, actually, only nodes in Proactive Modes maintain it.
Each neighbor in the zone has an entry in this table. Each
such an entry contains the routing information to the node,
including hop count and next hop address. In addition, it
contains the multicast routing information of the node, such
as the multicast group that the node belongs to. Each entry is
assigned a lifetime and the one that exceeds its predefined
lifetime is removed from the NTable.

Nodes in a PM or a PRM mode maintain the NTable
using the update packets they receive from others. Nodes in
those modes also periodically flush the NTable to remove
stale entries. Nodes in RMmode just periodically flush their
NTables to remove stale entries, but will not update or
insert any entries in them.

Each node also uses its MRTable to maintain both its
multicast routing information and the multicast routing
topology. The structure of the MRTable is the same as the
routing table used for ODMRP [32].

Packet Structure. The structure of zone UPDATE
packets used in the OPHMR protocol is shown in Fig. 1.
In this table, the type is set to 4 to indicate that the packet is
for ZONE UPDATE. The field “Reserved” is used for future
use. The field “Time To Live” has the same classical usage.
When the source node generates a ZONE UPDATE packet,
it sets its Time To Live to the Zone_Radius. Its value is
decremented by one at each hop until it becomes zero and it
is then discarded. The field “Number of Multicast Groups”
indicates how many multicast groups this node belongs to.
The field “Source Node IP Address” stores the IP address of

the source node. Finally, each “Multicast Group IP Ad-
dress” field describes information on a particular multicast
group that the source node belongs to.

The second type of packet we describe here is the
notification packet. Its structure is very simple. The first
eight bits are for the packet type and are set to 5 to indicate
that it is a Notification Packet for OPHMR. The next 16 bits
are for the switch type and each bit is for one type (there are
12 types of switching, so the first four bits are always set to
0). The last eight bits are reserved. Table 1 shows the
meaning of each bit.

3.3 Path Finding Procedure

When a node has packets to send to a multicast group or
wants to join that group, it begins the path finding
procedure. If it is in RM mode, it sends out a Join_Request
the way it is done in ODMRP and waits for replies.

If the node is in proactive mode or proactive ready mode,
it first looks in its NTable to see whether there are nodes
that belong to the destination multicast group. If so, it
unicasts Join_Requests to all these nodes and waits for
replies. Otherwise, the node will broadcast a Join_Request.

When a node receives a Join_Request and it is a member of
the multicast group, it generates a reply and sends it back to
the source of the Join_Request, updating the MRTable to
record the route. If the node could not send a reply, it checks
its own behavior. If it is in a reactive mode, it just propagates
the Join_Request and records it in the route cache. If the node
is in a proactive mode or in the PRM, it looks in its own
NTable to find the destination multicast group member. If
there are members in its zone, it unicasts the Join_Request to
all of them. If not, it just propagates the Join_Request. When
the source node receives a reply, it updates its MRTable to
record the route and begins data transmission.

3.4 Optimized Forwarding Mechanism

The multipoint relay (MPR)-based mechanism of OLSR [4]
is used to perform an optimized forwarding mechanism.

In the OPHMR protocol, each node maintains a two-hop
Neighborhood Table (2NTable). The 2NTable is used to
calculate the MPR information. When a node receives an
update packet, it uses the neighborhood information in the
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packet to calculate the two-hop neighborhood and updates
the corresponding entries in the 2NTable.

MPR nodes are selected to forward broadcast messages
during the flooding process. This technique substantially
reduces the message overhead as compared to the classical
flooding mechanism, where every node retransmits each
message when it receives it for the first time.

Each node has its MPR set and will broadcast its MPR
information in the periodic update packets. When propa-
gating the periodic update packets, only the MPRs forward
update packets.

We use the heuristic algorithm proposed for OLSR to
compute the MPR with slight adaptation.

MPR Computation [4]. The following definitions are
given first:

. N : represents the subset of neighbors of the current
node.

. N2: represents the set of two-hop neighbors of the
current node.

. DðyÞ: represents the degree of a one-hop neighbor
node y (where y is a member ofN). It is defined as the
number of symmetric neighbors of node y, excluding
all the members of N and excluding the node
performing the computation. The flowchart given
in Fig. 2 summarizes the essence of the adapted
version of the heuristic algorithm proposed in [4].

Two-Hop Neighborhood Maintenance. Each node
should include its one-hop neighborhood information in
the periodic update packets. When a node receives an
update packet, it updates its own two-hop neighborhood
table using the information contained in it. If the node is an
MPR, it replaces the one-hop neighborhood information in
the packet with its own one-hop neighborhood information
and then forwards it.

3.5 Energy Consumption Model [6]

The energy consumption model we have used is an
implementation of Feeney’s model [6]. In this model, the
network performance has four possible energy consumption

states: transmit and receive are used for transmitting and
receiving data. The idle mode is used when the interface can
transmit or receive, and the sleep mode is reserved for the
case when the interface can neither transmit nor receive and
where nodes have an extremely low power consumption.

The cost for a node to send or receive a network-layer
packet is modeled as a linear function. There is a fixed cost
associated with channel acquisition ðbÞ and an incremental
cost ðmÞ proportional to the size of the packet. The basic
equation for the computation of power consumption cost is:

Cost ¼ m� sizeþ b: ð1Þ

The total cost of a packet is the sum of the costs incurred
by the sending node ðsÞ and all receivers. Potential receivers
include the destination node ðdÞ, any node n within the
radio range of s (n 2 S (the set of all neighbor nodes of s)),
and any node r within the radio range of d (r 2 D (the set of
destination nodes)).

In our implementation, we do not consider the power
consumption in sleep mode. Such consumption is extremely
low and, in the polymorphic algorithm, there is no sleep
mode, so we use off mode as a substitution. Nodes in off mode
can neither transmit nor receive and have no power
consumption.

In addition, in [6], (1) was extended to cover the cases of
broadcasting traffic, point-to-point traffic, and discarding
traffic (for discarding overheard traffic by nodes not
concerned with the transmission). For instance, different
values of m and b were defined for sending, receiving, or
discarding packets. These equations were adopted as is in
our model for energy consumption computation. The
reader is referred to [6] for more details about the energy
model adopted here.

4 SIMULATION AND SENSITIVITY ANALYSIS

4.1 Simulation Scenarios

We have performed a simulation-based comparison of
OPHMR against P_ZODMRP [19], ODMRP, and MOLSR.
P_ZODMRP is the ancestor of OPHMR that contains all of
its features except the MPR-based optimization scheme.

The simulation of these protocols was implemented
using the GloMoSim library [14]. The two parameters, R
and i, were preconfigured for OPHMR, where R denotes
the Zone Radius (in number of hops) and i is the tuning
factor used for determining the update interval and table
entries’ lifetime (as described in Section 3).

Nodes are placed randomly within a 2; 000 m� 2; 000 m

area. The radio propagation range for each node was set at
225 m and the channel capacity was set at 2 Mbps. The IEEE
802.11 MAC was used as the MAC protocol. The traffic type
generated is a Constant Bit Rate (CBR) and the size of the
data packet is set to 512 bytes. The random waypoint
mobility model was used. We have set the pause time to
zero to model continuous mobility. For power consump-
tion, Feeney’s model [6] was adopted and implemented in
GloMoSim.

The power distribution among nodes was set to be
variable from a node to another to emulate a realistic
environment. This setting is done to validate the effect of
the proposed protocol when, in the course of the simulation,
some nodes die off due to lack of battery power. Thus, we
can check the effect of the polymorphic behavior of the
OPHMR protocol on extending battery longevity. The
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power level of each MN was set as the percentage of power
residue out of the total capacity. We have set 20 percent of
the nodes to have 100 percent power, 20 percent of the
nodes to have 90 percent power, 20 percent of the nodes to
have 80 percent power, and 40 percent of the nodes to have
75 percent power. The simulation time was set to 1,000 s.

Three metrics were used in the performance evaluation,
the packet delivery ratio, the end-to-end delay, and the
average percentage of power conservation. The latter is
defined as the average level of power among all active
nodes sampled over time.

The above metrics were evaluated against mobility
speed, network traffic load, and the total number of nodes.
In the first part of the simulation, the threshold values
were set as P TH1 ¼ 85%, P TH2 ¼ 50%, V TH1 ¼ 6, and
M TH ¼ 20m=s.

These settings aim to extend battery operation time.
Since nodes with battery power above P TH1 consume
high power due to constant communications activities, the
threshold should be high. We believe 85 percent is an
appropriate threshold as, if it is too high, the nodes quickly
escape from this mode, making the mode useless, or, if it is
too low, the battery operation time reduces. As for P TH2,
we set it such that the communications activities are
minimized when the power level goes below half as the
battery may deplete quickly at this power level.

We choose V TH1 to be 6 due to the fact that
maintaining at least six neighbors leads to high network
reliability in terms of connectivity for medium-sized net-
works (see [12], [30], [9], [26]).

As for setting M TH to 20 m/s (or 72 km/h), we chose
that because, for vehicular MANETs in a metro area,
vehicles are usually restricted to travel at around 60 km/h.

Furthermore, in the last experiment, we have evaluated
the effect of the power threshold setting on the performance
of the OPHMR protocol.

4.2 Sensitivity Analysis

4.2.1 Effect of Mobility Speed

Experimental Scenario. In this scenario, 150 nodes were
spread within the defined area. The node mobility speed
was varied from 0 m/s to 60 m/s. The traffic load was set to
20 packets per second and 40 multicast members and
10 source nodes were considered.

Fig. 3 shows the protocols’ performance as a function of
the mobility speed. Fig. 3a shows the delivery ratio versus
mobility speed. We can see that OPHMR has the best
performance among all four protocols, especially at high
speed. When the speed reaches 60 m/s, OPHMR could
score a 13 percent advantage over ODMRP’s performance.
In addition, we can see that the setting of a high zone radius
and smaller update interval (i.e., the setting of R ¼ 3 and
i ¼ 5) generates better deliverability.

Fig. 3b shows the average end-to-end delay versus
mobility speed. OPHMR scored the best performance,
especially when R ¼ 3 and i ¼ 5. It shows that a more
proactive behavior (with high zone radiusR and low update
interval i) has indeed led to improved performance (as
compared to the case of lower values of these parameters).
In addition, all the protocols using mesh topology main-
tained a nearly constant performance. OPHMR could have
an enhancement of 80 ms over ODMRP.

Fig. 3c shows the average percentage of power conserva-
tion. This metric is defined as the sum of battery levels of all

active nodes divided by their number. Because of its
embedded MPR mechanism, OPHMR could save more
power than P_ZODMRP and ODMRP. With their poly-
morphic behavior, the OPHMR and P_ZODMRP protocols
were able to achieve better performance than nonpoly-
morphic ones. When the speed was at 60 m/s, OPHMR was
able to save about 25 percent more power usage than
ODMRP. In addition, for OPHMR, the least proactive
behavior (with R ¼ 2 and i ¼ 8) was beneficial for power
conservation and the most proactive (with R ¼ 3 and i ¼ 5)
one resulted in less power savings. These results show that
power conservation is inversely proportional to higher
proactiveness.

4.2.2 Effect of Nodes’ Vicinity Density

Experimental Scenario. The total number of nodes within the
defined area was varied from 50 to 500. Each node moves
constantly with a predefined speed of 20 m/s. The traffic
load is 20 packets per second. Again, in this scenario, we
had 40 multicast members (forming a single multicast
group) and 10 source nodes.

Fig. 4 shows the protocols’ performances as a function of
the vicinity density level. Fig. 4a shows the delivery ratio
and Fig. 4b shows the average end-to-end delay versus the
nodes’ vicinity density. We can observe that, with an
increase of the nodes’ vicinity density, there are more
neighbor nodes that cause the performance of the pure
reactive protocol to decrease sharply.

It can be seen from Fig. 4a and Fig. 4b that, when the total
number of nodes is low, the proactive behavior in the
polymorphic protocols could increase the performance with
its provision of fresher information about the nodes’
neighborhood. When the node vicinity density is high,
more neighbor nodes could generate more control overhead
for pure proactive protocols and the reactive behavior of the
polymorphic protocols could reduce the number of control
packets while guaranteeing a good performance. In addi-
tion, for higher vicinity density, OPHMR’s superiority over
both P_ZODMRP and ODMRP was clear. This is mainly
due to the MPR-based optimization scheme.

Another general observation related to the effect of
node density is that there is, which is expected, an optimal
number of nodes per area that guarantees the best
performance (in the figure, 200 nodes seems to be the
optimal number for the current setting for all the protocols
except MOLSR). This can be used as a guideline for setting
the vicinity density threshold value.

Fig. 4c shows the average power conservation against
the nodes’ vicinity density. We can see that, due to the
polymorphic behavior of OPHMR, it could save more
power usage and extend the battery life of the nodes. When
the total number of nodes is 200, the average power level of
MOLSR reaches zero. When the total number of nodes is
400, the average power level of ODMRP and P_ZODMRP
reaches zero, but OPHMR could still prolong the battery
life of some nodes up to an area density of 500 nodes.
Again, for OPHMR, the results confirm the positive effect of
the lower proactivity levels on the power conservation (the
best results are for the setting of R ¼ 2 and i ¼ 8).

4.2.3 Effect of Network Traffic Load

Experimental Scenario. There are 150 nodes spread within the
defined area and the number of packets the sources send
was varied from 1 to 70 packets per second. Each node
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moves constantly with a predefined speed of 20 m/s. The
same setting of 40 multicast members and 10 source nodes
was maintained in this scenario as well.

Fig. 5 depicts the protocols’ performances as a function of
traffic load. Fig. 5a shows the delivery ratio and Fig. 5b
shows the average end-to-end delay, both versus traffic load.

With the increase of the traffic load, most of the channel
capacity is used by the data packets and the deliverability
is perfect until the saturation starts to appear. Above
40 packets per second, the network performance degrades
sharply (both in deliverability ratio and in latency).
However, OPHMR has distinguished itself from its peers
with higher deliverability and lower latency.

We also need to mention that the different settings of the
zone radius R and the update interval i did not have a
perceivable effect. However, that effect is perceivable in the
case of Fig. 5c, which plots the average power conservation
against traffic load. Again, higher update intervals and lower
zone radius were found to benefit power conservation.

In addition, in terms of power conservation, OPHMR
showed superiority only below a traffic load of 50 packets
per second. After that cut-off value, the performances of
OPHMR and P_ZODMRP are almost identical. This can be

attributed to the fact that, above the cutoff value, many
nodes would have died off, resulting in a weaker density,
and, thus, the optimizing scheme of OPHMR would have
lost its effectiveness. MOLSR was a great loser in all of the
simulations.

4.2.4 Performance Variation over Time

Experimental Scenario. We have also plotted the performance
variation of the considered protocols with time in two
different simulation settings. In this scenario, 150 nodes
were considered. The traffic was set to 20 packets per
second and the mobility speed was set at a predefined
speed of 20 m/s. Forty multicast members and 10 source
nodes were considered.

Fig. 6 shows the performance of the protocols at different

time-stamps. Fig. 6a shows the delivery ratio over time. We

can see in the figure that, in the first 500 seconds, the

delivery ratios of all the protocols (except MOLSR) are

relatively constant and the differences among them are

small. With the passage of time, some nodes start using up

their energy power and go off. This results in a decrease in

delivery ratio, and also in the average power level.
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Fig. 3. The protocols’ performances against mobility speed. (a) Delivery ratio versus mobility speed. (b) Average end-to-end delay versus mobility
speed. (c) Average percentage of power conservation versus mobility speed.



However, again, the polymorphic protocols outperformed
the others, and OPHMR was distinguishable.

Fig. 6b depicts the average of power conservation over
time. The plot confirms the beneficial effect of polymorph-
ism in securing more power savings for the polymorphic
protocols over ODMRP and MOLSR.

Another observation again is that the proactivity level did
notmake a perceivable difference among the various settings
of zone radius and update interval with regard to delivery
ratios. However, on the power conservation side, the
difference was clearer than its counterpart in the delivery
ratio plot. Large gains of OPHMR over P_ZODMRP and
ODMRP were also observed. MOLSR had the worst
performance.

4.2.5 Performance Variation with Different Threshold

Settings

Experimental Scenario. In this experiment, we evaluate the
effect of the power threshold settings on the OPHMR
protocol performance. In addition to the setting used in the
above experiments, another setting is defined as follows:
P TH1 ¼ 70%, P TH2 ¼ 40%, and the threshold values for

mobility and vicinity were set as above. In this scenario,

150 nodes were spread within the defined area. The node

mobility speed was varied from 0 m/s to 60 m/s. The traffic

load was set to 20 packets per second and 40 multicast

members and 10 source nodes were considered.
Fig. 7a, Fig. 7b, and Fig. 7c depict the delivery ratio, the

average end-to-end delay, and the power conservation

versus mobility speed for the two power threshold settings

considered. We have two parameters to consider here: the

proactivity level translated in the setting of the zone radius

R and update interval value i, and the conservativeness

level implied by the threshold values of power. It can be

noticed how a high proactivity level (R ¼ 3 and i ¼ 5)

improves the protocol’s performance at the cost of reduced

power conservation gains and vice versa (the setting of R ¼

2 and i ¼ 8 decreases performance and increases power

conservation gains). Then, at the same time, the conserva-

tiveness level can be used to tune or gauge the performance

versus power conservation gain/loss. Here, setting the

power threshold values low increases performance and

decreases power conservation gains and vice versa.
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5 CONCLUSION

We have presented in this paper an optimized, poly-
morphic, hybrid multicast routing protocol for MANET.

The protocol design is a novel way of combining three

dimensions in protocol design, namely, hybridity, adapt-

ability, and power awareness. With regard to hybridity, the
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Fig. 5. The protocols’ performances against traffic load. (a) Delivery ratio versus traffic load. (b) Average end-to-end delay versus traffic load.
(c) Average percentage of power conservation versus traffic load.

Fig. 6. The protocols’ performances variation over time. (a) Delivery ratio versus time. (b) Average percentage of power conservation versus time.



protocol attempts to benefit from the high efficiency of

proactive routing in reducing response time to transmission

requests and from the reduced control overhead offered by

reactive routing.
We have applied this concept to the P_ZODMRP protocol

(proposed earlier) and enhanced it with an optimized

forwarding mechanism borrowed from the OLSR protocol

and, thus, were able to construct a better performing

polymorphic protocol named OPHMR. When compared to

ODMRP, P_ZODMRP, and MOLSR, OPHMR clearly out-

performed them inmost situations. The superiority lies in the

fact that, in the long run, the protocol was able to extend

battery life and enhance survivability of the mobile ad hoc

nodes. Hence, it has increased the data deliverability ratio

and decreased latency while keeping the control packet

overhead at acceptable levels.
The design approach we have adopted in this paper is

generic in nature and the choice of which protocol to use

(proactive or reactive) depends on its proven performance

and on its applicability to the situation or environment

where the protocol is deployed.

We think that this new concept of polymorphic
protocols constitutes the next trend in the design of
efficient multibehavioral routing protocols for wireless,
power-constrained networks such as MANETs.
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