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Opportunities and pitfalls in surface-wave interpretation

Gerard T. Schuster1, Jing Li1, Kai Lu1, Ahmed Metwally1, Abdullah AlTheyab1, and Sherif Hanafy1

Abstract

Many explorationists think of surface waves as the most damaging noise in land seismic data. Thus, much

effort is spent in designing geophone arrays and filtering methods that attenuate these noisy events. It is now

becoming apparent that surface waves can be a valuable ally in characterizing the near-surface geology. This

review aims to find out how the interpreter can exploit some of the many opportunities available in surface

waves recorded in land seismic data. For example, the dispersion curves associated with surface waves can be

inverted to give the S-wave velocity tomogram, the common-offset gathers can reveal the presence of near-sur-

face faults or velocity anomalies, and back-scattered surface waves can be migrated to detect the location of

near-surface faults. However, the main limitation of surface waves is that they are typically sensitive to S-wave

velocity variations no deeper than approximately half to one-third the dominant wavelength. For many explo-

ration surveys, this limits the depth of investigation to be no deeper than approximately 0.5–1.0 km.

Introduction
Tucker and Yorston (1973) wrote a book titled Pitfalls

in Seismic Interpretation that aimed to reveal how proc-

essed seismic reflection sections could lead to misinter-

pretation of the subsurface geology. They summarize the

content of their book in their preface: “The geometry or

shape of the reflecting surface is equally tricky. It can

turn synclines into anticlines, reverse the throw of faults,

superimpose one structure on another by sideswipe, and

create a diffraction-anticline. Our latest and perhaps

most serious pitfall is computer-derived. The recording

and playback can distort both the structure and stratig-

raphy. Here real structures can be suppressed, false bed-

ding created, faults smeared, and all of the geology lost.

Only through constant rapport between the geologist,

the interpreter, and the processing engineer will these

recording and playback errors be avoided.”

In the spirit of Tucker and Yorston (1973), this paper

presents a review on interpreting surface waves in re-

corded data, not as noise but as signal. It will demon-

strate how surface waves can be used to estimate the

locations of near-surface S-wave velocity anomalies

and their extent in depth. Similar to reflection migration,

we show how surface waves can be migrated to estimate

the locations of near-surface velocity anomalies. The ex-

amples in this paper also reveal some pitfalls leading to

misinterpretation of surface waves, and their avoidance

by using an integrative interpretation of P-wave velocity

tomograms, surface-wave migration images, and S-wave

velocity tomograms.

This review is organized into four sections. After this

brief introduction, we present an intuitive overview of

the physics of surface-wave propagation, data process-

ing, and how phase velocities are converted to depth.

The next section provides examples of inverting and in-

terpreting surface waves records for several seismic

surveys. The examples include surface-wave detection

of faults for earthquake hazard analysis, detection of

low-velocity anomalies for mineral deposits, and iden-

tification of low-velocity zones (LVZs) for statics and

near-surface drilling hazards. A summary is presented

in the last section.

A quick look at surface waves
A surface wave mostly propagates along a surface

(such as the earth’s free surface or the seafloor) and gen-

erally attenuates with increasing depth. If the velocity

structure of the medium is layered, then different fre-

quency components of the surface waves will propagate

laterally with different phase velocities. The horizontal

propagation velocity at a specific frequency is a weighted

average of the S-wave velocities down to, for Rayleigh

waves, half to about a third of the wavelength

(z ≈ 1∕3λ) below the free surface (Richart et al., 1970;

Park et al., 1999). Thus, the average S-wave velocity to

the depth of one-third of the wavelength can be approxi-

mated by measuring the corresponding phase velocity

associated with that wavelength. Another robust method

for estimating depth is to assign different frequencies to
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different depths by using the surface-wave sensitivity ker-

nel (Xia et al., 1999; Lin and Ritzwoller, 2010). To com-

pute the actual S-wave velocity model, the surface

waves can be inverted using the elastic-wave equation.

There are three types of surface waves that are of keen

interest to explorationists: Love waves (see Figure 1a) re-

corded by horizontal geophones with horizontal-particle

motion perpendicular to the propagation direction, Ray-

leigh waves (see Figure 1b) (Haney and Douma, 2012)

recorded by vertical- and horizontal-component geo-

phones, and guided waves (Zhao et al., 1994; Aki and Ri-

chards, 2002; Beresford and Janex, 2005; Gaiser and

Vasconcelos, 2008; Boiero et al., 2013) that propagate

along the water-sediment interface in a borehole (de-

noted as Stoneley waves in Figure 1c) or the seafloor

(Scholte waves). Amplitudes of Rayleigh and Love waves

generally decrease with depth, so that the motion in-

duced by their passage is limited to the shallow subsur-

face. Love waves are simpler than Rayleigh waves in a

layered medium because their particle motion is horizon-

tal and perpendicular to the direction of propagation. The

Stoneley wave is another type of surface wave created

along a solid-solid interface or a fluid-solid interface.

The Stoneley waves are often exploited in borehole seis-

mic data to infer the S-wave velocities in

the formation (Stevens and Day, 1986).

Researchers also focused on inverting

the dispersion curve for the S-wave veloc-

ity profile (Park et al., 1998; Xia et al.,

1999; Roy et al., 2013; Li and Hanafy,

2016), imaging lateral heterogeneities us-

ing backscattered waves (Hyslop and

Stewart, 2015; AlTheyab et al., 2016),

and ground-roll analysis (Almuhaidib

and Toksöz, 2016; Sloan et al., 2016).

The particle motion for a Rayleigh

wave in a layered medium can be retro-

grade elliptical as denoted by the black

ellipse in Figure 1b. For a layered

medium, different frequency components

of surface waves propagate along the

horizontal free surface with different

velocities so that the surface waves are
denoted as dispersive waves. The result

is that an impulse-like source wavelet

spreads out in time, i.e., disperses, as it

propagates. This is illustrated inFigure 2a,

where the high-frequency surface waves

propagate at the shallow-layer velocities

with a steeper slope in the x‐t domain

than the low-frequency waves propagat-

ing at the faster deeper velocities.

Lateral variations in velocity can be ob-

served in common-offset gathers (COGs),

such as the one in Figure 2b that indicates

slower velocities on the downthrown side

of an interpreted normal fault (dashed

black line). If the traces are decomposed

into separate frequencies by a 2D FFT,

then the fundamental-mode dispersion

curve can be picked in the wavenumber

frequency (k‐ω) domain (Figure 3b) or

the CðωÞ‐ω domain (Figure 3c). Here,

CðωÞ is the phase velocity at frequency

ω, ~Dðk;ωÞ is the magnitude spectrum of

the traces, and n ¼ 0 represents the fun-

damental mode of the Rayleigh waves.

Typically, the fundamental mode is char-

acterized by the dispersion curve that fol-

lows the largest amount of spectral

energy near the CðωÞ axis in Figure 3c.

c) Stoneley waves

b) Rayleigh waves

Direction of propagation

Stoneley

wave travel 

direction

Stoneley

wave

displacement

Forrnation fluid

 movement

a) Love waves

Figure 1. Illustrations of propagating (a) Love waves, (b) Rayleigh waves, and
(c) Stoneley waves (USGS, 2016).
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Figure 2. (a) CSG and (b) COG (offset ¼ 50 m) recorded by a land survey. The
red dashed line in panel (b) is an interpreted normal fault.
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CðωÞ ¼ ω∕κðωÞ.
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Estimation of phase velocity
Accurately estimating the phase velocity as a function

of frequency is the most important first step for accurate

inversion of the dispersion curves. There are several

methods for estimating the phase velocity, such as the

f -k transformation of the shot gathers (Yilmaz, 1987),

the phase-shift method (Park et al., 1998), and the

slant-stacking algorithm (Xia et al., 2007). We use the fol-

lowing three-step method for estimating the phase veloc-

ity as a function of frequency in the x − t domain.

1) Trace normalization is applied to the raw records in

Figure 4a to get the shot gather in Figure 4b. Window

around the surface waves andmute everything else as

illustrated in Figure 4c. Apply a narrow band-pass fil-

ter f ðtÞ
ωo

to the shot gather dðx; tÞs centered around

ωo to get f ðtÞ
ωo
⋆dðx; tÞs ¼ ~dðx; tÞs in Figure 4d.

2) Apply a linear time shift τðx;ωÞ ¼ x∕CðωÞ to ~dðx; tÞs
and stack the events along the offset coordinate:

Sðt; Cðω0ÞÞ ¼
X

x

~dðx; t − x∕Cðω0ÞÞs: (1)

An example for the data in Figure 4 is shown in Fig-

ure 5, in which different moveout velocities CðωoÞ
are applied to the same band-passed filter shot

gather. The shot gather that is flattened the most

is the one that assigns the true phase velocity

CðωoÞ to that moveout velocity.

3) Plotting the phase velocity against the center fre-

quency gives the dispersion curve shown in Fig-

ure 3c. Such curves can be inverted (Aki and

Richards, 2002) to give the S-wave velocity profile.

An alternative means for computing the phase veloc-

ity as a function of frequency is the two-trace method,

in which a narrowband filter centered at ωo is applied

to the traces at two adjacent vertical-component geo-

phones. The slope dx∕dt is computed from the two fil-

tered traces to estimate the phase velocity at that center

frequency ωo. Another method is to use a high-resolu-

tion Radon transform applied to the Fourier spectrum

of the shot gather (Li and Schuster, 2016a).

Estimating depth versus frequency
The S-wave velocity model can be used to assess

velocity anomalies in the near-surface sediments, which

can be used to identify drilling hazards and assign stat-

ics corrections (Xia et al., 1999; Socco et al., 2010).

Unfortunately, surface-wave characterization of the

subsurface with typical exploration surveys fails to re-

liably generate and record useful signals lower than

2 Hz, which are necessary to sample greater depths. For

example, if the lowest frequencies recorded are no less

than 2 Hz and the average S-wave velocity is 1000 m∕s,

then surface waves are not sensitive to geology below a

depth of half to one-third of the dominant wavelength, or

166 m in the following case:

z ≈
λS

3
¼

CR

3f
¼

1

3

1000 m∕s

2 Hz
¼ 166 m; (2)

where f is the frequency and CR is the Rayleigh-wave

phase velocity at that frequency. The limited depth range

can be mitigated by recording ambient noise (Okada and

Suto, 2003; Lin et al., 2013) where useful frequencies as

low as 0.5 Hz can be used to probe deeper than 1 km

below the free surface. Acquiring ambient noise seismic

data usually requires days or weeks of recording time;

however, spatial autocorrelation surveys can sometimes

be completed in 20–45 min of recording time.

The sensitivity kernel is another robust method to es-

timate the depth of the surface wave. For a layered-earth

model, Rayleigh-wave dispersion curves can be calcu-

lated by Knopoff’s method through a nonlinear and

implicit characteristic equation Fðf ; CR; VS; VP; hÞ ¼ 0,

where f is the frequency, CR is the phase velocity at fre-

quency f , VS is the S-wave velocity vector that includes

the S-wave velocity of each layer, VP is the P-wave veloc-

ity vector that includes the P-wave velocity of each layer,

and h is the layer thickness vector that includes the

thickness of each layer (Schwab and Knopoff, 1972).

According to the sensitivity analysis of the Rayleigh-

wave phase velocity by Xia et al. (1999), the S-wave

velocity is the dominant parameter that influences

Figure 4. (a) CSG 120 from the synthetic data, (b) CSG after
trace normalization, (c) CSG after windowing around the sur-
face waves and muting everything else, and (d) CSG after mut-
ing and applying a narrow band-pass filter from 5 to 25 Hz.
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changes in the Rayleigh-wave phase velocity for the fun-

damental mode. Therefore, ignoring VP and h, the char-

acteristic equation F can be simplified as

Fðf ; VS; CRÞ ¼ 0: (3)

Then, the phase-velocity sensitivity kernel Js can be

obtained by

Js¼−
∂CRðzÞ

∂VSðzÞ
¼−

∂F∕∂VSðzÞ

∂F∕∂CRðzÞ
jz¼zi; i¼1;2;3; :::;n: (4)

Figure 6 shows the workflow for calculating the

phase-velocity sensitivity kernel in equation 4. According

to the sensitivity kernel, we can find the most sensitive

depth for the surface waves with center frequency f .

The S-wave velocity tomogram can be computed by

the Park et al. (1998) method for a 1D layer medium or

the wave-equation dispersion inversion (WD)method of

Li and Schuster (2016a) for a 2D or 3D medium. Similar

to wave-equation traveltime tomography, the compli-

cated surface-wave arrivals in traces are skeletonized

as simpler data, namely, the picked dispersion curves

in the phase velocity and frequency domains. The

WD method computes solutions to the elastic-wave

equation and an iterative optimization method is then

used to invert these curves for 2D or 3D S-wave velocity

tomograms. The WD procedure not only avoids the

assumption of a layered medium, but it also is sig-

nificantly more robust than full-waveform inversion

(FWI) because it replaces complicated surface-wave

arrivals with simple dispersion curves in the wavenum-

ber kx‐ω or phase velocity CðωÞ‐ω domains in Figure 3.

The limitation of WD is that if the near-surface geology

is too complicated, then it is not possible to unambig-

uously identify and pick coherent dispersion curves.

Interpreting surface-wave records
With the above background information, let us start

interpreting surface waves in the COG domain.

Interpreting faults from COGs
As Figure 7 illustrates, COGs can reveal fault struc-

tures that are almost invisible to standard reflection

processing. The reason for this is that surface waves

propagate laterally at less than half the velocity of the

vertically propagating P-wave reflections so that sur-

face waves have shorter horizontal wavelengths than

the P-waves in the same material. These shorter Ray-

leigh-wave wavelengths lead to much better horizontal

resolution than obtained by vertically traveling P-wave

reflections. Another advantage of surface waves com-

pared to P-wave reflections is that they can be much

more sensitive to lateral velocity variations (Strobbia

et al., 2011; Li and Schuster, 2016b).

An example of this sensitivity is shown in Figure 7,

in which the COGs in time indicate the locations and

shapes of the fault and graben structures. The critical
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Figure 5. Scans of the filtered traces after applying a linear
moveout correction with moveout velocities of (a) 430,
(b) 630, (d) 1050, and (d) 1750 m∕s. Here, the phase velocity
is taken to be 1050 m∕s.
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source-receiver offset is the one in which the surface

waves have fully developed and there is little distortion

in the shape (see red solid lines) of the fault model in

the COGs. At considerably shorter source-receiver off-

sets, the surface waves will not have a chance to fully

develop, so there will be little indication of the fault in

the COGs. As the source-receiver offset becomes wider,

the fault structure becomes more dis-

torted. In Figure 7a, the COG events

are flat until the midpoint position x

of the COGs goes from one side of the

fault to the next. It is obvious that the

width of the fault Δx� can be estimated

from the COGs by identifying the value

of the source-receiver offset Δx where

the fault pattern is the narrowest.

The Figure 7 sketches are validated by

synthetic simulations of the 2D elastic-

wave equation for the fault and graben

models. Here, normalized shot gathers

were computed for sources and receiv-

ers on the free surface, and the common-

shot gathers (CSGs) were re-sorted into

COGs and are displayed in Figure 8.

As the source-receiver offset increases,

the delay times of the surface waves in-

crease and the structures appear to be

more elongated than the actual model.

The depth and actual shape of the graben

can be estimated by inverting the disper-

sion curves, which is later demonstrated

in the section with the Qademah data.

Mining application
Seismic records are recorded at an open pit mine,

and the goal is to use surface waves to identify the near-

surface locations of soft minerals. The seismic source is

a 4 kg sledge hammer, and a shot gather for a source

located at each geophone is recorded by 120 geophones

spaced at 0.5 m intervals. The seismic data were re-

corded along the red line depicted in Figure 9a, and

the surface-wave phase velocities as a function of fre-

quency were estimated using the procedure described

in Figures 4 and 5. The resulting phase-velocity image is

plotted in Figure 9c, where equation 2 is used to convert

from frequency to pseudodepth. According to the geo-

logic survey, the blue LVZs in Figure 9c correspond to

the geologic interpretation of rich mineral deposits in

Figure 9b. The blue and red circles in Figure 9b show

mineral deposits and a dry-soil region, respectively.

These rich deposits were interpreted prior to the seis-

mic acquisition and were expected to be characterized

by zones of low S-wave velocity.

Figure 9a shows that there is topography that should

be accounted for in the processing of the data. A pitfall

in the surface-wave method is that the anomalous disper-

sion associatedwith buried or topographical obstructions

must be accounted for before the inversion procedure is

applied. As an example, Figure 10 shows a simple

synthetic model to evaluate the effect of topography

on surface-wave dispersion curves. Figure 10a shows

the S-wave velocity model with topography, in which

30 vertical-component shot gathers with a shot spacing

of 4 m are computed by the 2D elastic-wave equation with

60 receivers located every 2 m on the surface. Figure 10b

shows the phase-velocity profile with the topography. For
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which only contain the first arrival of the surface waves, are plotted against the
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comparison, Figure 10c shows the phase-velocity profile

for the same velocity model except that the free surface is

flat. Comparing the two results shows that there will be a

systematic error in the estimated S-wave velocity tomo-

gram unless the topography is accounted for. For the WD

method, topographic effects are automatically accounted

for by incorporating the free-surface topography into the

finite-difference simulations.

Qademah fault seismic data
Seismic data were recorded over the Qademah fault

located near the Red Sea coast of Saudi Arabia (Hanafy

et al., 2015). Surface geologic evidence suggests that

this fault extends 25 km along the north–south direc-

tion, and it could be an earthquake risk for the inhab-

itants of nearby King Abdullah Economic City. Four

different survey locations are selected to cross the

expected location of the Qademah fault. We applied

the early-arrival waveform inversion (EWI) method to

near-surface refraction data to obtain a P-wave velocity

tomogram (Sheng et al., 2006). Compared with FWI

(Tarantola, 1984), EWI avoids a high-frequency assump-

tion but has more reliable convergence properties be-

cause it needs to explain only the early arrivals in the

recorded traces. The first-arrival traveltimes were picked

and inverted (Nemeth et al., 1997) to give the P-velocity

tomograms shown in the left column of Figure 11. The

right column contains the surface-wave COGs. The LVZs

in the P-wave velocity tomograms indicate low-velocity

anomalies at the near surface that give rise to the delayed

Rayleigh arrivals in the COGs. In addition, there is signifi-

cant dispersion in the COGs of Figure 11b and 11d as the

Rayleighwaves enter the downthrown side of the normal

fault. The solid red lines are interpreted as part of the

Qademah fault system, and the yellow arrows in the

COGs refer to Rayleigh waves. The COG profile in Fig-

ure 11h is not consistent with the fault marked as the red

dashed line in Figure 11g. The reason is that the depth of

this fault is more than 60 m below the recording surface,

which is below the penetration depth of the Rayleigh

waves. By combining the interpretation of Rayleigh-wave

COGs and P-wave velocity tomograms, faults can be

identified with greater certainty (Hanafy, 2015).

East Africa seismic data
Seismic data are collected over a basin near Olduvai

Gorge, Tanzania in East Africa, where the shot spacing

is 10 m, the receiver spacing is 5 m, and there are 240

traces per shot gather to give a total of 320 shot gathers.

The goals are to estimate the basin depth and the near-

surface geology. Figure 12 depicts a typical shot gather

and the associated dispersion curve (Li and Hanafy,

2016). We can easily pick the dispersion curve along

the peak amplitude in the phase-velocity image.

According to theWDmethod, the dispersion curves are

inverted and the resulting S-wave velocity tomogram is

shown in Figure 13a, in which the dashed lines are inter-

preted as fault structures. This interpretation is consistent

with the interpretation of faults in the P-

wave velocity tomogram in Figure 13b

and the COGs in Figure 13c. Here, a fault

is suggested by a sudden delay in the on-

set of surface waves at the dashed lines. It

is to be noticed that the slower S-wave

velocity leads to a higher resolution in

the S-wave velocity tomogram compared

to the P-wave velocity tomogram. The

joint interpretation of the S-wave and

P-wave velocity tomograms and the COGs

strongly suggests the presence of these

fault-like structures, which provides a

new interpretation to the geology of

this basin.

As the Rayleigh wave enters the down-

thrown side of the normal fault, the

arrivals slow down to reveal the graben

structures indicated by dashed lines.

These COGs are a convenient means

for quickly identifying the possible loca-

tions of near-surface faults. For example,

the dashed white faults are more reliably

interpreted than are the dashed red faults

because they are indicated by breaks in

the COG events as well as localized veloc-

ity anomalies in the tomogram. The S-

wave velocity tomogram inverted from

surface waves can sometimes be nonun-

ique so that there are other models that

Figure 9. (a) Picture of a rock wall and a seismic line denoted by the red line;
the green triangles denote some of the geophone locations, (b) interpreted geol-
ogy (red circle is dry soil and the blue circle indicates mineral deposits), and
(c) S-wave velocity profile computed from the relationship between the depth
and wavelength along the seismic survey line.
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can also satisfy the same data. To reduce this uncer-

tainty, higher-order modes or other types of data can also

be inverted. Another possibility is H/V inversion of micro-

tremor data in which the ratio of the horizontal H and

vertical V amplitude is inverted to give the depth of

the basin. This inversion procedure typically assumes

a local 1D velocity model, knowledge of the 1D S-wave

velocity profile, and the recording of the horizontal-

and vertical-particle velocities in microtremor data

(Nakamura, 1989; Konno and Ohmachi, 1998; Bonnefoy-

Claudet et al., 2006). A more robust approach is to invert

for the S-wave velocity tomogram by simultaneous inver-

sion of the dispersion curves and H/V data (Lontsi

et al., 2016).

Passive seismic data in Long Beach, California
Ambient noise seismic data were recorded in Long

Beach, California, and the primary goal was to assess

the area for subsurface oil deposits. A secondary goal

was to use the surface waves to identify the subsurface

geology for earthquake hazard assessment.

More than 5200 seismometers were deployed (see

Figure 14a) to record more than several months of am-

bient noise data (Lin et al., 2013; AlTheyab et al., 2016).

These records were correlated with one another and

stacked to compute approximate Green’s functions at

each receiver. An example of a virtual CSG is shown in

Figure 14b, where it is clear that there is a strong asym-

metry between the arrivals at the negative and positive

times. This is because the microtremor sources are

primarily from ocean waves, and most of the ambient

noise is coming from the waves crashing against the

shore just to the south of the array.

A 1-Hz narrow-pass filter is applied to the virtual CSGs,

and the traveltimes are determined by frequency-

time analysis (Bensen et al., 2007), where the smoothed

traveltime map for a single shot is shown in Figure 14c.

These traveltimes are for fundamental-mode Rayleigh

waves that propagate along the surface, and so they can

be used to give the phase-velocity map in Figure 14d for

Rayleighwaves. The high-order Rayleigh-wavemodes are

ignored because they are difficult to identify in this data.

Averaging the phase-velocity tomograms for all virtual

shot gathers, with a virtual source at each of the geo-

phones, gives the averaged S-wave velocity tomogram in

Figure 15c. The colors in this tomogram delineate differ-

ent geologic regions in the basin that correspond to the

illumination depths associated with a 1-Hz surface wave.

In addition, the backscattered surfacewaves can bemi-

grated (AlTheyab et al., 2016) to give the migration image

along the surface (Figure 15a). The sharp features in the

migration image roughly correlate with the sharp color

transitions in the S-wave velocity tomogram (Figure 15b).

This is not surprising because sharp transitions of velocity
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can correspond to fault scarps that sepa-

rate one rock type from another. There is

a low-velocity boundary along the white

dashed line in the S-wave velocity tomo-

gram, which also coincides with a sharp

transition in the migration image. Another

prominent feature in both images is a LVZ

in the southeast region, which is expected

to display relatively low velocities. For ex-

ploration geophysics, the combined inter-

pretation of smoothly varying S-wave

velocity tomograms and sharply varying

migration images can pinpoint areas of

strong statics as well as potential hazard-

ous regions for drilling (de Ridder and

Dellinger, 2011; de Ridder et al., 2014).

Figure 11. Panels (a, c, e, and g) are P-wave velocity traveltime tomograms associated with four different seismic surveys along
the Qademah fault. Panels (b, d, f, and h) are the COGs.
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Figure 14. Long Beach passive experiment:
(a) The red dots denote locations of passive
seismometers, and the blue dashed line is the
receiver line for the virtual source denoted
by the yellow star, (b) virtual shot gather (with
receivers along the blue dashed line in panels
[a and b]) computed from ambient noise
data recorded for more than two weeks,
(c) smoothed traveltimes picked from funda-
mental Rayleigh-wave arrivals band-limited
around the 1 Hz component of Rayleigh waves,
and (d) Rayleigh-wave phase-velocity tomo-
gram reconstructed from one virtual shot
gather in the Long Beach passive array data;
the color bar at the bottom denotes the Ray-
leigh-wave velocity values. Images adapted
from Lin et al. (2013).
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Summary
We presented a review on how surface waves can be

used to estimate the subsurface S-wave velocity distri-

bution. The P-wave and S-wave velocity tomograms

can be used in conjunction with COGs of surface waves

to identify the location and dip orientation of shallow

faults. Lower frequencies lead to deeper penetration

of surface waves and the characterization of deeper

sediments. The potential pitfall with interpreting faults

only from COGs is that rapid delays in the surface-wave

arrivals might be indicative of strong lateral contrasts in

the S-wave velocity, not necessarily faults. In this case,

other methods such as surface-wave migration and P-

wave velocity traveltime tomograms should be used to

distinguish faults from lateral velocity variations. The

main limitation of surface waves is that they are typi-

cally sensitive to S-wave velocity variations no deeper

than approximately half to one-third of the dominant

wavelength. For exploration surveys, this limits the

depth of investigation to be no deeper than approxi-

mately 0.5–1.0 km. Another potential pitfall is that topo-

graphical obstructions and near-surface attenuation

can also affect the character of the surface-wave

dispersion curves. Without either incorporating or re-

moving these effects, the solution will have a systematic

error in the estimated shear velocity.

To summarize, we update in italics a phrase in

Tucker and Yorston (1973) so it is applicable to the in-

terpretation of surface-wave images.

“Here, with surface-wave tomograms, real struc-

tures can be suppressed, false bedding created, faults

smeared, and all of the geology lost. Only through the

joint interpretation with other data images, such as

migration images, P-wave velocity tomograms and

COGs, and the constant rapport be-

tween the geologist, the interpreter,

and the processing engineer will misin-

terpretation be avoided.”
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