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Abstract: We present the design and experimental evaluation of an

Optical Multicast System for Data Center Networks, a hardware-software

system architecture that uniquely integrates passive optical splitters in a

hybrid network architecture for faster and simpler delivery of multicast

traffic flows. An application-driven control plane manages the integrated

optical and electronic switched traffic routing in the data plane layer. The

control plane includes a resource allocation algorithm to optimally assign

optical splitters to the flows. The hardware architecture is built on a hybrid

network with both Electronic Packet Switching (EPS) and Optical Circuit

Switching (OCS) networks to aggregate Top-of-Rack switches. The OCS

is also the connectivity substrate of splitters to the optical network. The

optical multicast system implementation requires only commodity optical

components. We built a prototype and developed a simulation environment

to evaluate the performance of the system for bulk multicasting. Experi-

mental and numerical results show simultaneous delivery of multicast flows

to all receivers with steady throughput. Compared to IP multicast that is

the electronic counterpart, optical multicast performs with less protocol

complexity and reduced energy consumption. Compared to peer-to-peer

multicast methods, it achieves at minimum an order of magnitude higher

throughput for flows under 250 MB with significantly less connection

overheads. Furthermore, for delivering 20 TB of data containing only

15% multicast flows, it reduces the total delivery energy consumption by

50% and improves latency by 55% compared to a data center with a sole

non-blocking EPS network.
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1. Introduction

Traffic in cloud computing data centers has shifted in recent years from predominantly (80%)

outbound (north-to-south) to mostly (70%) rack-to-rack (east-to-west) pattern [1, 2]. This in-

crease in rack-to-rack traffic that is also the case for High Performance Computing (HPC) has

introduced complex patterns involving several nodes with large flow sizes such as multicast

i.e., transmitting identical data from one-to-many nodes. Many data center applications that use

distributed file systems for storage and MapReduce [3] type of algorithms to process data, in-

herently require multicast traffic delivery. Distributed file systems use state-machine replication

as a fundamental approach to build fault tolerant systems. Many of these systems use Paxos [4]

algorithm or its variations to provide strong data consistency guarantees. Paxos-type algorithms

entail group communication primitives that are mainly multicast.

For example, Google File System (GFS) [5] uses Chubby [6] that is a Paxos-based system.

Ceph [7] is also a distributed file system that relies on Paxos. Similar traffic patterns exist in

Hadoop Distributed File System (HDFS) [8] and in the shuffle stage of the MapReduce algo-

rithm. Parallel database join operation [9] includes multicast of several hundred megabytes, and

the broadcast phase of Orchestra [10] controlled by Spark [11] involves 300 MB of multicast

on 100 iterations. Multicast traffic is also frequent in other data center applications such as

Virtual Machine (VM) provisioning [12] and in-cluster software updating [13] where 300–800

MB of data are transmitted among hundreds of nodes. Additionally, multicast traffic delivery

will facilitate one-to-many VM migrations.

Current data center networks do not natively support multicast traffic delivery. Internet Pro-

tocol multicast (IP multicast) [14] is the most established protocol for one-to-many transmis-

sion in electronic networks. Supporting IP multicast requires complex configurations on all

the switches and routers of the data center network [15]. Scaling IP multicast is also a chal-

lenge in multi-tier networks with several IP subnets. Due to the scaling and stability issues with

IP multicast [16] and the importance of multicast in data centers, there is a growing interest

in improving the performance of IP multicast. To improve scalability, [17] proposes a Soft-

ware Defined Networking (SDN) [18] solution to manage multicast groups. LIPSIN [19] and

ESM [20] rely on encoding forwarding states in in-packet Bloom Filters. Datacast [21] intro-

duces an algorithm to calculate multiple edge-disjoint Steiner trees, and then distributes data

among them. Despite these efforts, IP multicast is not supported in the majority of current data

center networks and multicast traffic is transmitted either through sequence of unicast transmis-

sions or through application layer solutions such as peer-to-peer methods [22]. These methods

are inherently inefficient since they send multiple copies of the same data. Furthermore, such

multicast traffic typically suffers from excessive latency that increases with the number of re-

ceivers as well as large connection overheads.

In conventional data centers, the interconnection network is an Electronic Packet Switch-

ing (EPS) network [23, 24]. Due to the switching cost and cabling complexity, providing a

non-blocking EPS network in data centers is a challenge and networks are often forced to rely

on over-subscription. Optical Circuit Switching (OCS) is data rate transparent and consumes

less switching energy [25]. A hybrid architecture as shown in Fig. 1, providing OCS and EPS

along with an SDN control plane to manage the traffic between them, can deliver a viable

co-optimized solution [26, 27]. Performing optical switching in data centers would make an

immediate improvement in energy efficiency since it eliminates the optical-to-electrical con-

versions at the switches. Moreover, transmitting larger flows by optical links decreases the

traffic load in the aggregation and core tiers and reduces the total switching cost by allowing

higher over-subscription on the EPS network.

In [28, 29], the authors proposed the concept of using optics’ advanced functionalities for

faster delivery of complex traffic patterns such as multicast, incast and all-to-all-cast over an
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Fig. 1. Optical multicast system network architecture built over a hybrid network, enabling

optical multicast by passive optical splitters and an SDN control plane, (ToR: Top-of-Rack).

OCS substrate in data center networks. For example, leveraging passive optical splitters for

multicast and time and wavelength multiplexing for incast. Optical layer multicast [30] in the

context of transport networks, has been used by researchers to increase the logical connectivity

of the network and decrease hop distances at the routing nodes [31]. It is achieved either by

passive splitting or frequency conversion in a periodically poled lithium niobate (PPLN) [32].

In contrast to transport networks, the main challenge in implementing an end-to-end system

containing optical modules in data center networks, is the control and management integra-

tion with conventional data center EPS networks. Moreover, larger multicast groups and faster

reconfiguration is necessary. SDN along with cross-layer designs [33, 34] can overcome this

critical challenge and provide the optical modules functionalities seamlessly to the higher lay-

ers.

In this paper, we present the design and experimental evaluation of an Optical Multi-

cast System for Data Center Networks; an integrated hardware-software system architecture

that enables native physical layer optical multicast in data center networks. We designed an

application-driven control plane architecture to i) receive multicast connection requests from

the application layer, ii) control the routing of the electronic packet switches, optical circuit

switches, and connectivity of optical splitters in the data plane, and iii) optimally assign optical

splitters to the flows with a resource allocation algorithm. The hardware architecture (Fig. 1)

is built on a hybrid network, i.e. the Top-of-Rack switches are simultaneously aggregated by a

L2/L3 EPS network and an OCS network provided by an Optical Space Switch (OSS) (OSS is

a switching substrate that provides an optical circuit between any idle input and output ports,

without optical to electronic conversion [35, 36]). The OSS is also the substrate to connect

passive optical splitters to the optical network. The control plane software runs on the SDN

controller and communicates with the hosts through the EPS network. We built a prototype to

experimentally evaluate the performance of the system and also developed a simulation plat-

form to numerically assess its performance at scale.

Experimental and numerical results show that optical multicast transmits multicast flows si-

multaneously to all the receivers. It provides similar throughput for delivering multicast flows as

IP multicast but i) does not require applying complex configurations on all the switches/routers

of the data center to enable IP multicast since multicast trees are directly created by the SDN

controller, ii) has superior energy efficiency since it is built on an OCS network that consumes

less energy than an EPS network, iii) is future-proof due to the data rate transparency of the sys-
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tem. In addition, optical multicast can be a compliment service to IP multicast for bulk traffic

delivery in real-life scenarios that the Ethernet network is highly over-subscribed. Compared to

unicast transmissions where the throughput is inversely proportional to the number of receivers,

optical multicast have steady performance irrespective to the multicast group size. Compared

to peer-to-peer multicast, it provides at minimum an order of magnitude higher throughput for

flows with sizes under 250 MB. Also, it results in shorter and fixed connection overhead (OSS

reconfiguration time) that is independent of the number of receivers. Furthermore, the optical

multicast architecture is designed to enable direct integration with additional optical modules

for optical incast and all-to-all cast functions in data center networks.

Adding the optical multicast system to a data center with a sole non-blocking EPS network

decreases the total energy consumption by 50% while delivering 20 TB of data containing 15%

multicast flows. The latency also drops by 55%. The improvements are more significant in the

case of over-subscribed EPS networks and larger volumes of multicast flows. We also evaluated

the resource allocation algorithm with an optimal and greedy heuristic solutions. Our numerical

results show that the greedy algorithm is a practical and efficient approach for the control plane.

Furthermore, the architecture is designed to enable direct integration with additional optical

modules for optical incast and all-to-all cast functions in data center networks.

The rest of this paper is organized as follows. In Section 2, we explain the details of optical

multicast, the software and hardware architecture, and the prototype testbed. Section 3 shows

the evaluation of different components of the control plane including the resource allocation

algorithm. Section 4 is devoted to experimental and numerical evaluations for multicast traf-

fic delivery as well as the cost and energy efficiency analysis of the architecture. Section 5

presents an end-to-end implementation of Ring Paxos on the optical multicast prototype. Sec-

tion 6 explains the potential design to address incast using optical multicast architecture and we

conclude in Section 7.

2. Architecture and implementation

The optical multicast system architecture consists of a 3-layered software component that runs

on an SDN controller, and a hardware component built upon an optical circuit switching net-

work. Passive optical splitters are connected to the ports of the OSS and a resource allocation

algorithm assigns the splitters to the flows. In this section, we demonstrate the physical layer

optical multicast enabled by passive optical splitters. We present the hardware and software

architectures, demonstrate the prototype implementation, and discuss its scalability.



Table 1. Insertion loss and cost of the commodity passive optical splitters [39].

Splitter Size Insertion Loss (dB) Cost ($)

1:4 7.3 14.00

1:8 10.5 18.70

1:16 13.8 36.10

1:32 16.8 62.00

1:64 20.5 132.00

2.1. Hardware architecture

Physical Layer Optical Multicast: Physical layer optical multicast is performed by optical

splitters. As illustrated in Fig. 2(a), these are passive modules that divide the input optical signal

to several optical signals by splitting the signal power at predetermined ratios. Optical splitters

are manufactured by the Planar Lightwave Circuit (PLC) technology [38] and are commercially

available up to 1:128 ratio with the footprint of 2 cm2 [39]. These splitters are widely used in

Passive Optical Networks (PON) [40] for Fiber-To-The-x (FTTx) [41] applications. Table 1

shows the insertion loss and the cost of commodity optical splitters.

As shown in Fig. 1, the hardware architecture is built on a hybrid network. ToR switches

are simultaneously aggregated by an optical circuit switching network provided by an OSS

and an electronic packet switching network provided by a L2/L3 EPS. MEMS-based OSSs

provide high port count optical switching substrates without optical to electronic conversions.

Integrated OSS also exist with lower port counts but faster switching speed [42].

ToRs are connected to the OSS by point-to-point optical links and copper cables provide

connectivity to the electronic packet switch. Integrated optical splitters have fiber connections

and are connected to the ports of the OSS. The controller configures the routing of the OSS and

ToRs via OpenFlow [43]. Optical splitters are passive and do not require any configuration.

Figure 2(b) demonstrates physical layer optical multicast between the racks in a data center

network using passive optical splitters. Multicast trees are created between the senders and

the receivers by configuring the OSS ports. The sender S1, is connected to the input port of

the splitter and receivers R1,. . . ,Rn are connected to the output ports. The upper bound for the

multicast group size is set by the optical link power budget.

2.2. Software architecture

Application-driven Networks: Application-driven networking [44–46] and SDN are increas-

ingly used for designing cloud-based data center networks. Big-data applications are also mov-

ing in this direction. For example, in Hadoop [47], NameNode and JobTracker are the compute

and storage controllers that manage the HDFS and MapReduce tasks, respectively, over the

nodes. Global knowledge of application processes and the storage systems, as well as the cen-

tral management of the network, can be intelligently used to improve the performance of big

data applications. While designing the software architecture, we take the application-driven

approach, as it seems to be the emerging direction.

Figure 3 demonstrates the software architecture consisting of the application, control plane,

and the data plane layers. The network controller (including the resource allocation component)

is in the control plane layer. It receives multicast traffic requests from the application layer via

the northbound API. It configures ToRs, OSS and optical splitters connectivity in the data plane

accordingly through the southbound API.

The central storage and compute controllers provide the traffic matrix of multicast flows to

the network controller. For each flow request, the traffic matrix provides the flow ID, the sender

and receivers servers IDs and the flow size. The resource allocation algorithm processes the

traffic matrix and assigns flows to the optical splitters with the goal of maximizing the traffic
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Fig. 3. The 3-layered software architecture performs: i) Configuration of the OSS and ToRs,

and connectivity of the optical splitters in the data plane layer, ii) Receipt of multicast

traffic matrix at the application layer from the central compute and storage controllers, iii)

Assignment of optical splitters to the flows by a resource allocation algorithm.

offloaded to the optical multicast system (see Section 2.3). The output of the resource allocation

algorithm is a set of configurations corresponding to the selected flows and the splitters. The

network controller sets the configurations to the ToRs and OSS through the Southbound API.

Once the configurations are finished, the network controller notifies the servers involved in the

scheduled flows to begin the transmission through the northbound API. Upon completing the

transmission, the receivers notify the network controller and it releases the splitters and servers

involved in the scheduled flows. The traffic matrix is updated with flows from the applications

and the resource allocation algorithm selects the next set of flows. Servers can also request for

multicast connection via Northbound API. The network controller aggregates multicast flows

between the servers that share the same rack and inserts them in the traffic matrix.

2.3. Resource allocation algorithm

The objective of the resource allocation algorithm is to maximize the multicast traffic offloaded

to the optical multicast system under the constraint of limited number of splitters. Depending

upon the reallocation strategy, the resource allocation algorithm allocates flows to the splitters

when a certain number of splitters are available. The reallocation strategy can be myopic (im-

mediate reallocation of free splitters) or far-sighted (wait for a large number of free splitters

before reallocation).

We model the resource allocation problem as an Integer Program. We denote by F the number

of multicast flows and by R the number of racks. Multiple multicast flows can have the same

sender and receiver racks. To simplify presentation, we refer to a flow as an aggregate of all the

flows with the same set of senders and receivers. Each flow i has a size fi and the number of

optical splitters required si (if si > 1, splitters are cascaded). The binary variable ai indicates

if flow i is scheduled in the current computation. r j is 1 if the rack j is available at the current

iteration. The constant mi j is 1 if the ith flow requires rack j as a sender or a receiver. S denotes

the number of splitters available and we assume that all modules have an identical number of

ports (our model can be extended to support different number of ports). The problem can then

be formulated as follows:

max∑
i

ai · fi (1)

F

∑
i=1

ai ·mi j ≤ r j ∀ j = 1 · · ·R (2)

F

∑
i=1

ai · si ≤ S (3)



At every iteration, the resource allocation algorithm selects the set flows from the traffic

matrix that maximizes the objective (1). Each node has a single optical port and can serve only

one flow at any instant, which is modeled by the constraint (2). Finally, the limit on the number

of optical splitters is modeled by (3).

Optimal Solution: The Integer Program above, is a variant of the NP complete multidimen-

sional knapsack problem [48]. The Integer Program can be optimally solved by branch-and-

bound methods. The optimal branch-and-bound methods can be potentially time consuming

and lead to wasted optical resources (In Section 3.2, we show that optimal calculation for a

large number of racks and flows can exceed the typical OSS reconfiguration time of 20-30 ms).

Thus, we also employ a heuristic to efficiently solve the resource allocation problem.

Greedy Solution: The greedy algorithm iteratively selects the flows with the maximum values

of traffic, ∑
H
j=1 fi ·mi j and checks if the flow can be scheduled (optical ports of all associated

racks are free and required number of optical splitters are available). If yes, then the flow is

scheduled and the racks and optical modules are marked as occupied. The greedy approach is

faster but sub-optimal.

2.4. Prototype and testbed

Figure 4(a) shows the optical multicast system prototype configuration used in the experimental

evaluations (see Section 4). It consists of 8 racks, each consisting of one server. Each server is

equipped with a dual-port 10G Network Interface Controller (NIC), an Intel Xeon E5-2430

6-core processor and 24 GB of RAM. A Pica8 P-3920 10G OpenFlow switch is divided into 8

bridges that operate as 8 separate ToR switches. The EPS network among the ToRs is provided

by a Juniper EX4500 switch. The Juniper EX4500 is a 40-port non-blocking 10G Ethernet

switch that consumes 350 W and has a 2.7 µs latency. 10G Small Form-factor Pluggable (SFP+)

Direct-Attached (DA) cables are used to connect ToRs to the Juniper switch.

The optical network is an OCS constructed by a Calient S320 OSS. The Calient S320 is

a 320-port MEMS OSS with the connection setup time of 25 ms, 20 ns port-to-port latency,

45 W operation power, and a typical 2.0 dB insertion loss. 18 ports of the Calient switch are

used to connect 8 ToRs and two 1:4 passive optical splitters. 1:4 optical splitters have 7.3 dB

insertion loss and are connected to the Calient S320 by single-mode fibers. Optical to electronic

conversions at ToRs are carried out by 10GBASE-ZR SFP+ transceivers and single-mode fibers

provide optical links to the Calient S320. The controller server is also equipped with a dual-port

10G NIC, two Intel Xeon E5-2403 4-core processors and 24 GB of RAM.

We used Floodlight as the southbound API since the majority of commercial ToRs and OSSs

are now OpenFlow enabled. For the OSSs that do not support OpenFlow, we developed a

python-based API that controls the switch using TL1 commands. For the northbound API,

we implemented a fast pub/sub messaging system using open-source libraries of Redis [49].

Byte size messages are transmitted through the EPS network from the network controller to the

servers. The messaging system is much faster than the REST API, conventionally used as the

northbound API.

2.5. Scalability

The scalability of the hardware architecture is determined by i) multicast group size, and ii)

OSS port count. Every 1:2 optical multicast reduces the signal power by 3 dB. A 1:64 optical

multicast requires 18 dB (20.5 dB in a manufactured device) link power budget that can be

provided by SFP+ ZR transceivers. Cascading sixteen 1:32 passive optical splitters to the output

ports of one 1:16 active optical splitter scales optical multicast group size to 512 racks using

545 optical ports. Active optical splitters provide lossless splitting using semiconductor optical
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Fig. 4. Optical multicast system prototype: (a) Configuration, and (b) Picture. The prototype

consists of an Ethernet switch, an OSS, 8 ToR emulated by an OpenFlow switch, 8 servers,

two 1:4 optical splitters, and an SDN server that runs the control plane software.

amplifier (SOA) [50]. They can also provide tunability in the splitting ratio using Mach-Zehnder

Interferometers (MZI) [51] to create asymmetric multicast trees.

MEMS OSS with 320 ports are commercially available [35] and 1100 port implementation

was presented in [52]. Considering same number of splitter ports as number of racks, a 1100

port OSS can support 512 racks and maximum multicast group size of 512 (broadcast). Multiple

OSSs (with an SDN controller to manage the traffic among them) can be placed in ring or tree

topologies to support larger number of racks. Commodity OSSs are open-flow enabled and

compatible to integrate with SDN data centers.

Software architecture scalability is imposed by the control plane delay. The control plane

achieves an average end-to-end delay of 30–50 ms for processing 320 multicast jobs in a 320

rack data center (Section 3.1). The control plane delay grows slowly with increasing traffic ma-

trix and rack sizes. This makes the system scalable to support hundreds of racks and numerous

multicast flows.

3. Control plane evaluation

In this section, we evaluate the implementation of the prototype control plane. We measured

the execution delay of different control plane components. The results indicate that the control

plane incurs a very low overhead apart from the fixed OSS reconfiguration time. Moreover,

we numerically study the optimal and greedy resource allocation algorithms, the reallocation

strategies, and the impact of number of splitters. Our results show that: (i) the greedy heuristic

is a practical and efficient solution to the resource allocation problem, (ii) a myopic reallocation

strategy, can be more efficient than a far-sighted strategy, and (iii) deploying a large number of

small splitters improves the performance of flows with small multicast group sizes.

3.1. Control plane

The total delay of the control plane consists of communicating via the northbound (Redis Mes-

saging System) and southbound APIs, the resource allocation algorithm, and the network con-

troller software. For Redis, we measured the average latency for transmitting 100 messages of

20 bytes between the controller and the servers. In our measurements, we did not include the

ToR setup time (flow rule entry), since it is much faster (5–10 ms) than the OSS reconfigura-

tion and is executed in parallel. Table 2 shows the average delay of different components for a

configuration of 320 ToRs, processing traffic matrix of 320 multicast flows with ten 1:32 opti-

cal splitters on the prototype controller server. The total delay is 52.8 ms and 32.3 ms for the

optimal and the greedy algorithms respectively.



Table 2. Average control plane delays measured on the prototype.

Control Plane Component Delay (ms)

Northbound API (Redis) 0.65

Computing an optimal solution 22.40

Computing a greedy solution 1.90

Network Controller software 4.8

OSS reconfiguration 25

Total (Optimal): 52.8

Total (Greedy): 32.3

3.2. Algorithm evaluation

We study the performance of the resource allocation algorithm through simulations. In our

evaluations, the resource allocation algorithm runs on a traffic matrix of a given size, which

is periodically repopulated with random flows. The flow sizes are uniformly distributed be-

tween 250 MB–2.5 GB and the multicast group is selected uniformly randomly among all the

racks subject to a maximum group size. We modeled the OCS network with link speed and

reconfiguration delays as measured on the prototype. The simulation time includes the OSS re-

configuration delay, the resource allocation algorithm computation delay, and the transmission

time on the optical links. The results are averaged over several runs of 200 seconds simulation

time. We define following metrics for our evaluations:

i) Achievable Throughput: Average throughput over the optical network excluding the

throughput loss due to the idle time during resource allocation algorithm computation:
Traffic Transmitted

(Total Time - Total Algorithm Time) . ii) Effective Throughput: Overall average throughput over the

optical network: Traffic Transmitted
Total Time .

The achievable throughput is the theoretical maximum throughput that can be achieved by

providing more computation power to the controller and using advanced optical switching tech-

nologies.

3.2.1. Optimal vs. greedy allocation

We computed the achievable and effective throughput for different traffic matrix sizes in a 320

rack network with twenty 1:16 splitters and maximum multicast group size of 32. Figure 5(a)

shows the achievable and effective throughput as a percentage of the maximum bandwidth

of the optical network. The achievable throughput for the both optimal and greedy solutions

increases as the traffic matrix size increases. A larger traffic matrix increases the probability

of scheduling larger flows, thus, increasing the achievable throughput. The optimal algorithm

incurs large computation delay in processing large traffic matrix sizes and consequently, the

effective throughput reduces with increasing matrix sizes. The difference between the achiev-

able and effective throughput for the greedy algorithm is small due to fast algorithm computa-

tion. In summary, the greedy algorithm is an efficient heuristic in practice as it trade-offs the

sub-optimal solution with faster performance. The optimal solution’s computation time can be

reduced by a more efficient implementation of the branch-and-bound method.

3.2.2. Reallocation strategy

We evaluate the reallocation strategies by measuring the achievable and effective throughput

vs. the number of free splitters prior to reallocation. Figure 5(b) shows the results for an archi-

tecture of 320 racks and twenty 1:16 splitters. Myopic reallocation (waiting for a small number

of splitters before reconfiguration) of free optical splitters, leads to a higher achievable through-

put for both optimal and greedy solutions. Reconfiguring the switch as soon as a few splitters
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Fig. 5. (a) Achievable and effective throughput of the optimal and greedy algorithms vs. the

traffic matrix size, (b) Impact of the reallocation strategy on the maximum achievable and

effective throughput, and (c) Effect of optical splitter size on the maximum achievable

throughput for 160-640 racks.

are available prevents wastage of optical resources (e.g. when a large flow and a small flow

are scheduled together, a small flow will finish much faster). The far-sighted strategy (waiting

for a large number of splitters before reconfiguration) leads to less frequent reconfigurations

and consequently less overhead due to OSS reconfiguration and control algorithm delay. Since

the optimal algorithm has a large control overhead, the effective throughput of the optimal al-

gorithm is higher for the far-sighted strategy. However, far-sighted strategy results in a lower

achievable throughput for the greedy algorithm. For the greedy algorithm, the control overhead

is relatively low and the losses due to the idle time dominate.

3.2.3. Optical splitter sizing

Due to the limited number of ports on the OSS, only a fixed number of splitters can be used.

Thus, it is important to determine the optimal number and size of the splitters. We evaluate the

achievable throughput for the optimal algorithm for a traffic matrix of 100 multicast flows with

maximum group size varying between 2.5%–25% of the number of racks. We consider the total

number of racks ranging from 160 to 640 with an equal number of OSS ports in each scenario.

Figure 5(c) shows the achievable throughput vs. the optical splitter widths (as a percentage

of the number of racks) for different maximum multicast group sizes. The average throughput

values are normalized to the same scale after accounting for increased capacity due to number

of ports in each scenario. We observe that for smaller multicast group sizes, the achievable

throughput is higher with narrower but larger number of splitters. The achievable throughput

decreases as the multicast group size increases as several modules need to be cascaded to serve

one single flow. As a rule of thumb, we will use splitter sizes between 5–10% of the total number

of racks. This range of splitter size limits excessive cascading for larger multicast group sizes

and provides higher throughput.

4. System evaluation

In this section, we evaluate the performance of Optical Multicast System for transmitting bulk

multicast flows and compare it with IP multicast, unicast, and peer-to-peer methods. In all

evaluations, optical multicast refers to physical layer optical multicast using passive optical

splitters. We start by presenting experimental results measured on the prototype testbed. Next,

we present numerical evaluations at scale, computed on our custom simulation platform and

conclude with the cost and energy efficiency analysis. We use following metrics:

i) Transmission Time: Time to deliver a flow excluding the connection overheads.

ii) Latency: Total time to deliver a set of flows including all connection and control plane
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overheads.

iii) Throughput: Link throughput while transmitting one flow: Flow Size
Transmission Time .

iv) Connection Overheads: The total delay from a request to begin the flow transmission.

v) Energy Consumption: Energy (Joules) = Power (Watt)×Transmission Time (Seconds).

We compare the performance for delivering a traffic matrix of multicast flows with i) IP

multicast that creates a multicast tree (star for the 1-hop topology in our prototype) using

spanning-tree algorithm, manages the multicast group memberships, and replicates packets at

the switch/router, ii) sequence of unicast transmissions on the EPS network, iii) peer-to-peer

method that imitates multicast transmission by creating many-to-many connections using bit-

torrent [22], and iv) an optical circuit switching network not equipped with the optical multicast

system.

We perform comparison with both non-blocking and over-subscribed EPS networks as real-

world data center networks are typically over-subscribed. Moreover, since the extra optical

switching capacity in the optical multicast system allows further over-subscription of the EPS

network, this comparison helps us to evaluate the benefits of adding this system to a data center

network. Following are the network configurations in our evaluations:

• Physical layer optical multicast
• Transport layer IP multicast

– Non-blocking EPS network

– EPS network + background traffic

• Multicast through sequence of unicasts

– OCS point-to-point network

– Non-blocking EPS network

– EPS network + background traffic

• Peer-to-peer multicast using Twitter Murder

– Non-blocking EPS network

– EPS network + background traffic

Implementation Details: We used Iperf [53] to generate data and measure the link charac-

teristics. Iperf is a common network performance measurement tool that generates UDP and

TCP datagrams and measures the network throughput. UDP is an unreliable but fast and effi-

cient transmission protocol For a fair comparison against peer-to-peer multicast that guarantees

data delivery, we optimized the UDP buffer size and service type to achieve an average 0.35%

packet error rate for 4.2 Gbps throughput. The multicast transmission can be improved by using

reliable multicast protocols [54,55] in which, data is transmitted on the optical network and the

NACKs on the electronic network [56]. Flows are read/written in the host memory on transmis-

sion/reception to make maximal use of the optical link bandwidth. The Juniper EX4500 switch

in the testbed provides advanced Layer 3 functionality that allows IP multicast implementation.

For peer-to-peer multicast, we implemented Murder [13] that is a bittorrent-based fast data dis-

tribution platform developed by Twitter. We implemented Murder using the open source Herd

libraries [57]. To emulate over-subscription, we generated background traffic using Distributed

Internet Traffic Generator (D-ITG) [58] on a spare NIC of the servers.

4.1. Experimental results

In the first experiment, we transmit a traffic matrix of 50 multicast flows, with uniform distribu-

tion of flow size (250 MB–2.5 GB) and multicast group size (1–4). These flow sizes are chosen

based on the data center applications. As discussed in the introduction, parallel database join

operations include multicast flows of several hundred megabytes. For software updates (e.g. OS

updates) and VM migrations, the flow sizes are in the range of gigabytes. Figure 6(a) shows the
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Fig. 6. Experimental results: (a) Latency to deliver 50 multicast flows in a configuration of

8 racks and two 1:4 optical splitters. (b, c) Evaluating the effect of increasing number of

multicast receivers on the transmission time and the throughput of a 250 MB flow, (d, e)

Evaluating the effect of flow size on throughput for mice and elephant flows, (f) Evaluating

the effect of flow and multicast group size on peer-to-peer multicast connection overheads,

(BG: Background Traffic).

latencies over different network configurations. Optical multicast and IP multicast have com-

parable latencies. IP multicast with background traffic leads to 32% higher latency than optical

multicast. Transmitting multicast flows with sequence of unicast flows is twice as slower than

optical multicast. In this case, adding background traffic increases the latency by over 3x. Peer-

to-peer multicast on the EPS network is an order of magnitude slower than optical multicast

with and without background traffic. Transmitting the same traffic matrix in a hybrid network

not equipped with the optical multicast system takes twice as long. We observe that the OSS

reconfiguration time does not noticeably affect optical multicast latency for bulk multicasting.

Equipping an OCS network with optical multicast has significant impact on the multicast traffic

delivery. Furthermore, peer-to-peer is a time-consuming multicast data delivery method.

In the next experiment, we evaluate the effect of multicast group size on transmitting one

multicast flow. We measured the transmission time excluding the connection overheads. Fig-

ure 6(b) shows the results for a 250 MB flow. Optical multicast, IP multicast and peer-to-peer

have constant transmission time regardless of multicast group size. Unicast method transmis-

sion time increases linearly with the number of receivers.

We also measured the throughput vs. multicast group size as shown in Fig. 6(c). Optical mul-

ticast and IP multicast achieve the highest throughput regardless of multicast group size and we

compare all subsequent results with this value. Introducing background traffic decreases the

throughput of IP multicast to 73% of its original throughput. Unicast method’s performance

decreases with increasing group size. For multicast group of 7 receivers, unicast method’s

throughput is almost 30% of optical multicast. Background traffic reduces the throughput of

unicast further close to 16% of the optical multicast. Peer-to-peer multicast has a very low

throughput for a 250 MB flow size close to 10% of optical multicast. This result confirms that

multicast group size does not change the performance of optical and IP multicast. However,

unicast transmission performance is highly dependent on the number of receivers, as expected.

#241082 Received 25 May 2015; revised 31 Jul 2015; accepted 4 Aug 2015; published 14 Aug 2015 

(C) 2015 OSA 24 Aug 2015 | Vol. 23, No. 17 | DOI:10.1364/OE.23.022162 | OPTICS EXPRESS 22175 



Peer-to-peer method also has constant throughput over different multicast group sizes but it is

an order of magnitude lower than optical multicast.

We also measured the impact of the flow size on the throughput for optical multicast, IP

multicast, and peer-to-peer methods. For each measurement point, we performed 3 multicast

transmissions with 2–4 multicast receivers and average the throughput. However, based on

the previous experiment, the multicast group size has no impact on the performance of these

methods. We plotted all the measurements compared to the highest throughput that was for

optical and IP multicast.

Figures 6(d) and 6(e) show the results for mice and elephant flows, respectively. Optical and

IP multicast achieve similar performance irrespective of the flow size. Introducing background

traffic has lower impact on the throughput of mice than elephant flows. Peer-to-peer multicast

has an average throughput of 1–2% for mice flows. Its performance improves as the flow size

increases and it reaches similar performance as optical multicast for flows larger than 1.5 GB.

We conclude that peer-to-peer multicast is not efficient for transmission of mice multicast flows.

However, for very large flows, it achieves comparable performance as optical and IP multicast.

For peer-to-peer multicast, the impact of background traffic is more notable on transmission of

elephant flows.

We further compared the efficiency of optical multicast and peer-to-peer multicast by

measuring the connection overheads on transmitting 250 MB, 1 GB and 2.5 GB flows. Op-

tical multicast connection overhead is the OSS configuration time. For peer-to-peer multicast,

it is the bittorrent file (metadata of the flow) generation and peer-to-seed connection times. Fig-

ure 6(f) shows the results for 3–7 multicast receivers. Peer-to-peer multicast has significantly

higher and variable connection overhead that increases with the flow size.

We also measured the share of connection overheads in the latencies of the first experiment

presented in Fig. 6(a). For optical multicast, it was 5% of the overall latency but 47% for the

peer-to-peer multicast. We infer that peer-to-peer multicast has longer and varying connection

overheads that increases mainly by the flows size and slightly with the multicast group size.

However, the connection overhead for optical multicast is the fixed OSS reconfiguration time.

To summarize, optical multicast achieves similar performance as IP multicast regardless of

the flow size. The performance of optical multicast is not degraded by increasing the multicast

group size. Multicast transmission through sequence of unicast flows has link stress propor-

tional to the number of receivers and results in higher latencies. Peer-to-peer multicast is not

suitable for transmission of mice flows. However, it can be a reasonable solution for low-priority

bulk multicasting. Furthermore, adding the optical multicast system to a hybrid network will

significantly improve the performance of multicast flow transmission.

4.2. Numerical results

In order to evaluate the performance of the optical multicast system at scale, we developed a

custom packet-based simulation environment using NS3 libraries [59]. For optical multicast,

we used testbed measurements to adjust the channel end-to-end delay. We also added the OSS

reconfiguration time to the connection overheads and used on-off communication patterns to

generate data. To get statistically meaningful results, we repeated each experiment 10 times

and averaged the results. For our evaluations, we used following network configurations:

• Physical layer optical multicast

• Transport layer IP multicast

– Non-blocking EPS network

– 1:4 Over-subscribed EPS network

– 1:10 Over-subscribed EPS network

• Multicasting over sequence of unicasts
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Fig. 7. (a, b) Numerical results on the latency of delivering 320 multicast flows among

320 racks with ten 1:32 optical splitters, comparing optical with IP multicast and unicast

on an EPS network in non-blocking and over-subscription configurations, (c, d) Effect of

multicast group size on transmission time and throughput for a 250 MB flow, (e) Latency

improvement of a hybrid and optical multicast-equipped data center network in delivering

20 TB of data compared to a sole EPS network vs. percentage of multicast flows, (f) Cal-

culation of switching energy on delivering a 250 MB multicast flows to achieve similar

latency vs. Multicast Group Size, (OS: Over-subscribed, NB: Non-blocking).

– Optical point-to-point OCS network

– Non-blocking EPS network

– 1:4 Over-subscribed EPS network

– 1:10 Over-subscribed EPS network

In the first evaluation, we consider a network of 320 racks and ten 1:32 optical splitters. A

traffic matrix of 320 multicast flows with maximum multicast group size of 32 and flow size

of 250 MB–2.5 GB (both uniformly distributed) is transmitted on the networks. We used the

greedy resource allocation algorithm.

Figures 7(a) and 7(b) show the latencies for different network configurations. Optical mul-

ticast and non-blocking IP multicast achieve comparable latencies. For IP multicast, a 1:4 and

1:10 over-subscribed EPS network leads to 3x and 9x higher latencies, respectively. Multicast

through sequence of unicast transmissions over a non-blocking EPS network results in 50%

higher latency as compared to optical multicast. In this case, 1:4 and 1:10 over-subscription

decrease the latencies by 5x and 13x, respectively. Confirming the experimental results, OSS

reconfiguration time does not result in notable additional latency for bulk multicasting. Multi-

cast through unicast transmissions is not efficient for transmitting multicast flows, especially in

over-subscribed networks.

In the next set of numerical evaluations, we study the effect of multicast group size. Fig-

ure 7(c) shows the transmission time of a 250 MB flow to 5–100 multicast receivers. We ob-

serve that increasing the multicast group size does not affect the performance of optical and IP

multicast. However, the performance of unicast transmission degrades as the multicast group

size grows. Figure 7(d) shows the throughput with increasing multicast group size. Optical and

IP multicast achieve close to line-rate (10 Gbps) throughput. Over-subscription by ratios of 4
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Table 3. Power consumption and cost of the EPS, OCS and the Optical Multicast System

network components.

Component Per Port Energy (W)
Per Port

Cost ($)

10GBASE-SR SFP+ 1 260

10GBASE-ZR SFP+ 1.5 605

10G EPS Switching 8.75 575

Optical Switching 0.14 350

Optical Splitter 0 2

and 10, decreases the throughput of IP multicast to 2.36 and 0.94 Gbps, respectively. Finally,

the throughput of unicast transmission is inversely proportional to the number of receivers.

In order to better understand the impact of the optical multicast system on a data center net-

work, we computed the latency for delivering 20 TB of data based on the overall switching

capacity (including switching delays) for the following network configurations: i) An EPS net-

work in non-blocking, 1:4 and 1:10 over-subscription configurations, ii) A hybrid architecture

consisting of an OCS network and an EPS network in non-blocking, 1:4 and 1:10 configura-

tions, and iii) Optical multicast system with 320 splitter ports on a hybrid architecture with the

EPS network in non-blocking, 1:4 and 1:10 over-subscription configurations. In the sole EPS

configuration, the EPS layer serves both unicast and multicast (through sequence of unicast

transmissions) flows. In the case of hybrid configurations, the optical layer first serves all mul-

ticast flows and then transmits unicast flows along with the EPS layer. We varied the volume of

multicast flows 1–55% with average multicast group size of 16. As shown in Fig. 7(e), adding

an extra OCS network results in 48% lower latency than a sole EPS network. With 15% of

the total multicast flows, the optical multicast system reduces the latency by 55%. Adding the

optical multicast system to an over-subscribed EPS network, the latency is reduced by 83%

and 92% for 1:4 and 1:10 over-subscription ratios, respectively. The gains of adding the opti-

cal multicast system improve with increasing percentage of multicast flows and larger average

multicast group sizes.

4.3. Cost and energy efficiency

Optical circuit switching consumes considerably less power than electronic packet switching.

Table 3 shows the typical per port power values for commercially available EPS, OCS and the

optical multicast system network components. In the optical multicast system prototype, the

per port power consumption of optical switching is 60x lower than EPS. Furthermore, using

OCS in data centers avoids unnecessary optical-electrical-optical conversions at the electronic

packet switches. We computed the total switching energy to achieve similar latency values for

different network configurations. It is calculated based on the per port energy consumption and

the transmission time (E(J) = P(W ) t(s)), thus to achieve similar latency with electronic unicast

as optical multicast, more EPS ports (more bandwidth) are required, i.e. more energy consump-

tion. Figure 7(f) shows the switching energy as the multicast group size increases. To deliver a

250 MB multicast flow, optical multicast consumes an order of magnitude less switching en-

ergy than IP multicast. The difference grows to 2 orders of magnitude for IP multicast in a 1:4

over-subscribed network as well as the unicast method in a non-blocking configuration.

For a more comprehensive energy efficiency analysis, we computed the total energy con-

sumption (sum of the transceiver and the switching energy consumptions) for delivering 20 TB

of data in a 320 rack data center with an average multicast group size of 16. In Fig. 8(a), we

compare a solely EPS network with a hybrid network equipped with optical multicast. With

multicast flows constituting 15% of the total volume of the flows, a hybrid network equipped
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Fig. 8. (a) Improvement in energy consumption on delivering 20 TB of data with Hybrid

+ optical multicast network compared to a sole EPS network in non-blocking, 1:4 and

1:10 configurations (OS: Over-subscribed, NB: Non-blocking), (b) Ring Paxos run on IP

multicast supported EPS network and optical multicast-enabled network (message size: 8,

16 and 32 kbytes), (c) Enabling optical incast using passive optical combiners and Time-

Division Multiplexing of the senders by the SDN controller.

Table 4. Cost increase in adding an OCS network + Optical Multicast System to a 320 rack

data center EPS network under different over-subscription conditions.

Network Configuration Interconnection Network Cost Increase

Non-blocking EPS + OCS + Optical Multicast 156%

1:4 OS EPS + OCS + Optical Multicast 104%

1:10 OS EPS + OCS + Optical Multicast 87%

with optical multicast consumes up to 50, 80, and 91% less switching energy than a solely EPS

network in non-blocking, 1:4, and 1:10 over-subscribed configurations, respectively.

Enabling optical multicast in a hybrid network requires optical transceivers with higher out-

put power and extra optical switching ports to attach the splitters. The per port costs and energy

values for a typical transceiver used in hybrid networks (SFP+ SR) and the ones required for

the optical multicast architecture (SFP+ ZR) are presented in Table 3. We calculated the cost

of building a hybrid network + optical multicast vs. a non-blocking EPS network. Adding an

extra optical network increases the overall switching capacity of the data center. This allows

for supporting more servers or increasing the over-subscription ratio of the EPS network. Ta-

ble 4 shows the additional cost of building the optical multicast system, compared to a solely

non-blocking EPS network in 3 configurations: i) non-blocking, ii) 1:4 over-subscribed, and iii)

1:10 over-subscribed. We ignored the links cost in our analysis as it is negligible. We assumed

that the cost of an EPS network linearly reduces with increasing the over-subscription ratio.

Building a hybrid + optical multicast network with a 1:4 over-subscribed EPS network will

cost twice as much compared to a solely EPS non-blocking network. However, even with 10%

of the total flows being multicast, it will provide approximately 80% lower latency (Fig. 7(e))

and energy consumption (Fig. 8(a)). Furthermore, considering that network is only 15% of the

data center cost [60], the investment improves data center performance and reduces the oper-

ating costs. For large-scale data centers with more than 320 racks, the per port switch cost and

switching energy consumption scales linearly.

5. Paxos with optical multicast

As discussed in Section 1, distributed files systems are widely used as a data storage solution in

data center networks. Majority of these systems use Paxos algorithm or its variation to provide

strong consistency guarantees. Paxos-type algorithms will significantly benefit from multicast-

enabled networks. Ring Paxos [61] is a variation of Paxos that uses IP multicast to disseminate



messages among the learners. We chose Ring Paxos since compared to other atomic broadcast

protocols [62, 63], it achieves higher throughput, lower latency, and steady performance as the

number of receivers increases. We implemented Ring Paxos on the servers of our prototype

testbed and evaluated its performance over the optical multicast and an IP multicast-enabled

EPS network. The configuration is 5 Acceptors, 1–7 Learners, and 8, 16 and 32 kbytes message

sizes. Figure 8(b) shows the receiving throughput of the Learners that confirms successful end-

to-end implementation of Paxos on the optical multicast system.

6. Optical incast

Optical multicast architecture is designed to enable direct integration of optical modules

and subsystems such as Arrayed Waveguide Gratings (AWG) [64] and Wavelength Selec-

tive Switches (WSS) [65] to provide functionalities such as incast, all-to-all-cast, or aggre-

gation/breakout of links with different data rates. These functionalities can also address inter

data center network applications such as multicast and incast between data centers or providing

rack-to-rack connectivity across data centers to improve scalability and reliability [66].

Optical splitters are bi-directional and work as combiners as well. This functionality allows

enabling rack-to-rack optical incast. As demonstrated in Fig. 8(c), incast flows can be routed

by i) building an incast tree between all the senders (S1,. . . ,Sn) and the receiver (R1) using

the optical combiner and, ii) time-division multiplexing the senders using an SDN controller

to utilize the full link capacity. Compared to optical multicast, optical incast does not require

high power transmitters since the optical signal of the senders are added rather than divided.

However, achieving efficient time-division multiplexing of senders requires a fast northbound

API to minimize the controller overhead.

7. Conclusion and future work

In this paper, we presented a unique hardware-software system architecture to integrate circuit-

based optical modules to data centers Ethernet network. We demonstrated an optical multicast

system, to enable efficient physical layer multicast through passive optical splitters. It is built on

a hybrid architecture that combines traditional electronic packet switching with optical circuit

switching networks. The optical space switch is the switching fabric of the optical network

and also the connectivity substrate of splitters. Network management and configurations are

handled through a 3-layered SDN control plane. We built a hardware prototype and developed

a simulation environment to evaluate the performance of the system.

Optical multicast delivers multicast flows to all receivers simultaneously irrespective of the

multicast group size, similar to IP multicast. However, optical multicast performs a more ef-

ficient multicast in data centers considering that: i) It is built on an optical circuit switching

substrate with lower energy consumption than electronic packet switching, ii) Does not require

applying complex configurations on all switches and routers to enable IP multicast since mul-

ticast group management and tree formation is handled by the SDN controller. Compared to

application layer multicast using peer-to-peer methods, optical multicast achieves considerably

higher throughput for large range of flows sizes (up to 1.5 GB) with fixed, minimal connec-

tion overheads. Furthermore, optical multicast is future-proof since optical space switches and

passive signal duplication by optical splitters are data rate transparent.
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