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Confocal scanning microscopy, a form of optical sectioning microscopy, has radically 
transformed optical imaging in biology. These devices provide a powerful means 
to eliminate from images the background caused by out-of-focus light and scatter. 
Confocal techniques can also improve the resolution of a light microscope image 
beyond what is achievable with widefield fluorescence microscopy. The quality of 
the images obtained, however, depends on the user’s familiarity with the optical 
and fluorescence concepts that underlie this approach. We describe the core 
concepts of confocal microscopes and important variables that adversely affect 
confocal images. We also discuss data-processing methods for confocal microscopy 
and computational optical sectioning techniques that can perform optical 
sectioning without a confocal microscope.

One problem with fluorescence microscopy is that, 
regardless of where the microscope is focused vertically 
in a specimen, illumination causes the entire specimen 
thickness to fluoresce. Thus, it is not unusual that in 
a given two-dimensional (2D) image more than 90% 
of fluorescence is out-of-focus light that can com-
pletely obscure the in-focus detail and greatly reduce 
the contrast of what remains. For example, a fluores-
cent cell might be 5 to 15 µm thick, whereas the depth 
of focus (that is, thickness of the imaging plane) of a 
high numerical aperture (NA) objective (NA ≥ 1.3) 
is only about 300 nm or less. Thus the vast major-
ity of the cell volume is out of focus. In addition to 
light that is out of focus the contrast in fluorescence 
images is adversely affected by scatter. Scattered light 
comes from fluorescent emission that may be dif-
fracted, reflected and refracted by the specimen on its 
way to the objective lens and thus it appears to have 
been emitted from the last point of scattering and 
not from the actual location of the fluorophore that 
emitted it. Because imaging deeper into the speci-
men increases the chances of scatter, more light will 
appear to be coming from planes closer to the surface 
of the specimen than from those deeper inside it, thus 
producing an image that is more consistent with a 

specimen preparation in which the concentration of 
fluorescent dye decreases with specimen depth.

A general approach to improve this problem is to 
use techniques capable of optical sectioning. Confocal 
scanning microscopy is presently the most widely used 
optical sectioning technique for fluorescence imaging, 
whereas computational optical sectioning techniques 
allow sectioning using a conventional widefield fluores-
cence microscope. Multiphoton fluorescence excitation 
microscopy is an important and very powerful technique 
for optical sectioning microscopy. This technique is 
described in detail elsewhere1, and thus we will not cover 
it here.

CONFOCAL MICROSCOPY
Optical sectioning acquires images of thin slices of a thick 
specimen by removing the contribution of out-of-focus 
light in each image plane. This removal of unwanted light 
provides greater contrast and permits three-dimensional 
(3D) reconstructions by computationally combining 
the image data from a stack of images. Confocal scan-
ning microscopy has an added benefit too: the in-plane 
or x-y resolution of the image can be improved beyond 
what is possible with conventional widefield fluores-
cence microscopy. Whereas confocal microscopy can 
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be implemented in many different ways, all of the approaches are 
based on the same concept. This idea was first described in a pat-
ent application by M. Minsky2 and subsequently described by him 
in a delightful memoir3. Minsky, who is perhaps better known as 
the founder of the field known as artificial intelligence, as a young 
man built a confocal microscope to improve reflected-light images 
of  brains in which the Golgi apparatus was stained in hopes of see-
ing more clearly the connections within a thick tissue block. Whereas 
his design and theoretical analysis was exactly correct, there was 
little interest in his idea at the time.  He never published a paper 
using the technique and received no royalties over the 17-year life of
the patent.

Subsequent rediscoveries of the confocal idea have led to two rather 
different implementations, those in which an optical image is directly 
formed in the retina, film or camera faceplate, and those that must 
make the images electronically. All confocal techniques, however, 
share the same fundamental attribute: they are scanning microscopes. 
‘Scanning’ means that the image of each section is built up by adding 
information from regions that are sampled in 
sequence. The main drawback of scanning is 
that image acquisition is not as rapid as wide-
field techniques in which the entire image is 
acquired simultaneously. Thus some imple-
mentations aim to speed the process with 

some potential loss of quality. Other confocal techniques are slower 
but in principle do not sacrifice any of the potential benefits.

In all confocal microscopes the central concept is to do two 
things simultaneously (Fig. 1): scan the image by illuminating 
individual regions in sequence (scanning the illumination) and 
at the same time mask all but the illuminated regions from pro-
viding return light to the detector (scanning the detection). The 
magnitude of the confocal improvement is inversely related to 
the size of the region(s) that are sampled at any one moment. 
To explain why this small scan area is necessary and why the 
dual scan approach is so effective, we need to dissect the two scan-
ning processes.

CONFOCAL PRINCIPLES
Scanning the illumination and detection
A confocal microscope illuminates one region after another until 
the whole field of view is sampled. In most confocal microscopes 
the aim is to illuminate with light that is focused to the very small-

a

b

c

Figure 1 | The confocal principle. (a) Layout of 
the confocal microscope. The excitation light 
is directed by the scanning mirror and focused 
into the specimen. The fluorescent emission is 
separated from the excitation by the dichroic 
mirror and the barrier filter. Light emitted from 
the location of the scanning spot goes through 
the pinhole in front of the detector. (b) Path 
of the fluorescent light with the excitation and 
scanning not shown. The scanning spot is at 
the center of the in-focus plane. Light emitted 
from the in-focus plane (solid lines) is focused 
into the image plane where the confocal pinhole 
aperture is located. Light not emitted from 
the location of the scanning spot focuses on 
the opaque portions of the pinhole aperture 
and thus does not reach the PMT detector. 
Out-of-focus light emitted from points deeper 
(dashed line) or less deep (dash-dot line) 
than the in-focus plane come to focus in front 
or behind the aperture plane, respectively, 
and thus only a small portion of this light 
passes through the pinhole aperture. (c) The 
scanning spot (green intensity profile) excites 
fluorescence. Fluorescent molecules at the 
location of this spot emit strongly and produce 
an Airy diffraction pattern at the plane of the 
confocal pinhole (red solid-line profile), whereas 
molecules away from this spot weakly fluoresce 
producing a dimmer Airy diffraction pattern 
whose peak intensity does not coincide with 
the pinhole aperture (red dashed-line profile) 
and, furthermore, their peak intensity does not 
coincide with the pinhole aperture. As a result, 
the fluorescence detected from these spots is 
greatly reduced relative to that coming from the 
location of the scanning spot.
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est spot possible in the plane of focus. This diffraction-limited spot 
of illumination is created by sending a collimated plane wave into 
the back of the objective where it is transformed into a converging 
spherical wave by the lens. Thus the full NA of the lens (Fig. 1a) is 
used to focus the light sharply at a single point at the so-called ‘waist’ 
of an hourglass-shaped beam. A laser beam is an ideal light source 
for this task as it contains all of its energy in a collimated coherent 
plane wave. In the absence of scattering, the cone of light will focus 
to its narrowest at the waist of the hourglass-shaped beam (Fig. 2), 
but because of diffraction, the cone will not evenly illuminate the 
specimen. This distribution is called the point spread function (PSF) 
because the image of a small luminous point-object has the exact 
same pattern. The higher the NA and the shorter the wavelength, the 
smaller the beam waist will be (diameter = 1.22 λ/ NA, where λ is the 
wavelength of the excitation light). If the specimen does not absorb 
light as it passes through the sample, the total amount of illumination 
is of course the same in all levels of the sample. As the light travels to 
the waist of the beam, the same amount of light is concentrated into 
a smaller area, thus the irradiance increases and is highest at the waist. 
This form of illumination does not selectively illuminate the plane 
of interest or prevent scattering. Thus, scanning the illumination is 
insufficient to remove unwanted light, and it is necessary to add some 
mechanism by which light from out-of-focus sources does not reach 
the detector. This is achieved by placing a pinhole aperture in front 
of the detector at a plane that is conjugate to the in-focus plane, such 
that the illumination spot and the pinhole aperture are simultane-
ously focused at the same spot (Fig. 1a). Because this microscope 
requires scanning the illumination spot and having this spot always 
remain in focus with the pinhole aperture, the instrument is called a 
confocal scanning microscope (CSM).

Effect on contrast
A measure of the contrast in an image is given by the brightness dif-
ference between the signal and the background relative to the back-
ground brightness. In widefield fluorescence microscopy the speci-
men is being illuminated by light converging at every spot in the focal 
plane simultaneously, and this induces two kinds of background that 
lower contrast: scatter within the plane of focus and contributions 
of out-of-focus fluorescence to the in-focus image. Excessive back-
ground is the bane of many microscope images. These sources of 
background are largely removed by confocal imaging. 

To get a better idea of how these sources of background arise and 
why confocal microscopy eliminates them, it is useful to think about 
what happens with illumination of a single spot with one focused 
converging spherical wave. In the plane of focus where the light is 
most intense, some of the exciting light is scattered by particles in the 
specimen to excite fluorescence out of the region where the focused 
spot is. This gives a glowing cloud of fluorescence excitation around 
the waist of the beam. In addition, the return light is scattered on 
its way out of the tissue, making a fuzzy image of the spot that has 
the brightest fluorescence. Above and below the plane of focus, the 
exciting light is less intense but covers a wider area. The net effect is 
that a uniformly fluorescent sample with negligible absorption and 
scattering will have the same amount of fluorescence excitation at all 
depths. Because all but one of these depths is out of focus, the fluores-
cence from these planes appears as a diffuse background. Scattering 
in these other planes only makes matters worse. If the sample is thick, 
the vast majority of the fluorescence signal elicited by illuminating a 
spot comes from the out-of-focus components.

So how can all this background be removed? In the CSM, the pin-
hole in front of the detector allows the light from the focused spot 
to reach a detector on the other side of the pinhole (Fig. 1b). At the 
same time, the pinhole rejects the scattered halo of light around the 
illuminated spot. It also rejects much, although not all, of the out-
of-focus light collected by the objective. This light either is focused 
before reaching the plane of the pinhole and thus has re-expanded at 
the pinhole plane, or is on its way to converging to a focused spot but 
is largely blocked by the pinhole. The pinhole’s effectiveness is clear-
ly related to its size, and it might seem that the background would 
become infinitesimal when the pinhole is very small⎯even smaller 
than the projected image of the diffraction-limited spot. The loss of 
signal, however, eventually outpaces the loss of background, so the 
optimal pinhole size is between 60% and 80% of the diameter of the 
diffraction-limited spot4,5.

The pinhole has no effect at rejecting out of focus back-
ground when the sample is illuminated all at once rather than 
by an hourglass shaped beam because in this case out of focus 
light getting through the pinhole is no less intense than the in-
focus light. The image will be identical to that seen in a widefield 
fluorescence microscope.

As a result of the selective illumination with an hourglass-shaped 
beam of only one spot in the plane of focus and an aligned pinhole 
in a conjugate image plane in the return light path, the light originat-
ing from one spot in one plane is selectively detected. This provides 
excellent contrast because if the exciting light is focused on a spot that 
does not contain any fluorophores, the detector sees a dark area, and 
if it contains fluorophores, it sees the light emitted from those fluo-
rophores only. Of course the arrangement just described would only 
provide the light from one spot. To make an image the scope needs to 
sample each spot on the specimen plane the same way (the scanning 
methods for doing this are described below). The accumulated result 
is a dramatic improvement in contrast and a thin optical section.

Effect on resolution
An important but rarely used property of the CSM is its ability 
to improve the resolving power of a microscope beyond what is 

Figure 2 | The PSF. Light distribution near the location of the confocal 
scanning spot for a 100×, 1.4 NA oil-immersion lens and an excitation 
wavelength of 530 nm (brightness in log-scale with three decades). 
Bar, 0.5 µm.
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achievable with even the highest-NA objectives. This improve-
ment only occurs if the pinhole is stopped down below the size of 
the central disk of the Airy pattern (< 1.2 λ / NA). To understand 
why this improvement occurs, consider a confocal beam scanning 
across a very small fluorescent bead that is itself smaller than the 
diffraction-limited spot of the scanning beam. The beam itself will 
project an Airy pattern onto the specimen plane, which in the focal 
plane will appear as a center bright disc surrounded by concentric 
rings of progressively lower intensity. As this light approaches the 
small bead, the first interaction will be between a segment of an 
outer ring of the illumination spot and the bead. This will give rise 
to very weak excitation of the bead, whose dim image (also an Airy 
pattern) will be projected to the site of the pinhole aperture. The 
pinhole is always aligned with the center of the illumination Airy 
pattern so only a portion of an outer ring of the image of the bead 
will be passed through the aperture (Fig. 1c). Given that the bead is 
being weakly excited and only a small part of the emission is being 
collected, only an extremely dim part of the fluorescence emitted 
by the bead will be collected at this point. As the illumination beam 
moves closer to the bead, the intensity of the excitation of the bead 
increases and the collection is now from a region of the bead’s Airy 
pattern that contains more emitted light. Finally, when the Airy 
pattern of the illumination coincides with the bead, the brightest 
part of the illumination excites the bead, and the brightest part of 
the emission is collected through the pinhole. The result is that the 
scanning and pinhole aperture in combination attenuate the Airy 
pattern of the bead image so that more of the detected intensity 
is related to the actual position of the bead and not the side rings, 
which are typically no longer detectable. In addition, the intensity 
distribution of the central Airy disc is also narrowed for the same 
reason. In more technical terms, the PSF of the confocal microscope 
is the product of the PSFs of the objective lens at the excitation and 
emission wavelengths. 

The effect of reducing the rings and also the central disc is that 
beads that are close together are more easily resolved. In Figure 3a 
we plotted the intensity profile of the in-focus PSF of a conventional 
and a confocal scanning microscope. Because the PSF of the confocal 

microscope is ‘pushed down’ relative to the PSF of the wide-field-illu-
mination microscope, the PSF is also narrower. This means that the 
two-point resolution of the CSM is approximately 1.4× better than 
in a wide-field microscope.

One question that confronts all users of laser scanning confocal 
microscopes is what is the appropriate size of the pinhole aperture, 
an easily adjusted parameter in all commercial devices. Based on 
experimental and theoretical measures of the signal-to-noise ratio 
(SNR) and optical sectioning (Fig. 3), it is clear that there is a sub-
stantial gain in SNR by opening the pinhole aperture to be about 
the size of the projected image of the diffraction-limited spot (1.22 
λ / NA) with little degradation of the depth discrimination4. But 
further increasing the aperture radius marginally increases the SNR 
but drastically reduces the depth discrimination power of the micro-
scope. The actual optimal size of the pinhole will depend on the 
magnification of the objective and any relay optics in the path. For 
example, the optimal pinhole sizes for a 100×, 1.4 NA and a 60×, 1.4 
NA objective are in a ratio of 100:60. For the former, the optimal 
pinhole size is 1.67 times larger than for the latter. In some laser 
confocal microscopes, the software will give you information about 
the pinhole diameter in Airy units, with 1 unit being the diameter 
of the Airy disk. In others, the numbers are measured in millimeters 
or in arbitrary units, making it a bit more difficult to know exactly 
what the size is relative to the diameter of the Airy disc requiring you 
to ask the technical staff of the manufacturer what is the relation 
for their microscope. This is an important variable and definitely 
worth knowing.

CONFOCAL SCANNING IMPLEMENTATIONS
Specimen scanning versus illumination scanning
Thus far we have not mentioned how scanning the illumination and 
collection is achieved. One simple albeit impractical solution is to 
align the focused light source and the pinhole on the same spot and 
then raster scan the specimen by moving it with a motorized stage. 
Whereas such a scheme is used in certain industrial settings, biologi-
cal samples, especially living ones, will not tolerate the shaking from 
fast scanning. The main advantage of specimen scanning is that it 

a b c

Figure 3 | PSF, SNR and background rejection. (a) PSF of the wide-field and confocal microscopes. (b) SNR in the confocal microscope with finite aperture 
normalized such that with a fully open–aperture SNR = 1. (c) Background rejection in multiple-aperture confocal scanning microscopy. Graph of overall 
intensity due to a horizontal thin layer of fluorescence as a function of the distance from focus. For the wide-field microscope the intensity does not change 
with the distance from the in-focus plane. For the single-aperture confocal microscope it decreases in inverse proportion to the square of the distance from 
focus. The spinning-disk confocal microscope shows a hybrid behavior. Close to the in-focus plane, the intensity decreases as in the confocal microscope. At 
more distant planes, the intensity remains constant as in the wide-field microscope. The figure shows this behavior for apertures that are 1.25 µm and 2.5 µm 
apart (when projected to the specimen). The further apart the apertures are, the stronger the background rejection. 
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avoids off-axis aberrations and thus can be used with a variety of 
objectives, including those that are not ‘plan’ and thus suffer from 
field curvature. In confocal implementations for use in biology, how-
ever, the illumination is scanned while the specimen remains still. 
In illumination scanning, the scanning spot is typically moved in a 
raster-scan fashion over the specimen. The illumination-scanning 
mechanism is often away from the stage and thus its vibration, if any, 
does not affect the location of the specimen relative to the objective. 
There are several different approaches for illumination scanning. In 
all implementations, however, if the lens suffers from off-axis aber-
rations (astigmatism, coma and field curvature), this will degrade 
the image. Specifically, coma spreads the excitation light away from 
the location of the aberration-free scanning spot, thus decreasing the 
amount of fluorescence from this location that reaches the detector. 
Astigmatism and curvature both move the scanning spot away from 
the nominal plane of focus, thus exciting light that would otherwise 
be out of focus.

Laser scanning
The most common method for illumination scanning used by the 
first commercial CSM designed at the MRC (Biorad MRC 600), and 
still used today, is based on using two oscillating mirrors to deflect the 
angle of the light beam going into the specimen (called scanning) and 
deflecting the angle of emitted light in the return light path (called 
descanning). One mirror scans the illumination and detection along 
the ‘fast axis’ (for example, the horizontal direction), and the other 
mirror scans the ‘slow axis’ (for example, the vertical direction). This 
process continues until an entire 2D image is collected, and it can be 
repeated at the same focus to generate a time series of images or the 
focus can be vertically stepped up or down to generate a 3D image 
stack. The speed of this method is limited by the mechanical char-
acteristics of the fast-axis mirror. It is difficult to drive this mirror to 
oscillate fast enough to scan at video rates: 30 frames per second, at 
512 lines per frame, means that the mirror has to oscillate at 30 × 512 
= 15,360 times per second. It is possible to achieve close to video-
rate scanning by using ‘resonant’ oscillating mirrors (see below). In 
addition to the mechanical limitation, the time the scanning spot 
dwells over a pixel is a limitation of the CSM. If a 512 × 512 image is 
collected in one second, it means that the spot dwells for 1 s / (512 × 
512) ≈ 4 µs on each pixel, although it is possible to scan substantially 
faster (<<1 µs per pixel). In  reference 6, it is calculated that to excite 
detectable fluorescence in such a short time with a typical sample, it 
is necessary to deliver about 80 microWatt (µW) of light to each pixel. 
For brightly fluorescent samples less power can be used, but this still 
requires laser illumination.

The slow acquisition time derives from the fact that the laser 
scanning approach builds an image sequentially one pixel at a time. 
The detector is typically a photomultiplier tube (PMT), which has 
low noise and a fast response. PMTs are ideal for detecting weak 
signals, even single photons. Unfortunately PMTs are not very effi-
cient. They detect 10% or less of the fluorescence signal that gets 
through the pinhole. Thus as scanning speeds increase, the num-
ber of detected photons per pixel may drop to such a low number 
that noise from the PMT will limit the quality of the image. Slow 
scanning speed is not only an inconvenience, but it also limits the 
utility of the instrument, especially when rapidly changing signals 
are being studied. In some cases users do ‘line scans’ to essentially 
bypass the slower 2D image for the more rapid speeds possible by 
using just the fast-scan mirror.

Spinning-disk 
One way to decrease the scan time without compromising the SNR 
is to multiplex: illuminate several pixels simultaneously and collect 
light from all of them at the same time. One successful method is to 
use a disc with a series of pinhole apertures. Each aperture illumi-
nates a different spot on the specimen and the emitted fluorescence is 
then focused onto another pinhole aperture on the disk7,8 or through 
the same one9,10. In the most common form, the fluorescent image 
of the illuminated spots coincide with the location of the pinholes 
on the disk, thus the pinholes serve both to focus spots of light on 
the specimen and also as the confocal pinholes. The light that passes 
through the apertures is then imaged on a detector. In this case the 
detector is either the retina or a camera, typically a charge-coupled 
device (CCD) or intensified CCD camera. The arrangement of the 
pinhole apertures over the disk is such that as the disk rotates, the 
illumination spots scan the entire field of view of the microscope. 

A notable advantage of the spinning-disk CSM is that, because 
many spots can be illuminated simultaneously (typically hun-
dreds or more over the field of view) and rapid rotation of the disc 
illuminates the same spot several times within a frame time (for 
example, within the 33 ms exposure required for video rate), the total 
dwell time can be much larger than for the CSM with a single pinhole 
aperture. This increase in dwell time allows for much faster frame 
rates. A variation of this spinning-disk CSM that affords potentially 
faster frame rates has slit apertures on the disk, but its principle is 
otherwise similar, that is, rotation of the disk makes the slits illumi-
nate the entire specimen (a simple and inexpensive plan for a such a 
microscope can be found in11,12).

One disadvantage of the spinning-disk CSM as described is its 
rather inefficient use of the excitation light. For example, if the pin-
holes occupy only 1% of the disc area 99% of the illumination of the 
disc is wasted. A new design for the spinning-disk CSM (‘Yokogawa’ 
design) was introduced in which another disk with an array of micro-
lenses is placed on top of the pinholes on the illumination side of 
the disk. These lenses are illuminated by a collimated laser beam, 
which the lenses focus into the pinholes, thus greatly increasing the 
illumination efficiency of the spinning-disk CSM to about 60% or 
more. Because it is difficult and expensive to build a microlens array 
that does not suffer from chromatic aberration, two disks need to be 
used, one for the apertures and the other for the microlenses. A fluo-
rescence filter cube is placed between the two disks so the microlenses 
are not in the fluorescent return-light path13,14.

The spinning-disk CSM presents a trade-off between resolution 
and SNR in terms of the aperture size. In commercially available 
spinning-disk CSMs, the aperture size is fixed during manufactur-
ing and cannot be adjusted. The size, type and spacing of the aper-
ture on the disc control the background rejection capabilities of the 
microscope. 

In CSMs, the brightness of the out-of-focus excitation decreas-
es with the square of the distance from the in-focus plane. This is 
because, as already mentioned, the excitation light has an hourglass 
shape with the waist at the in-focus plane and with the total amount 
of light the same in each plane. The area over which it is distributed is 
the area of the circle resulting from the intersection of the cone with 
the out-of-focus plane. Since this area increases with the square of 
the out-of-focus distance, the excitation that a pixel receives decreas-
es with the square of this distance. This inverse square law holds as 
long as out-of-focus structures are illuminated by a single aperture 
on the disk, but in the spinning-disk CSM, many apertures are used 
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to illuminate the specimen. Each of these apertures produces a two 
cone−shaped illumination about the specimen. Close to the in-focus 
plane, the cones from different apertures in the disk are distant from 
each other so that out-of-focus material is illuminated by at most 
one cone. As the distance from the in-focus plane increases, however, 
the cones from apertures adjacent in the spinning disc come closer 
to each other until at some distance (which depends on the NA of 
the lens and the distance between the apertures15), the cones from 
different apertures cross and more than one cone (and thus by more 
than one aperture) excite fluorescence. It can be shown that from that 
distance on, the excitation intensity does not decrease with the out-
of-focus distance but remains constant, although at a much lower 
level than in the wide-field illumination microscope15. 

Figure 3c compares the background discrimination capabilities of 
the spinning-disk CSM against those of the wide-field and the single-
pinhole aperture confocal microscopes. The closer the apertures are, 
the larger the constant background intensity and the closer to the 
in-focus plane it remains constant.

Line scanning
Another method to increase the dwell time without decreasing the 
frame rate is to illuminate an entire line of the specimen simultane-
ously and focus the fluorescence into a linear CCD array (that is, a 
row of CCD wells). The use of line illumination obviates the need 
for scanning the fast axis using an oscillating mirror. Currently, there 
is one commercial line-scan CSM, the Zeiss LSM 5 Live. This CSM 
achieves video frame rates by exciting with a line illumination and 
using a slit confocal aperture. In addition, the microscope can have 
more than one fluorescent channel and thus can simultaneously 
detect more than one fluorophore. A slit-confocal-aperture micro-
scope, however, does not afford the resolution improvement of a spot 
scanning system.

Other scanning approaches
Over the years there have been ingenious attempts to increase the 
speed of the fast axis scan such as a rotating mirrored polygon16, or a 
series of holographic or curved mirrors mounted on a rotating disk, 
such that each mirror illuminates a different pixel in the specimen17. 
Another method is to drive the fast-axis mirror at its resonance oscil-
lating frequency. In this approach, the fast-axis oscillating mirror and 
the galvanometer that controls its position are designed such that 
their resonant frequency is fast enough for video rate scanning, then 
the electronics drive the mirror at that frequency. One notable cus-
tom-built version of this microscope has been described18. In a con-
ventional CSM, the raster scan is such that the time between adjacent 
pixels along the fast scan axis is the same across the scanned field. 

With the resonant-mirror approach, however this no longer holds. 
This is because when the mirror is driven at its resonant frequency, 
the position of the scanning spot across the scan field changes with 
time according to a sinusoid. This has the potential problem of non-
uniform bleaching.

Lasers
Confocal microscopes come with a wide range of options concerning 
lasers. A purchaser needs to decide which laser lines will be needed to 
excite the fluorophores in use. The recent advent of solid state lasers 
adds more choices. The most common workhorse is the multiline 
argon-ion laser which can emit from the UV (230 nm) to the green 
(514 nm) with useable power at 257, 477 and 514 nm. Helium-neon 
(He-Ne) lasers are inexpensive and although they are single-line, 
they provide useful coverage from the green to the red with useful 
lines at 534, 567, 594 and 612 nm. Although they have less power 
than most lasers, power is rarely the limitation that prevents good 
confocal imaging. Krypton-ion lasers also provide a good selec-
tion of lines from the green to the red. When combined with argon; 
(Ar-Kr laser), it provides lines from the blue to the red. Users who 
need blue light for CFP use either a helium-cadmium (He-Cd) at 
440 nm, a finicky laser, or solid state lines of the zinc-selenium (Zn-
Se) diode laser. Users interested in DAPI or some calcium-indicator 
dyes require UV excitation. At the moment these wavelengths are 
possible mainly from large argon lasers that sometimes need water 
cooling. Recently, diode-pumped or lamp-pumped semiconductor 
lasers that emit in the infrared, such as the neodymium-yttrium alu-
minum garnet (Nd-YAG) and neodymium-yttrium lithium fluoride 
(Nd-YLF), have been combined with nonlinear crystals that generate 
second-, third- or fourth- harmonics. This combination gives lines 
in the green, UV and deep UV19. The lines for different lasers are 
summarized in Table 1.

POTENTIAL PROBLEMS
Bleaching
The use of the CSM brings with it several potential problems that 
do not apply to the wide-field microscope. Foremost among them 
is the increased risk of bleaching. The probability that a molecule 
bleaches depends on its exposure to the excitation light. This is the 
product of the irradiance a molecule receives and the time it receives 
it. Thus, a molecule that receives irradiance I1 of duration t1 is as 
likely to bleach as one that receives twice the irradiance (2I1) for 
half the time (t1/2). In a CSM, the excitation light is spread over 
an area that increases with the square of the out-of-focus distance. 
Consequently, the irradiance decreases in proportion to the square 
of the distance. Conversely, the time a pixel is exposed is propor-
tional to the area of the excitation and thus to the square of the 
out-of-focus distance. Therefore, the product of the time an out-
of-focus molecule is exposed and the irradiance it receives is almost 
the same at every depth if the effects of scattering and absorption are 
negligible. As a result, in-focus and out-of-focus molecules bleach 
at almost the same rate. With the high irradiance and low per-frame 
rates typical of the CSM, photobleaching is a serious drawback for 
many specimens.

When the scanning mechanism uses oscillating mirrors, bleach-
ing occurs not only while the microscope is collecting data, but also 
during the retrace when the scanning spot is moving back to the 
beginning of the next image line. During the retrace time, the laser 
is exciting fluorescence that is not being collected but nonetheless is 

Table 1 | Useful spectral lines for lasers available for confocal 
microscopy
Laser Useful lines (nm)

Argon ion (Ar) 257, 488, 514

Kripton ion (Kr) 531, 568, 647

Ar-Kr 488, 568, 647

Helium-neon (He-Ne) 543, 594, 612, 633

Helium-nadmium (He-Cd) 442

Zinc-Selenium (Zn-Se) diode 430

Neodymium–yttrium aluminum garnet (Nd-YAG) 532, 355, 266

Neodymium–yttrium lithium fluoride (Nd-YLF) 527, 349, 262
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bleaching the fluorophore. Placement of a shutter that closes at the 
end of each line and opens at the beginning of the next, adds to the 
already long frame scan time of the CSM. Another approach, used in 
the Zeiss 510 CSM, is to use an acousto-optic tunable filter (AOTF) to 
prevent fluorescence excitation during the retrace. Because the AOTF 
has no moving parts, it can be tuned very quickly to block or to pass 
the excitation light and thus does not increase the scan time.

SNR, NA and magnification
The processes of photon absorption, emission and detection are ran-
dom and thus the numbers of photons measured from two pixels 
with equal amounts of fluorophore are similar but not equal. This 
random variation gives the image a grainy appearance that is stronger 
for lower image irradiance. Ideally, one would attempt to maximize 
the number of photons per pixel to increase the SNR. In practice, 
however, there are limitations and trade-offs to balance (Box 1). The 
characteristics of the CSM that have the largest effects on image SNR 
are the size of the pinhole and the NA of the objective.

The light-gathering efficiency of a microscope is proportional to 
the square of the objective’s NA. When also used for illumination, 
as in confocal scanning microscopy, the overall sensitivity of the 
CSM is proportional to (NA)4 and is unaffected by magnification 
power because in the CSM the pinhole aperture size can be adjusted 
according to the NA and magnification of the objective to obtain 
the same resolution and SNR with both objectives. For example, the 
PSF in front of the pinhole for a 100×, 1.4 NA objective is 100 / 60 
= 1.67 times larger than the PSF of a 60×, 1.4 NA objective at the 
same wavelength. Thus, opening the pinhole aperture by a factor of 
1.67 will achieve the same resolution and SNR with both objectives. 
In addition, the CSM has the advantage of an electronic zoom that 
allows a user to obtain additional (even if empty) magnification by 
scanning a smaller area with the same number of pixels. Although 
the electronic zoom does not degrade the SNR, it causes faster pho-
tobleaching because the closer the pixels are in the specimen, the 
longer the excitation dwells over neighboring pixels and thus bleaches 
them faster.

LOW SIGNAL
Effective signal strength measured by the SNR is impacted by 
many different factors as discussed below.

NA of the objective. The NA of the objective is one of the most 
critical variables that impacts signal quality in a CSM. Because 
resolution is determined by the NA and the pinhole size, but is 
independent of magnification, the best image is obtained by using 
an objective with a higher NA rather than a higher magnification.

Pinhole size. Reducing the pinhole size rejects more background 
light and thus increases the depth discrimination. But it also 
produces a grainy appearance in the image owing to the reduction 
in the signal compared to random variations recorded by the 
detector. The optimal pinhole size is between 60% and 80% of the 
diffraction-limited spot. In practice, larger pinholes must often 
be used when imaging dim samples or fluorophores that bleach 
easily. Alternatively, increasing the pinhole beyond (1.22 λ / NA 
when projected to the specimen) reduces effective imaging depth. 
With newer bleach-resistant fluorescent quantum dots, however, 
it may be easier to image with smaller pinhole diameters. Pinholes 
smaller than 60% of the diffraction limited spot, however, actually 
worsen the grainy appearance of the image.

PMT gain. Increasing the gain on the PMT will increase the 
signal but also results in higher shot noise. Such a trade-off may 
be necessary if bleaching is a problem. This increase in signal and 
noise is different than the increase that results from ’brightness‘ 
control in that the latter increases signal and noise by the same 
amount and thus has no effect on the grainy appearance of the 
recorded image.

Laser power. Increasing the laser power is a simple way of 
increasing the apparent signal but greatly increases the risk of 
sample bleaching and, more importantly, fluorescence saturation 
as well as other deleterious effects, so all other optimizations 
should be attempted first.

Decreasing graininess. The grainy appearance can also be 
ameliorated by increasing the signal by a larger factor than the 
random variations that cause the grainy appearance. This can be 
accomplished by increasing the dwell time at the risk of increased 

BOX 1 TROUBLESHOOTING AND CAVEATS

bleaching. It is also possible to increase the scanning speed and 
reduce the laser power while using filtering methods to combine 
data from multiple scans.

Fluorophore concentration. The fluorescent emission intensity 
is proportional to the concentration of fluorescent dye, but 
there are practical limitations to this concentration. A very 
high concentration could have toxic effects on the organism 
under study, interfere with the process being observed, or 
leave a large amount nonspecific fluorescence. To avoid these 
pitfalls, the concentration of fluorescent dye is usually kept low 
with a resulting low fluorescence intensity that brings a low 
SNR. Quantum dots and other new fluorophores with improved 
characteristics can help reduce these problems.

SLOW IMAGING
For users of fluorescence widefield microscopes in which 
video-rate or faster imaging is relatively straightforward, the 
slow rate of data flow in laser scanning confocal microscopes 
can be frustrating. Thus, for moving the stage and finding 
objects of interest, many users still resort to direct viewing of 
the widefield fluorescence image by eye and then initiating 
a scan. Most modern laser scanners, however, have a ‘focus’ 
mode with scans of 5 or more frames per second. Although 
these images are noisy and severely undersample the data, 
they may serve to speed the process of finding a particular 
spot to image. When data itself must be sampled quickly, 
‘line scans’ are an option.

BLEEDTHROUGH
It is becoming increasingly common to simultaneously use two 
or more fluorescent dyes for imaging different properties or 
structures of the specimen. If more than one dye is present, 
however, a channel designed for a particular dye will collect 
fluorescence from other dyes whose excitation and fluorescence 
spectra overlap with the dye of interest. When this is not taken 
into account and compensated for, the recorded images for a 
given dye are artifactual because of contributions from other 
dyes. The linear unmixing methods described in the text can 
effectively separate the different dyes.
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Conversely, in the wide-field microscope, the objective magnifica-
tion has a strong effect on the image SNR. Given two objectives with 
the same NA and using the same camera, the objective with the larger 
magnification spreads the light over a larger area in proportion to the 
square of the magnification.

Too much scatter (deep imaging)
When a CSM is used to image detail within a relatively thick layer of 
tissue, the excitation and the emission photons must travel through 
the tissue where molecular interactions will change their direction. As 
a result, the excitation light is spread over a volume much larger than 
the diffraction-limited spot and thus the excitation is weaker over a 
larger volume. The fluorescence emitted from a molecule within this 
volume can be scattered on its way to the objective so that it no lon-
ger seems to come from the scanning spot. Thus, out-of-focus light 
might appear to come from the location of the scanning spot whereas 
in-focus light is rejected because it is scattered by out-of-focus tissue. 
The resulting image has two major degradations, namely, it is severely 
blurred and has a very low SNR. For deep imaging in tissue, two-pho-
ton fluorescence microscopy may be more suitable1.

DATA PROCESSING
Averaging approaches
Despite the marked improvement in contrast owing to rejection 
of out-of-focus light, images from CSMs have low SNR because of 
the small number of photons that can be excited from each pixel in 
the short time the pixel is under the scanning spot. This problem 
is obvious in the graininess of many confocal images. Some users 
attempt to correct this problem by increasing the laser power dur-
ing the scan, but this is generally a mistake. The laser intensity pos-
sible in most commercial laser scanning confocals far exceeds that 
necessary to saturate the fluorophore in the focal plane. In other 
words, the fluorescent molecules at the waist of the hourglass-
shaped beam are cycling between excited state and ground state as 
fast as they can, and greater illumination irradiance provides no 
additional fluorescence. On the other hand, increased illumina-
tion will cause increasing amounts of out-of-focus light to per-
colate through the pinhole, causing the image to loose resolution 
in all dimensions. If one keeps the laser power low (that is, <~1.5 
mW for a scanning spot 0.5 µm across20) one can still improve the 
SNR by collecting several images of the same plane and averaging 
or adding them. The two most widely used methods are a simple 
average and the Kalman filter, which is an auto-regressive moving-
average filter (for a detailed description of the Kalman filter see21,22). 
Each pixel of the final image is obtained from measurements of the 
same pixel at different times. As these averaging approaches oper-
ate in time, not space, they have little or no effect on the resolution 
(strictly speaking, there is a degradation in resolution because the 
scanning mechanism may not place the scanning spot precisely 
enough during repeated scans).

In the simple average filter all the 2D images are simply averaged. 
This increases the SNR in direct proportion to the square root of the 
number of frames that are averaged. That is, averaging four frames 
doubles the SNR, whereas averaging 16 increases the SNR by a factor 
of (16)1/2 = 4. The Kalman filter is a more elaborate statistical filter 
that uses auto-regression of prior measurements to predict the pres-
ent measurement and then corrects the estimate with a moving aver-
age as soon as  the present measurement is available. The strongest 
advantage of the Kalman filter over simple filtering is that it requires 

very few frames (typically less then 5) to reach a steady value for each 
pixel, whereas the simple average requires more frames. The disad-
vantage of the Kalman filter is that it assumes that noise is additive. 
Although not strictly correct, this assumption has little effect on the 
results when the number of photons per pixel is above ~20. In cases 
with a lower number of photons, simple averaging might be a better 
choice of method.

Another approach to noise reduction is to increase the dwell time 
by slowing the scan speed. Most commercial laser scanners allow the 
user to adjust the scan time over a wide range. This approach has one 
drawback: as a population of fluorophores are excited they tend to 
progressively partition into the long-lived triplet state where they are 
no longer able to fluoresce and are subject to bleaching. Thus, with 
a long duration exposure of each pixel, the laser excitation will first 
initiate good fluorescence but within several hundred nanoseconds 
the same laser intensity will become less effective20. In summary, fast 
scanning with low power and averaging is probably the best way to 
obtain a good image, although the ability of the scanning mirrors 
to accurately go to exactly the same position may tend to blur these 
images a bit. Some trial and error is required to find the best noise 
reduction method for a particular device.

Linear unmixing
The large cadre of fluorescent probes available at different wave-
lengths provides both unprecedented opportunities for multispec-
tral imaging and a problem: crosstalk between different fluorescent 
signals. The most straightforward approach to disambiguating fluo-
rescence signals is to sequentially record images at the emission wave-
lengths of the different fluorescent dyes. Sequential scanning gives 
excellent separation of fluorophore images because both the excita-
tion and emission can be altered (as with standard filter cubes). The 
problem with sequential imaging is that if one wishes to take a stack 
of images the time of imaging increases in proportion to the number 
of images. A stack of 100 images with three fluorophore sequential 
imaging in which each image is averaged three times to remove noise 
will take ~15 min. A second problem with sequential imaging is that 
it is sometimes unable to remove crosstalk because the dyes’ absorp-
tion and emission spectra overlap too much. This is a considerable 
problem with fluorescent proteins that typically have wide emis-
sion and absorbance spectra23, though newer variants are helping 
to reduce this problem24. CSMs offer the possibility of simultane-
ous scanning because the emitted light can routinely be beam-split 
to different detectors to collect different emission wavelengths. The 
wavelengths can be separated by color filters (for example, dichroic 
or interference filters) or spatially by a prism that takes advantage of 
dispersion to produce a rainbow-colored pattern. This dispersion is 
used by Leica spectral confocal microscopes, to bring different colors 
of light to different detectors.

One serious drawback of trying to image more than one fluores-
cent dye at a time, however, is that the overlap of excitation and emis-
sion spectra make it difficult or even impossible to find an emission 
wavelength that detects one fluorophore and none of another. A solu-
tion is to record what is sometimes called a λ scan, which is a fluo-
rescence excitation spectrum of all the dyes while exciting with one 
or more wavelengths. Unlike a typical spectrum done at one point, 
this scan is done spatially on a whole image plane. The number of 
spectral points in the scan must equal or exceed the number of dyes 
one is trying to separate. Taking images at several wavelengths takes 
time. In the Zeiss version of this approach (Meta) a prism is used to 
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obtain the spectral images simultaneously. 
In the Olympus configuration the λ scan is 
done sequentially. In both cases, however, the 
narrowness of the spectral bands reduces the 
SNR, requiring averaging and more time. 
Conversely, the λ scan does provide access 
to the full fluorescence emission of a fluo-
rophore and using the emission spectra of 
each different fluorophore to identify the 
contribution of each provides a means of 
eliminating crosstalk24–28.

To see how this method works, assume 
that a specimen is stained with three different 
fluorescent dyes (Fig. 4a). Cyan fluorescent 
protein (CFP; triangles) has a peak emission 
at 477 nm, fluorescein isothiocyanate (FITC; 
squares), at 535 nm, and tetramethyl rhoda-
mine isothiocyanate (TRITC; circles), at 575 
nm. The rectangles in Figure 4a represent the 
ideal response of barrier filters commonly 
used for the three dyes. It is clear that there is 
substantial overlap of the three spectra and 
that none of the filters completely rejects 
fluorescence from another dye. The super-
position of images collected with the three 
filters is shown in Figure 4b. We have circled 
and labeled three spots that have different 
concentrations of the three fluorescent dyes. 
Spot 1 has 10% CFP, 30% FITC and 60% 
TRITC. Spot 2 has 10% CFP, 60% FITC and 
30% TRITC. Finally, Spot 3 has 70% CFP, 
and 15% each FITC and TRITC. The indi-
vidual images collected with the three filters 
show that the three labeled spots appear 
in more than one image not only because 
of the mixture of dyes but also because of 
the overlap of the three spectra (Fig. 4c–e). 
Emission curves show the λ scan at each of 
the three fluorescent spots and the vertical 
bars show the readings obtained using the barrier filters for each of 
the three dyes assuming that each filter collects all the fluorescence 
within its passband (Fig. 4f–h). Using these profiles and the spectra 
in Figure 4a, it is possible to write a set of linear equations that relate 
the relative concentrations of the three dyes to the amount of light 
measured by each detector. Using the measured intensities from the 
detectors the linear equations can be solved to obtain the amount of 
each of the fluorescent dyes at each of the spots. This is called linear 
unmixing, and it is not restricted to unmixing three dyes. By using at 
least as many channels and filters as there are fluorescent dyes in the 
sample, it is possible to unmix more dyes, and additional channels 
will reduce the effects of noise.

OTHER OPTICAL SECTIONING TECHNIQUES
Deconvolution (computational optical microscopy)
A method that has steadily gained acceptance as an alternative as well 
as a complement to confocal scanning and two-photon fluorescence 
excitation microscopy is computational optical sectioning micro-
scopy (COSM), also known as deconvolution microscopy and some-
times as ‘digital confocal’ (although the latter is a misnomer because 

in COSM with a widefield microscope, the specimen is under Köhler 
illumination and thus excitation is maximally out of focus at the 
specimen, whereas the term confocal means excitation and detec-
tion are in focus at the same point). In COSM, as with a CSM, a 3D 
image is collected as a series of 2D images (or optical slices), each with 
the microscope focused at a different plane through the specimen. 
If a wide-field microscope is used, each of the 2D images has the in-
focus information plus substantial contributions from out-of-focus 
material. In COSM, a computational method derived from informa-
tion about the process of image formation and recording is used to 
remove the out-of-focus light from each optical slice. Several meth-
ods have been derived for COSM whose differences stem from the 
different mathematical models used for the process of image forma-
tion and recording. Because a very accurate model for the process of 
image formation and recording would be mathematically and com-
putationally intractable, different models rely on different simplify-
ing assumptions. Better models of the process of image formation 
and recording lead to better results, usually at the expense of higher 
computational cost. The earliest models were heavily simplified and 
led to methods with very low computational demands. As comput-

a b

c d e

f g h

Figure 4 | Linear unmixing. (a) Emission spectra for CFP, FITC and TRITC. The rectangles represent the 
ideal response of barrier filters commonly used for the three dyes. The numbers on top of the rectangles 
are the cut-off wavelengths for each of the filters. (b) Color composite made with the images recorded at 
the peaks of the three dyes. The three spots marked with circles have known mixtures of the three dyes. 
(c–e) Images obtained with each of the three barrier filters. (f–h) λ scans at each of the three spots 
circled in c–e collected with ideal narrow-band barrier filters. As in a, the rectangles are ideal responses 
of the three barrier filters commonly used for the three dyes. The vertical bars indicate the response 
collected by the detector with each of the three filters at each of the three spots (the bars are placed at 
the mean wavelength of each filter; this wavelength is indicated at the top of each rectangle).
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ing power increased, it allowed the use of methods based on more 
exact formulations of the imaging process, and algorithm developers 
tapped into the increased computer power to derive methods based 
on more precise models. Here we will briefly touch on the results and 
limitations of some methods (Fig. 5). For a more thorough review 
see reference 29.

Nearest neighbors deconvolution. One of the first COSM 
methods, called nearest neighbors subtraction (NNS), is based on 
a simple model of image formation, namely that out-of-focus light 
from a given optical slice is relevant only in the two adjacent slices. 
To undo this degradation, the method blurs the adjacent slices with 
a 2D PSF calculated for a miss-focus distance equal to the distance 
between adjacent optical slices and subtracts them from the optical 
slice of interest to remove the out-of-focus light. The result can be 
filtered with a Wiener-type filter to remove some of the in-focus 
blur. This process is repeated for all the optical slices. Although the 
method is based on a very simplified model, it applies when the 
fluorescent light rapidly decreases away from the focus, as for small 
puncta, thin filaments, or a combination of them. For example, in a 
single optical slice of fluorescently labeled actin filaments extracted 
from a 3D image stack (Fig. 5a) the NNS method effectively removes 
the out-of-focus blur (Fig. 5b). For specimens in which the fluores-
cence covers larger areas (for example, cell membranes) or volumes 
(for example, neuromuscular junctions), the simple model does not 
apply and a different approach is necessary.

Frequency-based deconvolution. One such different approach 
is based on how the microscope images periodic structures. Given 
a periodic structure, such as a diffraction grating, the contrast in 
the image greatly depends on the frequency of the structure (mea-
sured, for example, in cycles per µm). For small frequencies, the 
image shows very good contrast, but as the frequency of the grat-
ing is increased (the distance between adjacent stripes reduced), the 
contrast is reduced until it vanishes completely when the frequency 

of the grid reaches 2 NA / λ. Frequencies higher than this cut-off fre-
quency are not passed by the microscope to the image. The way the 
microscope images periodic structures is mathematically described 
by the optical transfer function (OTF). This is the Fourier transform 
of the PSF of the microscope. Any image can be analyzed into a 
series of periodic structures of different frequencies, amplitudes and 
phases that, when superimposed, give rise to the image. These series 
of structures are called the frequency components of the image. It 
is computationally straightforward to obtain the frequency compo-
nents of an image by using a Fourier transform.

Because the frequency components of the image are the frequency 
components of the specimen multiplied by the OTF, the frequency 
components of the specimen can be obtained by dividing the image 
frequency components by the OTF. This simple operation, however, 
is not possible because the OTF is zero for all frequencies above the 
cut-off frequency. The two most widely-used approaches to avoid 
this division by zero are the Moore-Penrose pseudo-inverse (MPPI; 
Fig. 5c)30 and the Wiener or, more properly, Wiener-Helstrom filter 
(WHF, Fig. 5d). Each of these methods introduces a small arbitrary 
correction factor ε, thus avoiding the division by zero, but use differ-
ent methods of doing so. For a thorough description see reference 31. 
The choice of ε controls the tradeoff between the resolution and the 
amount of noise in the resulting specimen estimate. Small ε results 
in finer resolution but more noise. The MPPI and WHF operate on 
the whole 3D stack, not on each optical slice as the NNS, and thus 
they can remove out-of-focus light from more distant planes. An 
optical slice from a 3D image of fluorescently labeled membranes of 
Hystoplasma capsulatum is shown in Figure 5e. The NNS not only 
does not remove the out-of-focus light inside the membrane, but 
results in a grainy appearance that gives the impression of a speci-
men made of small puncta (Fig. 5f). Both the MPPI and the WHF, 
however, remove the out-of-focus light and do not ‘break’ the cell 
membrane into a series of spots (Fig. 5g,h).

a b c d

e f g h i j

k l m n o

Figure 5 | Deconvolution results. (a–d) A 
specimen consisting mostly of puncta and 
thin filaments (images courtesy of T. Karpova, 
National Cancer Institute). The original image 
slice (a) and deconvolutions obtained using 
NNS (b), MPPI (c) and WHF (d) methods. 
Bar, 5 µm. (e–j) H. capsulatum with the cell 
membrane fluorescently labeled (images 
courtesy of W. Goldman, Washington University 
School of Medicine). The original image slice 
(e) and deconvolutions obtained using NNS 
(f), MPPI (g) and WHF (h), JvC (i) and the 
expectation-maximization maximum-likelihood 
(j) methods. Bar, 2 µm. (k–o) Sections through 
the center of a 3D image stack of a 10-µm 
diameter polystyrene microsphere (images 
courtesy of J.G. McNally, National Cancer 
Institute). Top, lateral section; Bottom, 
axial section. The original image slice (k) 
and deconvolutions obtained using a MPPI 
(l), JvC (500 iterations, smoothing every 10 
iterations; m), constraint maximum-likelihood 
expectation maximization (3,000 iterations; n) 
and gradient-based method (100 iterations; o). 
Bar, 10 µm.
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Constraint deconvolution. One serious drawback of the meth-
ods described above is that they cannot estimate frequency com-
ponents of the specimen at frequencies that are not passed by the 
objective. These frequencies, however, are often necessary for the 
correct estimation of the specimen. For example, image sections 
through the center of a 3D image stack of a 10-µm-diameter poly-
styrene microsphere with a thick superficial fluorescent layer 1 to 2 
µm thick are shown in Figure 5i. This image has two problems. (i) 
There is no fluorescent dye in the core of the microsphere but the 
image shows a bright core and (ii) although the specimen is a sphere, 
the xz section has a diamond shape in addition to dimmer ‘butterfly 
wings’. We have demonstrated that the diamond shape results from 
the lack of important frequency components32. Because the image 
lacks frequency components, the MPPI can not recover the spheri-
cal shape of the specimen and only partially removes the ‘butter-
fly wings’ from the image (Fig. 5j). The results from the WHF (not 
shown) are similar. Because these frequency components are not 
in the image, it is necessary to derive algorithms that use informa-
tion about the specimen known a priori. This information might 
be the fact that fluorescence is neither negative nor infinite or that 
the specimen has a finite size. Prior knowledge about the specimen 
is used to enforce constraints that the specimen estimate must sat-
isfy. Incorporating these constraints into the algorithm usually leads 
to iterative methods that perform several operations over and over 
until certain criteria are satisfied.

The most widely used methods for constraint deconvolution 
are the Jansson-van Cittert (JvC) method of repeated convolu-
tion33 as modified in reference 34 and commercially distributed by 
Applied Precision; the constrained least squares method developed 
by Carrington35,36 and distributed by Scanalitics; and the maxi-
mum-likelihood image estimation independently developed by 
Holmes37,38 and by Conchello4,39,40 from the expectation maximi-
zation formalism41. The Holmes method is commercially distributed 
by AutoQuant Imaging and the Conchello method is freely available 
online (http://www.omrfcosm.omrf.org). Although the JvC method 
does correctly find the dark core of the microsphere and removes the 
‘butterfly wings’ it still shows the diamond shape in the axial section 
(Fig. 5m). The expectation maximization–maximum likelihood 
method recovers the spherical shape of the specimen albeit at the 
expense of a large number of iterations (Fig. 5n). The maximum-
likelihood estimation method, however, can be improved by using a 
different method than expectation maximization to find the maxi-
mum of the likelihood function. In fact, by using a gradient-based 
algorithm we found a substantial increase in speed with little or no 
degradation in performance (Fig. 5o)42.

New wide-field techniques
In recent years, new methods for optical sectioning microscopy have 
been developed for wide-field illumination, which do not use uni-
form illumination. Instead, these methods give some spatial structure 
to the illumination. The most notable ones are aperture-correlation 
microscopy43–46 and sine-modulated illumination microscopy. The 
former method, however, required a large number of images to be 
collected at each focal plane and thus found little application. The 
latter, which is more often called structured illumination microscopy 
(SIM), is a simpler and more powerful method for optical sectioning 
microscopy47–55. In SIM, a sinusoidal illumination pattern is focused 
by the objective into the in-focus plane of the specimen and an image 
I1 is collected. The pattern is then shifted laterally by a third of the 

cycle of the pattern, and a second image I2 is collected. The illumina-
tion pattern is shifted a second time a third of its cycle and a third 
image is recorded. Each of these images contains both in-focus and 
out-of-focus information. The in-focus information, however, is 
modulated by the sinusoidal illumination pattern, whereas the out-
of-focus information is much less affected by the structure of the 
illumination. There are two simple ways to remove the sinusoidal 
illumination pattern from the images. One is by simply averaging of 
the three images. The result, however, is the image that would have 
been obtained with a conventional wide-field microscope. That is, it 
contains the out-of-focus light. The other is to calculate

The pairwise subtraction of images removes the parts that are 
common to the images in the pair. This is mostly out-of-focus light 
that was not affected by the structure of the illumination. Thus, the 
resulting image contains little out-of-focus light. In fact the depth 
resolution possible with the SIM is similar to that achievable with 
the CSM. To our knowledge, there is currently only one commercial 
version of the SIM, namely the Zeiss Apotome (Karl Zeiss). Because 
the price of the Apotome is much less than that of a laser CSM, the 
SIM is sometimes called a ‘poor-man’s confocal microscope’.

CONCLUSIONS
Optical sectioning microscopy is a powerful tool for biological inves-
tigation, and confocal microscopy is often the method of choice. As 
explained above, CSMs have the capability to record 3D images that 
are not affected by out-of-focus light, thus increasing the contrast 
and resolution of the recorded image. In addition, the wide selection 
of available fluorescent probes, lasers and filters makes the CSM a 
powerful tool for multispectral imaging when aided by linear unmix-
ing. In addition to the CSM, the ‘digital confocal microscope’ and the 
‘poor-man’s confocal microscope’ provide alternative methods for 
3D microscopy that have image collection times much shorter than 
those typical of the CSM. The interested user is encouraged to read 
available literature 56–68.
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