Optimal Arrangements of Cartridges in Carousel

## Type Mass Storage Systems

Sridhar Seshadri*, Doron Rotem $\dagger$ and Arie Sbgev $\ddagger$ *Department of Statistics and Operations Research, Leonard N. Stern School of Business, New York University, New York, NY 10012
$\dagger$ Information \& Computing Sciences Division, Lawrence Berkeley Laboratory, Berkeley
CA 94720 and San Jose State University, Department of MIS. San Jose, CA, USA and
$\ddagger$ Haas School of Business Administration, University of California, and Information \&
Computing Sciences Division, Lawrence Berkeley Laboratory, Berkeley, CA 94720, USA

## Optimal arrangements of cartridges and file partitioning schemes are exammed in carousel type mass under different storage configurations for both the anticipatory as well as the non-anticipatory versions of the problem. When requests arrive as per an arbitrary renewal process this arrangement is also shown to

Received September 18, 1993, revised December 11, 1994

1. INTRODUCTION

A large number of applications such as multimedia databases, document retrieval and scientific databases, require high-capacity mass storage systems that can hold contain a hierarchy of storage devices typically consisting of large robotic tape libraries, optical disks and magnetic disks. In such systems, files are automatically migrated across the storage hierarchy such that the more
frequently used files reside on the faster and more frequently used files reside on the faster and more
expensive (in terms of dollars per byte) storage media. In expensive (in terms of doliars per byte) storage media. In
this paper we analyse data placement strategies on a carousel type robotic tape library. Such devices are quite commonly found in mass storage systems, for example Magnus Jukebox Library and Lago Systems LS/300L with a total capacity of 270 GB (Ranade, 1992). The, carousel type mass storage system is a configuration found in systems catering for low to medium tertiary
storage requirements. The system usually has a number storage requirements. The system usually has a number
of storage locations for cartridges arranged on the inner periphery of a carousel (see Figure 1). The system responds to a request for loading a cartridge by the movement of the carousel to align the required cartridge in front of a read/write head, and a robot does the actual
loading or unloading. The problem addressed in this loading or unloading. The problem addressed in this
paper is the optimal allocation of cartridges to the


A similar problem has been solved recently in the context of determining warehouse storage by Fujimoto (1991). Using a Markovian model, Fujimoto proves the one cartridge is stored per location. An Organ-Pipe Arrangement (OPA) is one in which cartridges, or more generally items, are first sorted in the descending order of
requested next is independent of the past requests. Thus the request pattern forms a Markov chain with cartridge requested will be $i$ and $\Sigma_{1}^{n} p_{i}=1$. If the number of cartridges is less than $n$ then the remaining probabilities are set to zero. Unless specified, in al
cases the number of read/write heads is one. A simila model will be used for the file allocation problem. The Markovian assumption is reasonable considering tha the mass storage system does not actively participate in user processing and is more like a library or repository in
its functions. In the non-anticipatory case, called case I the carousel cannot be moved to a specific location in anticipation of a request-whereas in the anticipatory
case, termed case II, the carousel can be repositioned

realized. The objective throughout is to minimize the

7 , it is always assumed that requests do not interfere with one another. The last assumption is reasonable for m requests is physically possible but not found in curre
Number the locations on the carousel as 1 through $\stackrel{7}{8}$
 I, as we have a finite state space for the Markov chain, तो
follows that there exists a unique stationary distribution
 carousel (see Wolff, 1990 for example). Direct verifica request will find the read head at location $i$ is equal to the probability, $p_{\pi(i)}$, that the cartridge stored at locatio
$i$ will be requested.
In dealing, with the file allocation model in case $\frac{\stackrel{P}{\omega}}{\vec{\omega}}$,
there are two levels of decision. First the files must
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$$
E D(\pi)=\sum p_{\pi(i)} \sum p_{\pi(j)} d(i, j)
$$

where $d(i, j)$ is the shortest rotational distance between ocations $i$ and $j$. By substituting any function $f$ of the distances $d(i, j)$ in the above formula we also obtain

This fact will be used in proposition 1

cartridge

## 

 anticipatory case as defined above. Anticipatory policies for disk arm control are offered as a good strategy byKing (1990). A well known example of such a policy is the greedy policy of 'nearest head' shown to be optimal for a disk with two read heads by Hofri (1983). In that work the head which does not serve the current request is
allowed to 'jockey' to an optimal location in anticipation -
In this paper, we use a Markovian model for the carousel problem, and show that for both the anticipa-
tory and non-anticipatory versions of the problem, the ortimal arrangement is the Organ-Pipe Arrangement when there is a single read/write head. The results are then extended to the case when two heads are provided. Finally we extend the results to the case where requests
arrive as per an arbitrary renewal process and show that for the non-anticipatory case the OPA arrangement minimizes both the mean queueing delay as well as the average time spent in the system by the requests.

## 2. MODEL

 One cartridge can be placed in each of the locations. We will assume that there are at most $n$ cartridges to be loaded (else the problem will need to incorporate
caching). When extending the results to file allocation we will model the cartridge as capable of accommodating at most $m$ files. This is a simplification because file sizes need not be the same and file migration policies could dictate the size distribution of files found in the mass
storage system. However the simplification enables the storage system. However the simplification enables the solution of a problem which otherwise will have to
contend with random and non-stationary sizes of files and bin packing type of limitations. From experience however, it is seen that storing larger files in the tertiary system leads to a better retrieval performance. So the file migration policies may tend to even out the size
distribution. In any case, the operating policies described
 variables representing the items stored and thus are not
necessarily of limited usefulness in practice.
In order to model the demand process, it is assumed
that the probability a particular cartridge will be


FIGURE 2. The pairwise majorization property. Proposition 1. (Bergmans, $1972^{\circ}$ and Fujimoto, 1991.
The OPA arrangement is optimal in case $I$ and also in the stochastic sense described above.

Proof. Let there be a line of symmetry over which the pairwise majorization property is violated. We will call the side that has the higher sum of probabilities as the left
ide. Assume that the symmetrical dividing line is vertical. Denote a violating assignment to be one where a cartridge on the left side has a lower request probability than the one in the mirror image location on the right. For example, the fourth cartridge on the left of the
symmetry line has a smaller request probability compared to the fourth one on the right side of the line. We will show that this arrangement can be improved by interchanging all pairs of violating assignments
simultaneously. This helps because (i) the cost with simultaneously. This helps because (i) the cost with themselves is unchanged, (ii) the cost with respect to the interchanged cartridges by themselves is unaffected,

 (iii) can be proved by the following argument. ix an un-interchanged cartridge location. The distance by
which a cartridge has moved away from this location which a cartridge has moved away from this toce which
due to the interchange is exactly the distance by another cartridge has moved closer to this location. The argument can be formalized by denoting the locations on the left of the symmetry line from which the cartridges must be interchanged to be $\{1,12,13, \ldots, l k\}$ and the placed) to be $\{r 1, r 2, r 3, \ldots, r k\}$. Let $l u$ and $r u$ stand for placed) mirror image locations of two uninterchanged cartridges, on the left and right sides of the symmetry
 locations is given by


In case II, we do not need to use the Markov chain at all. This is because in the anticipatory case it is
assumed that the read head can be positioned very quickly to a given position before a request arrives. Given that requests are independent of one another, the

 fact that allows us to search within this class of policies in determining the optimal allocation scheme. Thus, if the location $i$, then the expected distance traveled per request $E D(\pi)=\sum p_{\pi(i)} d(i, j)$

Note that the expected repositioning distance is also

## 3. THE OPTIMALITY OF THE ORGAN-PIPE

An Organ-Pipe Arrangement is one in which the cartridges are placed in an alternating arrangement. The cartridges are ranked in descending order as per
their request probability. Let cartridge $\# i$ be the one with the $i^{\mathrm{t}}$ largest request probability and let the storage locations be numbered in clockwise fashion. Then cartridge \#1 is placed in location 1 cartridge \#2 in $(n-l)$ etc. This arrangement proves to be optimal under a variety of modeling assumptions as described in this

The basic condition for optimality of an arrangement is obtained by imagining that a line of symmetry (of any orientation) is drawn across the carousel, see Figure 2 .
Let the sum of request probabilities for cartridges on the Let the sum of request probabilities for cartridges on the lignoring the location(s) bisected]. Let $i$ and $j$ be the cartridges stored in mirror image location on the left and right sides of the line respectively. Then intuitively speaking we expect that the request probability for
cartridge $i$ should be larger than for cartridge $j$ in the optimal arrangement. This property is called the pairwise optimal arrangement. This property is called the pairwise
Majorization Property (PMP) by Fujimoto. In case I, in fact a necessary and sufficient condition for an arrangement to be optimal is that PMP holds over all symmetry lines. And not very coincidentally the OPA possesses this property. A sketch of the proof (partly provided by Fujimoto) follows but with a strengthening of the result. The strengthening is in the sense that if we start out initially with the stationary distribution of the Markov
chain, then OPA minimizes the distance traveled at each chain, then OPA minimizes the distance traveled at each f $X$ and $Y$ are random variables, then $X$ is larger or if $X$ and $Y$ are random variables, then $X$ is larger or $X \geqslant_{s} Y$, if $\operatorname{Prob}(X>t) \leqslant \operatorname{Prob}(Y>t)$ for all $t$. In Wolff (1990) it is shown that $X \geqslant_{n} Y$ is equivalent to the
condition that for any non-decreasing function, $f$, condition that for
$E[f(X)] \geqslant E[f(Y)]$.
Proof. In the anticipatory case, by the independence
Proof. In the anticipatory case, by the independence
property we will always position the head at the same
location between requests (ignoring ties). So each cartridge is essentially assigned a travel distance on a permanent basis. By the inequality of Hardy $t$ al. (1991) given two sequences $w_{l}, \ldots, w_{n}$ and $p_{l}, \ldots, p_{n}$ of all
permutations $\pi$ of the $p_{i}$, the one that minimizes the permutations $\pi$ of the $p_{i}$ s, the one that minimizes the
sum: $\Sigma_{i=1}^{n} w_{i} p_{\left.p_{r(i)}\right)}$ is the one that forms each term in the above sum by multiplying the $j^{\text {th }}$ largest value of the $p$ i's
with the $j^{j \text { b }}$ smallest value of $w_{i}$ s. If we fix the position of whe head at a particular location, exactly one cartridge will be at distance 0 (distance measured in units of $2 \pi / n$ ),

 anticipatory position of the head should be at location with the maximum $P_{x(i)}$.

## QED




 In the next proposition we consider the In the next proposition we consider the case that eacth
cartridge can hold $m$ equi-sized fles and requese


 Wong83 uses Schur functions. non-anticipato.
per cartridge.
Proposition 3. The OPA policy is optimal for thè
non-anticipatory case and when there are $m$ files storedg
 by sorting $m$ files in descending order of request
probabilities and grouping the first $m$ in bunde $\# 1$, the

 property not hold for the optimal arrangement. But by

 say across a given symmetry line. Also let the sum of before) be larger. Call these mirror image locations on the left side $i$ and that on the right $j$. What the violation implies is that the probability that a cartridge in location
$i$ will be requested can be made larger by interchanging $i$ will be requested can be made larger by interchanging
files between locations $i$ and $j$. Without loss of generality,



4.1. A Markov chain model for requests probabilities Successive requests for cassettes will not be independent


 the probability that the next cassette requested will be
will be given by $p_{i j}$, where $\sum_{j=1}^{n} p_{i j}=1$. We assume tha the transition matrix $P=\left(p_{i j}\right)$ is irreducible and that the Markov chain is given by solving the equation $\boldsymbol{p}=\boldsymbol{p} \boldsymbol{P}$. It
 the optimal arrangement of cassettes is still OPA based
on $p$, and therefore all the previous results for the non-anticipatory case will carry over. But the anticipatoryo
 dependent anticipation, i.e. depending on what the lasto request was we can reposition the reading head optimall (he next
for the ne mereover given the arrangement ( 0 .

 example if the cassette $i$ were placed in the position $\pi_{i}$, $i=1,2, \ldots, n$, and if the last request was for casse
then the optimal repositioning should be done at

## $\min _{k} \sum_{i=1}^{n} p_{j i} d\left(\pi_{k}, \pi_{t}\right)$

 which cassette $k$ is placed and the location where cassette $i$ is placed. Unfortunately, determining the optimal be shown to be in the class of NP-Complete problems). Therefore we tackled the optimal arrangement problem through simulation. Proof. The nearest head policy is the optimal
rotational strategy. Therefore the problem can be reduced to the case when there are $n / 2$ locations to be
 3 provides the result.

## QED

Remark. The optimality in propositions 3 and 6 can


In many practical multiuser applications, the requests to the mass storage system are queued and serviced on a first
come first served basis (FCFS). In the next proposition we utilize two powerful theorems from Stoyan (1983) to show that OPA is optimal in this case as well.
 of the three models of proposition 1,3 , and 6 , when
requests arrive as per a general renewal process and they 'siseq (SADH) panas isiy әmos 7 sig e uo papuəne are OPA minimizes the average queueing delay as well as the time spent in the system.

Proof. The proof follows from the fact that by propositions 1,3 , and 6 , when starting out with the stationary distribution, the time to serve a request is the
smallest in the stochastic sense under the OPA order. The rest of the proof can be found in theorems 5.2.1 and 6.2.1 (Stoyan, 1983).

## QED

4. SIMULATION RESULTS

In this section we use simulation to (i) investigate the case
 and (ii) determine how a repositioning (anticipatory) policy performs when there is interference between
requests. As a by product of the analysis, we also requests. As a by product of the analysis, we answers to the questions of how much improve-
Optimal Arrangements of Cartridges $\quad 879$
We generated random transition matrices of size $n x n$, This heuristic is called HICOST. We investigate the case where there is only one read head
Tables la-d summarize our Tables la-d summarize our simulations. We conducted 20 trials for $n=5,6$ and only 10 trials for the rest. It is seen that the lower bound gets progressively worse as $n$ increases. The GREEDY heuristic performed well in these experiments. In Table le we summarize these
findings. We see that the GREEDY heuristic performed the best, and that the degree of sub-optimality is on the average $<3.2 \%$. The worst case performance was also below $5.5 \%$. The other interesting finding from these experiments was that an anticipatory policy can save on the average $13-17 \%$ of travel time. These findings are also summarized in Figure 5 showing the average sub-
optimality of the heuristics and the savings from using optimality of the heuristics and the savings from using
the best heuristic arrangement and an anticipatory policy the best heuristic arrangement and an anticipatory policy
over OPA without anticipation. over OPA without anticipation.
4.2. Effect of interference of requ

## 2. Effect of interference of requests on anticipatory

In proposition 7, we restricted our attention to nonanticipatory policies. In practical situations it is of requests arrive as per some random process. Repositionјо әsneэәq реәчіәло әшоs ppe II!м реәч ви!реәл әч! 8и! the travel time for moving the head to an anticipatory
position, but repositioning saves on subsequent travel position, but repositioning saves on subsequent travel
time-so when does the trade-off between these two effects favor repositioning? In the commercial systems available today, it is not possible to change the command or moving to a position while the command is being executed. This creates a situation where we cannot
change our mind once having given a command to change our mind once having given a command to is executed. There are several options available for
mitigating this effect. One method would be to reposition mitigating this effect. One method would be to reposition
one location at a time, for example if we are currently at a
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S. SESHADRI et al. FIGURE 8. Performance of OPA static versus REPOSO \& RANDOM, number of locations $=30$. repositioning and the system load is computed with mean service time. Finally, we generated 20 differen reference to this policy. In REPOS we always reposition,
which as seen from the table adds tremendous overhead which as seen from the table adds tremendous overhead
to the mean service time because the carousel always rotates back to the cassette with the highest request probability. In REPOS1, we reposition when there is one request and give the repositioning command when that cassette is taken up for service. That is at the time of taking up for service the (lone) request we add a command for repositioning, which is always executed.
This adds decreasing amount of overhead as the load increases, as seen from Table $2 a$. In REPOS0 we reposition when the system is empty. This adds overheads once in a while, but that overhead is not shown in
the table as it was difficult to adjust the simulator to compute the overhead added to the request that arrived while the carousel was being repositioned. However note because less and less repositioning gets done as the load increases. (If repositioning is not done frequently we are almost back to the STATIC OPA case, and on top of that suffer a penalty whenever repositioning interferes
with the next request.) This demonstrates the trade off between repositioning overhead and the reduction in the

service discipline. When file sizes vary, there is some service discipline.
on a priority basis. one type of robotic device, other architectures include
 Exabyte Corporation) where the robotic arm picks cartridges from the shelves and places them in up to four parallel drives. Optimal arrangements of cartridges in such architectures and efficient mount schedules of the
parallel drives are of interest.
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increases, the gain in performance becomes better and
The explanation for the improvement in performance over RANDOM, lies almost entirely in the fact that the


 increases. Another factor that influences the percentage иәәмगə О!
 travel time to move to the cassette location. This
ratio would get progressively small as the size of the
 RANDOM).

## 5. CONCLUSIONS

In this paper we studied organization schemes of cartridges on a carousel type robotic tape library. The
following Table summarizes the results:

## Anticipatory Non-Anticipatory

| Onc head/Single File | Proposition 2 | Fuijimoto (1991), <br> Two heads/Single Fite |
| :--- | :--- | :--- |
| Proposition 5 | Proposition 1 <br> Proposition 6 |  |

Proposition $5 \quad \begin{gathered}\text { Proposition } 6 \\ \text { (even number of }\end{gathered}$
$\begin{array}{ll}\text { Onc head/Multipte Files } \\ \text { Two heads/Multiple Files } & \begin{array}{l}\text { Proposition } 4 \\ \text { Proposition } 5\end{array}\end{array}$
In addition, we showed that by using the concept of stochastic ordering, all the above results can also be
cxtended to the queueing environment with FCFS言
Some questions raised by this work are:
(i) Varying file sizes. In the file allocation problem we assumed that the files are of equal size. If the file sizes are
not the same, we will have packing limitation based not the same, we will have packing limitation based
on file size and cartridge capacity. This leads to an
NP-complete problem as shown in W NP-complete problem as shown in Wong83. Based on
the results in this paper a good heuristic can be the results in this paper a good heuristic can be
constructed by first ranking files as per the request probability per unit of size and ordering them in OPA based on these modified probabilities.
(ii) Other queueing disciplines. We have
(ii) Other queueing disciplines. We have ignored schedul-
ing problems in proposition 7 by assuming a FCFS

