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#### Abstract

We study the positive blowing-up solutions of the semilinear parabolic system: $u_{t}-\Delta u=v^{p}+u^{r}, v_{t}-\Delta v=u^{q}+v^{s}$, where $t \in(0, T), x \in \boldsymbol{R}^{N}$ and $p, q, r, s>1$. We prove that if $r>q+1$ or $s>p+1$ then one component of a blowing-up solution may stay bounded until the blow-up time, while if $r<q+1$ and $s<p+1$ this cannot happen. We also investigate the blow up rates of a class of positive radial solutions. We prove that in some range of the parameters $p, q, r$ and $s$, solutions of the system have an uncoupled blow-up asymptotic behavior, while in another range they have a coupled blow-up behavior.


## 1. Introduction.

In this paper we are concerned with the study of the behavior of positive blowingup solutions of the semilinear parabolic system:

$$
\begin{cases}u_{t}-\Delta u=v^{p}+u^{r}, & 0<t<T, x \in \boldsymbol{R}^{N},  \tag{1}\\ v_{t}-\Delta v=u^{q}+v^{s}, & 0<t<T, x \in \boldsymbol{R}^{N},\end{cases}
$$

where $u=u(t, x), v=v(t, x)$. Throughout this paper, we assume that $p, q, r, s>1, N$ is a positive integer and we consider initial data

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad v(0, x)=v_{0}(x) \tag{2}
\end{equation*}
$$

where $u_{0}, v_{0}$ are assumed to be nonnegative and bounded. Also $\|\cdot\|_{\infty}$ will denote the norm in $L^{\infty}\left(\boldsymbol{R}^{N}\right)$.

It is known that (1)-(2) has a unique nonnegative maximal solution on $[0, T) \times \boldsymbol{R}^{N}$, classical for $t>0$. This follows by standard contraction mapping argument. Moreover, if $T<\infty$, then

$$
\begin{equation*}
\lim _{t / T}\left(\|u(t)\|_{\infty}+\|v(t)\|_{\infty}\right)=\infty \tag{3}
\end{equation*}
$$

and we say that the solution blows up in finite time with blow-up time $T$. We say that the blow-up is simultaneous if

$$
\begin{equation*}
\limsup _{t / T}\|u(t)\|_{\infty}=\limsup _{t / T}\|v(t)\|_{\infty}=\infty \tag{4}
\end{equation*}
$$

and that it is non-simultaneous if (4) does not hold, i.e. if one of the two components remains bounded on $[0, T) \times \boldsymbol{R}^{N}$.

[^0]System (1) can be viewed as a combination of the following two systems

$$
\begin{cases}u_{t}-\Delta u=v^{p}, & 0<t<T, x \in \boldsymbol{R}^{N},  \tag{5}\\ v_{t}-\Delta v=u^{q}, & 0<t<T, x \in \boldsymbol{R}^{N},\end{cases}
$$

and

$$
\begin{cases}u_{t}-\Delta u=u^{r}, & 0<t<T, x \in \boldsymbol{R}^{N},  \tag{6}\\ v_{t}-\Delta v=v^{s}, & 0<t<T, x \in \boldsymbol{R}^{N}\end{cases}
$$

It is well known [7] that (5) has only simultaneous blowing-up solutions. Of course, since (6) is completely uncoupled, non-simultaneous blowing-up solutions clearly exist for (6). It is therefore natural to ask whether the blow-up is simultaneous or not for the system (1).

Intuitively, one might expect that only simultaneous blow-up should occur if $r, s$ are small as compared with $p, q$ in some sense, and that non-simultaneous blow-up could occur in the opposite case. An almost complete answer to this question is given in the following theorem, which is the main result of this paper.

Theorem 1 (Simultaneous or non-simultaneous blow-up). Let $(u, v)$ be a positive blowing-up solution of (1)-(2).
(i) If $r<q+1$ and $s<p+1$, then only simultaneous blow-up occurs, that is (4) holds.
(ii) If $r>q+1$ or $s>p+1$, then there exist $u_{0}$ and $v_{0}$ such that non-simultaneous blow-up occurs.

In Proposition 2.1 below we indicate which component of the solution $(u, v)$ must blow-up in the case of non-simultaneous blow-up. The phenomenon of nonsimultaneous blow-up for parabolic systems seems to have first been suggested in [23] (see [23, pp. 467-472]). It was observed numerically there for a quasilinear system coupled by products of power nonlinearities and explicitly computed in the spatially homogeneous case (system of ODE's). Further mathematical study was carried out in [20], [21] for a system of two porous medium equations coupled by nonlinear boundary conditions, and for a semilinear parabolic system in $\boldsymbol{R}^{N}$ coupled by products of power nonlinearities.

Our second aim in this paper is to investigate the blow-up rates of solutions of (1). The blow-up rate is essentially known in the scalar case (6) [26], $[\mathbf{1 1}],[\mathbf{1 3}]$ and for the purely coupled system (5) (see [1], [5], [9], and also [4], [6] for the bounded domain case and [10] for general unbounded domains). More precisely, for the scalar equation $u_{t}-\Delta u=u^{r}$ in $\boldsymbol{R}^{N}$ it always holds

$$
C_{1}(T-t)^{-1 /(r-1)} \leq\|u(t)\|_{\infty} \leq C_{2}(T-t)^{-1 /(r-1)}
$$

assuming $(N-2) r<N+2$, see [13]. On the other hand, for large classes of solutions of (5), it holds

$$
\begin{aligned}
\|u(t)\|_{\infty} & \leq C(T-t)^{-(p+1) /(p q-1)} \\
\|v(t)\|_{\infty} & \leq C(T-t)^{-(q+1) /(p q-1)}
\end{aligned}
$$

and it is not too difficult to show that the corresponding lower bounds are also true.

We prove that for some values of the parameters $p, q, r, s$, nonglobal solutions have the same blow-up rate as for (5). For some other values of $p, q, r, s$ we obtain an uncoupled asymptotic blow-up behavior: each component either remains bounded or blows up at the same rate as solutions of $u_{t}-\Delta u=u^{r}$ or $v_{t}-\Delta v=v^{s}$. However, we are presently unable to give the blow-up rates for all values of $p, q, r$ and $s$. See Proposition 3.2 below, where lower estimates of blow-up rates are established.

We will usually consider positive nonglobal solutions of (1) which are radially symmetric and radially nonincreasing, and which are nondecreasing in time. In other words:

$$
\begin{cases}u(t, x)=u(t, \rho), & v(t, x)=v(t, \rho), \quad \text { where } \rho=|x|,  \tag{7}\\ u, v>0, u_{t}, v_{t} \geq 0, & u_{\rho}, v_{\rho} \leq 0 \quad \text { on }(0, T) \times \boldsymbol{R}^{N}\end{cases}
$$

Note that the existence of solutions to (1) satisfying (3) and (7) can be obtained for initial data $\left(\lambda u_{0}, \lambda v_{0}\right)$, with $\lambda>0$ large enough, whenever

$$
\left\{\begin{array}{l}
u_{0}, v_{0} \text { are positive radially symmetric, radially nonincreasing, }  \tag{8}\\
\Delta u_{0}+v_{0}^{p}+u_{0}^{r} \geq 0 \\
\Delta v_{0}+u_{0}^{q}+v_{0}^{s} \geq 0
\end{array}\right.
$$

We have obtained the following result.
Theorem 2 (Blow-up rates). Let $(u, v)$ be a positive blowing-up solution of (1)-(2). Then we have the following:
(i) Let $r<p(q+1) /(p+1)$ and $s<q(p+1) /(q+1)$ and assume (7). Then there exist $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1} \leq(T-t)^{(p+1) /(p q-1)}\|u(t)\|_{\infty} \leq C_{2}, \quad 0<t<T \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{1} \leq(T-t)^{(q+1) /(p q-1)}\|v(t)\|_{\infty} \leq C_{2}, \quad 0<t<T \tag{10}
\end{equation*}
$$

provided that

$$
\begin{equation*}
\frac{N-2}{N}<\frac{1}{p+1}+\frac{1}{q+1} \tag{11}
\end{equation*}
$$

(ii) Let $r>q+1$ or $s>p+1$, and assume that non-simultaneous blow-up occurs.
(a) if $\lim _{t / T}\|u(t)\|_{\infty}=\infty$, then there exist $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1} \leq(T-t)^{1 /(r-1)}\|u(t)\|_{\infty} \leq C_{2}, \quad 0<t<T \tag{12}
\end{equation*}
$$

provided that $(N-2) r<N+2$.
(b) if $\lim _{t / T}\|v(t)\|_{\infty}=\infty$, then there exist $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1} \leq(T-t)^{1 /(s-1)}\|v(t)\|_{\infty} \leq C_{2}, \quad 0<t<T \tag{13}
\end{equation*}
$$

provided that $(N-2) s<N+2$.
(iii) Let $r>q+1, s>p+1, N=1$ and assume (7). Then (12) and (13) hold.

Note that in view of Theorem 1, non-simultaneous blow-up can occur in the case (ii) of Theorem 2. The result of Theorem 2 (i) still holds for the system (5) (with same proof). Although for the system (5) the upper estimates in (9)-(10) are known from [4], [1], [5], our result is new even for (5). Indeed, unlike [4], we do not impose the condition $u_{t \rho}, v_{t \rho} \leq 0$ on the solution (cf. (v) in [4, Theorem, p. 266]). Also, the results of [1], [5] are obtained under different assumptions on $N, p$ and $q$.

Let us briefly describe the main ideas of our proofs. The proof of simultaneous blow-up in Theorem 1 relies on a scaling argument, in the spirit of [5] for system (5), which enables one to estimate the maximum of one component up to time $t$ in terms of the other component (see Proposition 2.1). The examples of non-simultaneous blow-up rely on a combination of an upper bound for $T$, obtained by estimating one component from below, with an upper estimate for the other component. To prove the upper blowup rates in Theorem 2, we use some arguments from [25] based on scaling and integration by parts in time (see also [26]). Unlike other methods for blow-up rate estimates, it has the advantage to apply to problems without variational structure.

The system (1) was considered in [24] and a similar system with reaction and absorption terms was treated in [3]. Global existence and large time behavior are studied in [24]. The problem of global or nonglobal existence is considered in [3].

The rest of the paper is organized as follows. Section 2 contains the proof of Theorem 1 and some additional results. Section 3 is devoted to the proof of Theorem 2. We also establish a result concerning the limiting case when $r=p(q+1) /(p+1)$ and $s=q(p+1) /(q+1)$. In this paper $C_{1}, C_{2}$ and $C$ denote positive generic constants, not necessarily the same at different places.

## 2. Simultaneous and non-simultaneous blow-up.

In this section we are concerned with the proof of Theorem 1. The main ingredient is the following result, which makes it possible to compare the components of positive blowing-up solution of the system (1). In particular it indicates which component of the solution $(u, v)$ must blow-up in case of non-simultaneous blow-up.

Proposition 2.1. Let $(u, v)$ be a positive solution of (1) with $T<\infty$, and define $Q_{t}=(0, t) \times \boldsymbol{R}^{N}$.
(i) If $r<q+1$, then there exists $C>0$ such that

$$
\begin{equation*}
\sup _{Q_{t}} u^{\alpha} \leq C \sup _{Q_{t}} v, \quad T / 2<t<T \tag{14}
\end{equation*}
$$

where

$$
\alpha=\min \left(q+1-r, \frac{q+1}{p+1}, \frac{q}{s}\right) .
$$

In particular, $\limsup _{t / T}\|v(t)\|_{\infty}=\infty$.
(ii) If $s<p+1$, then there exists $C>0$ such that

$$
\begin{equation*}
\sup _{Q_{t}} v^{\beta} \leq C \sup _{Q_{t}} u, \quad T / 2<t<T, \tag{15}
\end{equation*}
$$

where

$$
\beta=\min \left(p+1-s, \frac{p+1}{q+1}, \frac{p}{r}\right) .
$$

In particular, $\limsup _{t / T}\|u(t)\|_{\infty}=\infty$.
Proof. Let $(u, v)$ be a blowing-up solution of (1). Then (3) holds. As in [5], let us introduce the functions $U, V$ defined by:

$$
U(t)=\sup _{Q_{t}} u \quad \text { and } \quad V(t)=\sup _{Q_{t}} v .
$$

Then $U$ and $V$ are positive continuous and nondecreasing on $(0, T)$. Also, by (3) at least $U$ or $V$ diverges as $t \nearrow T$.

We first prove (i). We argue by contradiction. Assume that (14) is not true. Then there exists a sequence $t_{n} \nearrow T$ as $n \rightarrow \infty$ such that

$$
V\left(t_{n}\right)\left[U\left(t_{n}\right)\right]^{-\alpha} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

Since $\alpha>0$, it follows that $U(t)$ diverges as $t \nearrow T$. Let

$$
\lambda_{n}=\left[U\left(t_{n}\right)\right]^{-(q-\alpha) / 2} .
$$

Since $\alpha<q$ (note that $\alpha \leq q / s$ ) then $\lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$.
Let $\left(t_{n}^{\prime}, x_{n}^{\prime}\right) \in\left(0, t_{n}\right] \times \boldsymbol{R}^{N}$ be such that $u\left(t_{n}^{\prime}, x_{n}^{\prime}\right) \geq(1 / 2) U\left(t_{n}\right)$. We have $t_{n}^{\prime} \rightarrow T$ as $n \rightarrow \infty$. Define the rescaled functions $\varphi_{n}$ and $\psi_{n}$ by:

$$
\begin{aligned}
& \varphi_{n}(s, y)=\lambda_{n}^{2 /(q-\alpha)} u\left(\lambda_{n}^{2} s+t_{n}^{\prime}, \lambda_{n} y+x_{n}^{\prime}\right) \\
& \psi_{n}(s, y)=\lambda_{n}^{2 \alpha /(q-\alpha)} v\left(\lambda_{n}^{2} s+t_{n}^{\prime}, \lambda_{n} y+x_{n}^{\prime}\right)
\end{aligned}
$$

where $(s, y) \in\left(-\lambda_{n}^{-2} t_{n}^{\prime}, \lambda_{n}^{-2}\left(T-t_{n}^{\prime}\right)\right) \times \boldsymbol{R}^{N} \equiv D_{n}$.
If we restrict $s$ to $\left(-\lambda_{n}^{-2} t_{n}^{\prime}, 0\right]$, then we have

$$
\text { (17) } 0 \leq \varphi_{n} \leq 1, \varphi_{n}(0,0) \geq 1 / 2 \quad \text { and } \quad 0 \leq \psi_{n} \leq V\left(t_{n}\right)\left[U\left(t_{n}\right)\right]^{-\alpha} \rightarrow 0, \quad \text { as } n \rightarrow \infty \text {. }
$$

On the other hand, since $(u, v)$ is solution of (1) then $\left(\varphi_{n}, \psi_{n}\right)$ is solution of the system

$$
\left\{\begin{array}{l}
\varphi_{s}-\Delta \varphi=\lambda_{n}^{2((p+1) /(q-\alpha))((q+1) /(p+1)-\alpha)} \psi^{p}+\lambda_{n}^{(2 /(q-\alpha))(q+1-r-\alpha)} \varphi^{r}, \\
\psi_{s}-\Delta \psi=\varphi^{q}+\lambda_{n}^{(2 s /(q-\alpha))(q / s-\alpha)} \psi^{s}
\end{array}\right.
$$

on $D_{n}$. By the choice of $\alpha$, all the powers of $\lambda_{n}$ in the right hand sides of the equations are nonnegative and then the coefficient converges to zero or one as $n \rightarrow \infty$. As in [5], by using interior parabolic estimates, there exists a subsequence, still denoted by $\left(\varphi_{n}, \psi_{n}\right)$, converging uniformly on compact subsets of $(-\infty, 0] \times \boldsymbol{R}^{N}$ to a solution $(\varphi, \psi)$ of

$$
\left\{\begin{array}{l}
\varphi_{s}-\Delta \varphi=\varepsilon_{1} \psi^{p}+\varepsilon_{2} \varphi^{r}, \\
\psi_{s}-\Delta \psi=\varphi^{q}+\varepsilon_{3} \psi^{s}
\end{array}\right.
$$

on $(-\infty, 0] \times \boldsymbol{R}^{N}$, with $\varepsilon_{i}=0$ or $1, i=1,2,3$.

But (17) implies that $\psi \equiv 0$ and then by the second equation $\varphi \equiv 0$. This leads to a contradiction with the fact that $\varphi$ must satisfy $\varphi(0,0) \geq 1 / 2$. This proves (14) and then (i) of Proposition 2.1.

Statement (ii) follows by interchanging the role of $u$ and $v, \alpha$ and $\beta, r$ and $s$ and $p$ and $q$. This finishes the proof of the proposition.

We now give results of non-simultaneous blow-up. Let $\varphi_{1}(x)=c \sin (\pi x)$ be the eigenfunction of $-d^{2} / d x^{2}$ in $H_{0}^{1}(0,1)$ corresponding to the first eigenvalue $\lambda_{1}=\pi^{2}$ with $\int_{0}^{1} \varphi_{1}(x) d x=1$. Also, define the constants

$$
a=\frac{1}{r-1}, \quad c_{1}=\frac{1}{r-1-q} \quad \text { and } \quad c_{2}=\left(\frac{r-1}{s-1}\right)^{1 /(s-1)} .
$$

We have obtained the following.
Proposition 2.2. Assume that $r>q+1$.
(i) If $u_{0}, v_{0}$ are two positive constant functions such that

$$
\begin{equation*}
v_{0}+c_{1} u_{0}^{q+1-r}<c_{2} u_{0}^{(r-1) /(s-1)}, \tag{18}
\end{equation*}
$$

then the (spatially homogeneous) solution $(u, v)$ of (1)-(2) satisfies

$$
\lim _{t \rightarrow T} u(t)=\infty \quad \text { and } \quad \sup _{t \in(0, T)} v(t)<\infty
$$

for some finite $T$.
(ii) Assume $N=1$. There exist constants $c_{3}, c_{4}>0$ depending only on $q, r, s$, such that for all $u_{0}, v_{0} \in L^{\infty}(\boldsymbol{R})$ satisfying (7) and,

$$
\begin{gather*}
\left\|v_{0}\right\|_{\infty}+c_{3}\left(\int_{0}^{1} u_{0} \varphi_{1}\right)^{q+1-r} \leq c_{4}\left(\int_{0}^{1} u_{0} \varphi_{1}\right)^{(r-1) /(s-1)}  \tag{19}\\
\text { and } \int_{0}^{1} u_{0} \varphi_{1} \geq\left(2 \lambda_{1}\right)^{1 /(r-1)}
\end{gather*}
$$

the solution $(u, v)$ of (1)-(2) satisfies

$$
\lim _{t \rightarrow T}\|u(t)\|_{\infty}=\infty \quad \text { and } \quad \sup _{(0, T) \times \boldsymbol{R}} v<\infty
$$

for some finite $T$.
Remark 2.1. For $s>p+1$, the analogue of Proposition 2.2 obviously holds by exchanging the roles of $u, v$.

Proof of Proposition 2.2. (i) It is clear that the solution $(u, v)$ of (1)-(2) is independent from the space variable $x$ and satisfies

$$
\left\{\begin{array}{l}
u_{t}=v^{p}+u^{r}  \tag{20}\\
v_{t}=u^{q}+v^{s} .
\end{array}\right.
$$

Since $u_{t} \geq u^{r}$, it follows that the maximum existence time $T$ of $(u, v)$ satisfies $T \leq T_{1}:=$ $u_{0}^{-(r-1)} /(r-1)$ and that

$$
u(t) \leq((1 / a)(T-t))^{-a}, \quad 0<t<T
$$

Then integrating the second equation of (20), in view of $a q<1$, we get

$$
\begin{aligned}
v(t) & \leq v_{0}+\int_{0}^{t} v^{s}(\sigma) d \sigma+a^{a q} \int_{0}^{t}(T-\sigma)^{-a q} d \sigma \\
& \leq v_{0}+\frac{a^{a q}}{1-a q} T^{1-a q}+\int_{0}^{t} v^{s}(\sigma) d \sigma, \quad 0<t<T .
\end{aligned}
$$

We deduce that $v$ is bounded on $\left[0, T^{\prime}\right)$ for any $T^{\prime} \leq T$ such that

$$
T^{\prime}<T_{2}:=\frac{1}{(s-1)\left[v_{0}+\left(a^{a q} /(1-a q)\right) T^{1-a q}\right]^{s-1}} .
$$

Then, if (18) holds (which for fixed $v_{0}$ is satisfied for all $u_{0}$ large enough), it follows that $T_{2}>T_{1}$, so that $v$ is bounded on $[0, T)$.
(ii) Since $v$ is nonnegative, by the first equation of (1), $u$ satisfies

$$
u_{t} \geq u_{x x}+u^{r}, \quad \text { on }(0, T) \times \boldsymbol{R}
$$

Multiplying (21) by $\varphi_{1}$, integrating by parts over ( 0,1 ), using Jensen's inequality and the fact that $\varphi_{1}^{\prime}(0)>0, \varphi_{1}^{\prime}(1)<0$ yields

$$
\begin{aligned}
\frac{d}{d t}\left(\int_{0}^{1} u(t, x) \varphi_{1}(x) d x\right) & \geq \int_{0}^{1} u_{x x} \varphi_{1}+\int_{0}^{1} u^{r} \varphi_{1} \\
& \geq \int_{0}^{1} u \varphi_{1}^{\prime \prime}-\left[u \varphi_{1}^{\prime}\right]_{0}^{1}+\left(\int_{0}^{1} u \varphi_{1}\right)^{r} \\
& \geq-\lambda_{1} \int_{0}^{1} u \varphi_{1}+\left(\int_{0}^{1} u \varphi_{1}\right)^{r} .
\end{aligned}
$$

Since $\int_{0}^{1} u_{0} \varphi_{1} \geq\left(2 \lambda_{1}\right)^{1 /(r-1)}$, it follows that $\int_{0}^{1} u(t, x) \varphi_{1}(x) d x \geq\left(2 \lambda_{1}\right)^{1 /(r-1)}$ for all $t \in[0, T)$. Hence by the last inequality we have that

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{0}^{1} u(t, x) \varphi_{1}(x) d x\right) \geq \frac{1}{2}\left(\int_{0}^{1} u \varphi_{1}\right)^{r}, \quad 0<t<T . \tag{22}
\end{equation*}
$$

Integrating (22) gives that $T$ satisfies:

$$
T \leq T_{1}:=\frac{2}{r-1}\left(\int_{0}^{1} u_{0}(x) \varphi_{1}(x) d x\right)^{-(r-1)}
$$

On the other hand, by the second equation of (1), v satisfies:

$$
v(t)=e^{t \Delta} v_{0}+\int_{0}^{t} e^{(t-\sigma) \Delta} v^{s}(\sigma) d \sigma+\int_{0}^{t} e^{(t-\sigma) \Delta} u^{q}(\sigma) d \sigma, \quad 0<t<T
$$

where $e^{t \Delta}$ is the heat semigroup. Then, estimating this integral equation in $L^{\infty}$-norm yields

$$
\begin{equation*}
\|v(t)\|_{\infty} \leq\left\|v_{0}\right\|_{\infty}+\int_{0}^{t}\|v(\sigma)\|_{\infty}^{s} d \sigma+\int_{0}^{t}\|u(\sigma)\|_{\infty}^{q} d \sigma, \quad 0<t<T . \tag{23}
\end{equation*}
$$

Now, since $u$ satisfies (7) and (21), it follows from [25, Theorem 4 (i)] that there exists a
constant $C>0$ such that $\|u(t)\|_{\infty} \leq C(T-t)^{-1 /(r-1)}, 0<t<T$. Actually, the proof of [25, Theorem $4(\mathrm{i})]$ in the case of $\boldsymbol{R}^{N}$ shows that this constant $C$ depends only on $r$. By combining this estimate and (23) and arguing as in case (i), we prove that $v$ is bounded on $\left[0, T^{\prime}\right) \times \boldsymbol{R}^{N}$ for any $T^{\prime} \leq T$ satisfying

$$
T^{\prime}<T_{2}:=\frac{1}{(s-1)\left[\left\|v_{0}\right\|_{\infty}+C T^{1-a q}\right]^{s-1}}
$$

In particular, if

$$
\left\|v_{0}\right\|_{\infty}+c_{3}\left(\int_{0}^{1} u_{0} \varphi_{1}\right)^{q+1-r} \leq c_{4}\left(\int_{0}^{1} u_{0} \varphi_{1}\right)^{(r-1) /(s-1)}
$$

where $c_{3}, c_{4}$ are positive constants depending only on $q, r, s$, then $T_{1}<T_{2}$ so that $v$ is bounded on $[0, T) \times \boldsymbol{R}^{N}$ proving a non-simultaneous blow-up.

Remark 2.2. The result of Proposition 2.2 part (ii) would still hold in higher dimensions (with similar proof) provided that one could prove that $\|u(t)\|_{\infty} \leq$ $C(T-t)^{-1 /(r-1)}$ for all $t \in[0, T)$, with $C$ a constant independent on $u_{0}$ and $v_{0} .{ }^{(*)}$

Proof of Theorem 1. Let $(u, v)$ be a blowing-up solution of (1)-(2).
We first prove (i). Assume that $r<q+1$ and $s<p+1$. Then by Proposition 2.1 part (ii), $\lim _{\sup _{t / T}\|u(t)\|_{\infty}=\infty \text { and by Proposition 2.1 part (i), } \lim \sup _{t / T}\|v(t)\|_{\infty}=}$ $\infty$. Then $u$ and $v$ blow up and (4) holds. Hence, non-simultaneous blow-up does not occur.

We now prove (ii). Assume that $r>q+1$. Then by Proposition 2.2 there exist $u_{0}, v_{0}$ such that $\lim _{t \rightarrow T}\|u(t)\|_{\infty}=\infty$ and $\sup _{(0, T) \times \boldsymbol{R}^{N}} v<\infty$ for some finite $T$. Hence, non-simultaneous blow-up occurs. For $s>p+1$, the analogue of Proposition 2.2 holds by exchanging the roles of $u$ and $v$. This finishes the proof of Theorem 1.

## 3. Blowup rates.

In this section we establish the blow-up rates and some additional results. In view of the proof of the upper estimates in Theorem 2 (i), we prepare the following lemma.

Lemma 3.1. Put $a=(p q-1) / 2(p+1), b=(p q-1) / 2(q+1)$. Under the hypothesis (11), there exist $R>0, \eta>0$ such that the problem

$$
\begin{cases}z_{1}^{\prime \prime}+\frac{N-1}{\rho} z_{1}^{\prime}+\left|z_{2}\right|^{p-1} z_{2}=\eta_{1}(\rho), & 0<\rho<R  \tag{24}\\ z_{2}^{\prime \prime}+\frac{N-1}{\rho} z_{2}^{\prime}+\left|z_{1}\right|^{q-1} z_{1}=\eta_{2}(\rho), & 0<\rho<R \\ z_{1}^{\prime}(0)=z_{2}^{\prime}(0)=0 \\ z_{1}(0)=\alpha>0, \quad z_{2}(0)=\beta>0, & \alpha^{a}+\beta^{b}=1\end{cases}
$$

admits no solution $\left(z_{1}, z_{2}\right)$ of class $C^{2}$ such that $z_{1}, z_{2} \geq 0$ on $[0, R)$, whenever

$$
\begin{equation*}
\int_{0}^{R}\left|\eta_{1}(\rho)\right| d \rho+\int_{0}^{R}\left|\eta_{2}(\rho)\right| d \rho<\eta . \tag{25}
\end{equation*}
$$

[^1]Proof. Consider the problem

$$
\left\{\begin{array}{l}
y_{1}^{\prime \prime}+\frac{N-1}{\rho} y_{1}^{\prime}+\left|y_{2}\right|^{p-1} y_{2}=0, \quad \rho>0  \tag{26}\\
y_{2}^{\prime \prime}+\frac{N-1}{\rho} y_{2}^{\prime}+\left|y_{1}\right|^{q-1} y_{1}=0, \quad \rho>0 \\
y_{1}^{\prime}(0)=y_{2}^{\prime}(0)=0, \quad y_{1}(0)=\alpha>0, \quad y_{2}(0)=\beta>0
\end{array}\right.
$$

(We denote $y_{i}()=.y_{i}(\alpha, \beta ;),. i=1,2$, the unique maximal solution of (26) when no confusion arises.) Under the hypothesis (11), it is known from [17, Theorem 3.2, p. 138] that there exists a (first) $R_{\alpha, \beta}>0$ such that $y_{1} y_{2}\left(R_{\alpha, \beta}\right)=0$. Note that (26) implies that $y_{1}^{\prime}, y_{2}^{\prime}<0$ on $\left(0, R_{\alpha, \beta}\right]$.

We claim that the map $(\alpha, \beta) \mapsto R_{\alpha, \beta}$ is continuous for $\alpha, \beta>0$.
To prove this, fix $\left(\alpha_{0}, \beta_{0}\right)$ and $i \in\{1,2\}$ and assume that

$$
\begin{equation*}
y_{i}\left(\alpha_{0}, \beta_{0} ; R_{\alpha_{0}, \beta_{0}}\right)=0 . \tag{27}
\end{equation*}
$$

Then there exists $\varepsilon_{0} \in\left(0, R_{\alpha_{0}, \beta_{0}}\right)$ such that $y_{i}^{\prime}\left(\alpha_{0}, \beta_{0},.\right)<0$ on $\left(0, R_{\alpha_{0}, \beta_{0}}+\varepsilon_{0}\right]$. By continuous dependence, for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$, there is $\delta_{\varepsilon}>0$ such that $\left|\alpha-\alpha_{0}\right|+\left|\beta-\beta_{0}\right|<\delta_{\varepsilon}$ implies

$$
\begin{aligned}
y_{i}^{\prime}(\alpha, \beta ; .)<0 & \text { on }\left(0, R_{\alpha_{0}, \beta_{0}}+\varepsilon_{0}\right], \\
y_{i}\left(\alpha, \beta ; R_{\alpha_{0}, \beta_{0}}-\varepsilon\right)>0 & \text { and } \quad y_{i}\left(\alpha, \beta ; R_{\alpha_{0}, \beta_{0}}+\varepsilon\right)<0 .
\end{aligned}
$$

It follows that for all $(\alpha, \beta)$ close to $\left(\alpha_{0}, \beta_{0}\right), y_{i}\left(\alpha, \beta ;\right.$.) possesses a first zero $R_{\alpha, \beta}^{(i)}$ and that the function $(\alpha, \beta) \stackrel{\rightharpoonup}{\mapsto} R_{\alpha, \beta}^{(i)}$ is continuous at $\left(\alpha_{0}, \beta_{0}\right)$. If $(27)$ is true for a single $i \in\{1,2\}$, then $R_{\alpha, \beta}=R_{\alpha, \beta}^{(i)}$ in the neighborhood of $\left(\alpha_{0}, \beta_{0}\right)$. Otherwise, if (27) is true for both $i=1,2$, then $R_{\alpha, \beta}=R_{\alpha, \beta}^{(1)} \wedge R_{\alpha, \beta}^{(2)}$ in the neighborhood of $\left(\alpha_{0}, \beta_{0}\right)$. In both cases, $R_{\alpha, \beta}$ is continuous at $\left(\alpha_{0}, \beta_{0}\right)$ and the claim is proved.

Since $K:=\left\{\alpha>0, \beta>0, \alpha^{a}+\beta^{b}=1\right\}$ is compact, we deduce that $R_{0}:=$ $\max _{K} R_{\alpha, \beta}<\infty$ and $\max _{K} y_{1}^{\prime} \vee y_{2}^{\prime}\left(R_{\alpha, \beta}\right)=:-k<0$. Moreover, since $y_{1}^{a}+y_{2}^{b} \leq 1$ on $\left[0, R_{\alpha, \beta}\right]$, standard arguments show that, for some $\delta>0$ and $M \geq 1$ independent of $(\alpha, \beta) \in K$, the solution $\left(y_{1}, y_{2}\right)$ exists and satisfies $\left|y_{1}\right|+\left|y_{2}\right| \leq M$ on $\left[0, R_{\alpha, \beta}+\delta\right]$ and $y_{1}^{\prime} \vee y_{2}^{\prime} \leq-k / 2$ on $\left[R_{\alpha, \beta}, R_{\alpha, \beta}+\delta\right]$. Therefore,

$$
\begin{equation*}
y_{1} \wedge y_{2}\left(R_{\alpha, \beta}+\delta\right) \leq-k \delta / 2 \tag{28}
\end{equation*}
$$

Now, let $R=R_{0}+\delta$ and assume that $\left(z_{1}, z_{2}\right)$ is a solution of (24). Using the integral form of (24), (26), and subtracting, we obtain, for all $r \in\left[0, R_{\alpha, \beta}+\delta\right]$,

$$
\left(z_{1}-y_{1}\right)(r)=\int_{0}^{r} \int_{0}^{s}\left(\frac{\sigma}{s}\right)^{N-1}\left(\eta_{1}+\left|y_{2}\right|^{p-1} y_{2}-\left|z_{2}\right|^{p-1} z_{2}\right)(\sigma) d \sigma d s
$$

hence, using $\left|y_{2}\right| \leq M$,

$$
\begin{aligned}
\left|z_{1}-y_{1}\right|(r) & \leq R \int_{0}^{r}\left(\left|\eta_{1}\right|+p\left|y_{2}-z_{2}\right|\left(\left|y_{2}\right|^{p-1}+\left|z_{2}\right|^{p-1}\right)\right)(s) d s \\
& \leq R \int_{0}^{R}\left|\eta_{1}(s)\right| d s+R C(p) \int_{0}^{r}\left(M^{p-1}\left|y_{2}-z_{2}\right|+\left|y_{2}-z_{2}\right|^{p}\right)(s) d s .
\end{aligned}
$$

Let $w(r)=\max _{s \in[0, r]}\left(\left|z_{1}-y_{1}\right|+\left|z_{2}-y_{2}\right|\right)(s)$ and $\gamma=p \vee q$. Using the similar inequal-
ity for $\left|z_{2}-y_{2}\right|$, the fact that $w$ is nondecreasing and $M \geq 1$, it follows that

$$
w(r) \leq R \int_{0}^{R}\left(\left|\eta_{1}(s)\right|+\left|\eta_{2}(s)\right|\right) d s+R C(\gamma)\left(M^{\gamma-1}+w^{\gamma-1}(r)\right) \int_{0}^{r} w(s) d s
$$

By Gronwall's inequality and (25), we deduce

$$
\begin{equation*}
w(r) \leq R \eta \exp \left[R^{2} C(\gamma)\left(M^{\gamma-1}+w^{\gamma-1}(r)\right)\right] \quad \text { on }\left[0, R_{\alpha, \beta}+\delta\right] . \tag{29}
\end{equation*}
$$

Assuming $\eta<R^{-1} \exp \left[-R^{2} C(\gamma)\left(M^{\gamma-1}+1\right)\right]$, this implies that $w(r)<1$, hence

$$
\begin{equation*}
w(r) \leq R \eta \exp \left[R^{2} C(\gamma)\left(M^{\gamma-1}+1\right)\right] \quad \text { on }\left[0, R_{\alpha, \beta}+\delta\right] . \tag{30}
\end{equation*}
$$

(Indeed, otherwise, since $w(0)=0$, there is $r$ such that $w(r)=1$ and (29) yields a contradiction.) Finally, for $\eta$ small enough (depending only on $\gamma, k, \delta, M, R$ ), (28) and (30) imply that $z_{1}$ or $z_{2}$ achieves some negative values on $\left[0, R_{\alpha, \beta}+\delta\right]$. The Lemma is proved.

Proof of Theorem 2 (i). We first prove the upper estimates. Let

$$
\begin{aligned}
& \alpha(t)=[u(t, 0)]^{(p q-1) / 2(p+1)}, \quad \beta(t)=[v(t, 0)]^{(p q-1) / 2(q+1)} \quad \text { and } \\
& \gamma(t)=\alpha(t)+\beta(t), \quad 0<t<T .
\end{aligned}
$$

Define

$$
w_{1}(t, \rho)=\frac{u\left(t, \gamma(t)^{-1} \rho\right)}{\gamma(t)^{2(p+1) /(p q-1)}}, \quad w_{2}(t, \rho)=\frac{v\left(t, \gamma(t)^{-1} \rho\right)}{\gamma(t)^{2(q+1) /(p q-1)}}, \quad 0<t<T, \rho \geq 0 .
$$

By hypotheses we have $\lim _{t \rightarrow T} \gamma(t)=\infty$,

$$
0 \leq w_{1}, w_{2} \leq 1, \quad \partial_{\rho} w_{1}, \partial_{\rho} w_{2} \leq 0, \quad 0<t<T, \rho \geq 0
$$

and

$$
\partial_{\rho} w_{1}(t, 0)=\partial_{\rho} w_{2}(t, 0)=0, \quad\left[w_{1}(t, 0)\right]^{(p q-1) / 2(p+1)}+\left[w_{2}(t, 0)\right]^{(p q-1) / 2(q+1)}=1 .
$$

Also,

$$
\begin{align*}
& A(t, \rho) \equiv \Delta w_{1}+w_{2}^{p}+\gamma(t)^{-2(r-1)((p+1) /(p q-1)-1 /(r-1))} w_{1}^{r}=\frac{\partial_{t} u\left(t, \gamma(t)^{-1} \rho\right)}{\gamma(t)^{2 p((q+1) /(p q-1))}}  \tag{31}\\
& B(t, \rho) \equiv \Delta w_{2}+w_{1}^{q}+\gamma(t)^{-2(s-1)((q+1) /(p q-1)-1 /(s-1))} w_{2}^{s}=\frac{\partial_{t} v\left(t, \gamma(t)^{-1} \rho\right)}{\gamma(t)^{2 q((p+1) /(p q-1))}}
\end{align*}
$$

Following [25, Lemma 3.1], we observe that $\lambda(t):=u\left(t, \gamma(t)^{-1} \rho\right)$ satisfies

$$
\lambda^{\prime}(t) \geq \partial_{t} u\left(t, \gamma(t)^{-1} \rho\right)
$$

thanks to (7), and we integrate by parts. For all $0<t<\tau<T$ this yields

$$
\begin{aligned}
\int_{t}^{\tau} \frac{\partial_{t} u\left(s, \gamma(s)^{-1} \rho\right)}{u^{p(q+1) /(p+1)}(s, 0)} d s & \leq\left[\frac{\lambda(s)}{u^{p(q+1) /(p+1)}(s, 0)}\right]_{t}^{\tau}+\frac{p(q+1)}{p+1} \int_{t}^{\tau} \frac{\lambda(s) \partial_{t} u(s, 0)}{u^{1+p(q+1) /(p+1)}(s, 0)} d s \\
& \leq \frac{u(\tau, 0)}{u^{p(q+1) /(p+1)}(\tau, 0)}+\frac{p(q+1)}{p+1} \int_{t}^{\tau} \frac{\partial_{t} u(s, 0)}{u^{p(q+1) /(p+1)}(s, 0)} d s
\end{aligned}
$$

hence,

$$
\begin{align*}
& \frac{1}{T-t} \int_{t}^{T} \frac{\partial_{t} u\left(s, \gamma(s)^{-1} \rho\right)}{\gamma(s)^{2 p((q+1) /(p q-1))}} d s  \tag{33}\\
& \quad \leq p \frac{q+1}{p q-1} \frac{u^{-(p q-1) /(p+1)}(t, 0)}{T-t} \equiv g_{1}(t), \quad 0<t<T, \rho \geq 0,
\end{align*}
$$

and similarly

$$
\begin{align*}
& \frac{1}{T-t} \int_{t}^{T} \frac{\partial_{t} v\left(s, \gamma(s)^{-1} \rho\right)}{\gamma(s)^{2 q((p+1) /(p q-1))}} d s  \tag{34}\\
& \quad \leq q \frac{p+1}{p q-1} \frac{v^{-(p q-1) /(q+1)}(t, 0)}{T-t} \equiv g_{2}(t), \quad 0<t<T, \rho \geq 0
\end{align*}
$$

Let $R>0$ and $t \in(0, T)$. Integrating (31)-(32) on $(t, T) \times(0, R)$ and using (33)(34), it follows from the mean-value theorem that there exists $t^{\prime} \in(t, T)$ such that $\omega_{1}(\rho)=w_{1}\left(t^{\prime}, \rho\right)$ and $\omega_{2}(\rho)=w_{2}\left(t^{\prime}, \rho\right)$ satisfy

$$
\begin{cases}\Delta \omega_{1}+\omega_{2}^{p}+\varepsilon_{1}\left(t^{\prime}, \rho\right)=h_{1}(\rho), & \rho \in(0, R), \\ \Delta \omega_{2}+\omega_{1}^{q}+\varepsilon_{2}\left(t^{\prime}, \rho\right)=h_{2}(\rho), & \rho \in(0, R),\end{cases}
$$

with

$$
\begin{aligned}
& 0 \leq \omega_{1}, \omega_{2} \leq 1, \quad \omega_{1}^{\prime}, \omega_{2}^{\prime} \leq 0, \quad \omega_{1}, \omega_{2} \in C^{2}([0, R]) \\
& \omega_{1}^{\prime}(0)=\omega_{2}^{\prime}(0)=0, \quad\left[\omega_{1}(0)\right]^{(p q-1) / 2(p+1)}+\left[\omega_{2}(0)\right]^{(p q-1) / 2(q+1)}=1
\end{aligned}
$$

where

$$
\begin{aligned}
& \varepsilon_{1}\left(t^{\prime}, \rho\right)=\gamma\left(t^{\prime}\right)^{-2(r-1)((p+1) /(p q-1)-1 /(r-1))} w_{1}^{r}\left(t^{\prime}, \rho\right), \\
& \varepsilon_{2}\left(t^{\prime}, \rho\right)=\gamma\left(t^{\prime}\right)^{-2(s-1)((q+1) /(p q-1)-1 /(s-1))} w_{2}^{s}\left(t^{\prime}, \rho\right),
\end{aligned}
$$

and where $h_{1}(\rho):=A\left(t^{\prime}, \rho\right) \geq 0$ and $h_{2}(\rho):=B\left(t^{\prime}, \rho\right) \geq 0$ verify

$$
\begin{equation*}
\int_{0}^{R}\left(h_{1}(\rho)+h_{2}(\rho)\right) d \rho \leq R\left(g_{1}(t)+g_{2}(t)\right), \quad 0<t<T . \tag{35}
\end{equation*}
$$

Now choose $R$ given by Lemma 3.1. Since $\left\|\varepsilon_{1}\left(t^{\prime}\right)\right\|_{L^{\infty}(0, \infty)}+\left\|\varepsilon_{2}\left(t^{\prime}\right)\right\|_{L^{\infty}(0, \infty)} \rightarrow 0$ as $t^{\prime} \rightarrow T$, we deduce from the Lemma that $R\left(g_{1}(t)+g_{2}(t)\right) \geq \eta / 2$ for all $t$ close enough to $T$. Since (cf. Proposition 2.1)

$$
0<C_{1} \leq \frac{w_{1}^{q+1}(t, 0)}{w_{2}^{p+1}(t, 0)}=\frac{u^{q+1}(t, 0)}{v^{p+1}(t, 0)} \leq C_{2}<\infty, \quad T / 2<t<T
$$

under the current assumptions on $p, q, r, s$, the upper estimates in (9)-(10) follow.
The lower estimates are much easier. They are actually particular cases of the following result.

Proposition 3.2. Let $(u, v)$ be a blowing-up solution of (1)-(2) satisfying (7). Let $\alpha$ and $\beta$ be as in Proposition 2.1. Then we have the following:
(i) If $s<p+1$, then there exists a constant $C>0$ such that

$$
\begin{equation*}
\|u(t)\|_{\infty} \geq C(T-t)^{-1 /((p / \beta)-1)}, \quad 0<t<T . \tag{36}
\end{equation*}
$$

(ii) If $r<q+1$, then there exists a constant $C>0$ such that

$$
\begin{equation*}
\|v(t)\|_{\infty} \geq C(T-t)^{-1 /((q / \alpha)-1)}, \quad 0<t<T . \tag{37}
\end{equation*}
$$

Proof. The assumptions (7) on the solution $(u, v)$ imply that $\Delta u(t, 0) \leq 0$ and $\Delta v(t, 0) \leq 0$. Therefore,

$$
\left\{\begin{array}{l}
u_{t}(t, 0) \leq v^{p}(t, 0)+u^{r}(t, 0)  \tag{38}\\
v_{t}(t, 0) \leq u^{q}(t, 0)+v^{s}(t, 0)
\end{array}\right.
$$

for $t \in(0, T)$.
We first prove (i). By the first equation of (38) and the comparison result of Proposition 2.1 we have

$$
\begin{aligned}
u_{t}(t, 0) & \leq v^{\beta(p / \beta)}(t, 0)+u^{r}(t, 0) \\
& \leq C u^{p / \beta}(t, 0)+u^{r}(t, 0) \\
& \leq C u^{p / \beta}(t, 0)
\end{aligned}
$$

for $t$ close to $T$. Here we have used the fact that $r \leq p / \beta$ and that $u$ blows up. Then, by integrating the last differential inequality we obtain (36). (37) follows similarly by using the second equation of (38).

We now turn to prove parts (ii) and (iii) of Theorem 2.
Proof of Theorem 2 (ii). Assume for instance that $u$ blows up and $v$ remains bounded. Therefore, $u \geq 0$ satisfies

$$
u_{t}-\Delta u=F(t, x, u), \quad 0<t<T, x \in \boldsymbol{R}^{N}
$$

where $F(t, x, u):=u^{r}+b(t, x)$ with $|b(t, x)| \leq C$ on $(0, T) \times \boldsymbol{R}^{N}$. Since $(N-2) r<$ $N+2$, the upper estimate in (12) follows from an obvious adaptation of the arguments in [13, Section 6]. The lower estimate is obtained by standard arguments using the variation of constants formula (cf. the proof of part (iii)).

Proof of Theorem 2 (iii). Since $u$ satisfies (21) and (7), the upper estimate in (12) follows from [25, Theorem 4 (i)], and the upper estimate in (13) follows similarly.

To establish the lower estimates, we use the upper estimates obtained in (12) (13). Clearly, by the first equation in (38) and by using the fact that $p<s-1$, the fact that $u$ blows up and the upper estimate in (13) we have

$$
\begin{aligned}
\|u(t)\|_{\infty} & \leq\left\|u_{0}\right\|_{\infty}+\int_{0}^{t}\|u(\tau)\|_{\infty}^{r} d \tau+\int_{0}^{t}\|v(\tau)\|_{\infty}^{p} d \tau \\
& \leq\left\|u_{0}\right\|_{\infty}+\int_{0}^{t}\|u(\tau)\|_{\infty}^{r} d \tau+C \int_{0}^{t}(T-\tau)^{-p /(s-1)} d \tau \\
& \leq\left\|u_{0}\right\|_{\infty}+C+\int_{0}^{t}\|u(\tau)\|_{\infty}^{r} d \tau .
\end{aligned}
$$

The lower estimate in (12) follows by integration. The lower estimate in (13) follows similarly.

Remark 3.1. Part (iii) of Theorem 2 holds for simultaneous and non-simultaneous blow-up as well. A simple example of simultaneous blow-up in this context is obtained by taking $r=s, p=q, r>q+1$ and $u_{0}=v_{0}=\lambda \phi, \lambda$ large. We do not know whether simultaneous blow-up occurs for all $r>q+1$ or $s>p+1$. We suspect that such behavior should occur as a limiting case which separates non-simultaneous blow-up of either component and that it should be rather unstable. ${ }^{(*)}$ Indeed, when $r>q+1$, $s>p+1$ and $N=1$ for instance, it follows from Proposition 2.2 that $u$ blows up with $v$ bounded if $u_{0}$ is "very large" as compared with $v_{0}$, and vice-versa.

Finally, in the limiting case of Theorem 2 (i), we have the following result.
Theorem 3. Let $(u, v)$ be a blowing-up solution of (1)-(2) satisfying (7). Assume that

$$
\begin{equation*}
r=p \frac{q+1}{p+1} \quad \text { and } \quad s=q \frac{p+1}{q+1} . \tag{39}
\end{equation*}
$$

Then (9) and (10) hold provided that

$$
\frac{N-2}{2} \leq \max \left\{\frac{p+1}{p q-1}, \frac{q+1}{p q-1}\right\} .
$$

Proof. The proof follows along the lines of the proof of Theorem 2 (i). Using the same notation as in the last proof, $\omega_{1}$ and $\omega_{2}$ will satisfy the elliptic system

$$
\begin{cases}\Delta \omega_{1}+\omega_{2}^{p}+\omega_{1}^{r}=h_{1}(\rho), & \rho \in(0, R), \\ \Delta \omega_{2}+\omega_{1}^{q}+\omega_{1}^{s}=h_{2}(\rho), & \rho \in(0, R),\end{cases}
$$

with same additional properties. By hypotheses and [18, Theorem 2.1, p. 466] there must exist $C>0$ a constant such that $R\left(g_{1}(t)+g_{2}(t)\right) \geq C$ for $t$ close to $T$. The conclusion now follows by definition (33) (34) and Proposition 2.1.
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