
The Annals of Statistics
1998, Vol. 26, No. 4, 1496�1521

OPTIMAL DESIGNS FOR THE IDENTIFICATION OF THE
ORDER OF A FOURIER REGRESSION

BY HOLGER DETTE AND GERD HALLER

Ruhr-Universitat Bochum¨
For the Fourier regression model, we determine optimal designs for

identifying the order of periodicity. It is shown that the optimal design
problem for trigonometric regression models is equivalent to the problem
of optimal design for discriminating between certain homo- and het-
eroscedastic polynomial regression models. These optimization problems
are then solved using the theory of canonical moments, and the optimal
discriminating designs for the Fourier regression model can be found
explicitly. In contrast to many other optimality criteria for the trigonomet-
ric regression model, the optimal discriminating designs are not uniformly
distributed on equidistant points.

1. Introduction. Consider the standard Fourier regression model

d d

� �1.1 g x � a � a sin jx � b cos jx , x � �� , � ,Ž . Ž . Ž . Ž .Ý Ý2 d 0 j j
j�1 j�1

Ž .T Ž .where a , a , . . . , a , b , . . . , b denotes the 2 d � 1 -dimensional vector of0 1 d 1 d
unknown parameters. Note that one of the boundary points of the design

� �space �� , � could be omitted because of the periodicity of the regression
functions. Applications of lower order trigonometric polynomials are given in

Ž .Mardia 1972 . The problem of the optimal design of experiments for model
Ž . � Ž .1.1 has been discussed by several authors see, e.g., Hoel 1965 , Karlin and

Ž . Ž . Ž .Studden 1966 , page 347, Federov 1972 , page 94, Hill 1978 , Lau and
Ž . Ž .�Studden 1985 , Riccomagno, Schwabe and Wynn 1997 . It is well known

that the equally spaced design points on an equidistant grid with at least
2 d � 1 points are � -optimal for estimating the parameters in the modelp

Ž . Ž . � Ž . �1.1 in the sense of Kiefer 1974 see Pukelsheim 1993 , page 241 .
While most of this work considers a fixed given regression model, much

less attention has been paid to the problem of constructing optimal designs
for the identification of the relevant parameters in the trigonometric regres-
sion. However, discrimination designs have been discussed in the context of

� Ž .other linear and nonlinear models see, e.g., Atkinson 1972 , Atkinson and
Ž . Ž . �Cox 1974 for some early references and Spruill 1990 for some recent work .

In this paper we consider the optimal design problem, when Anderson’s
� Ž .�procedure Anderson 1962 is applied in order to reduce the degree of the
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Fourier regression model. More precisely, suppose that n � 2 d � 1 indepen-
dent responses Y , . . . , Y are observed by the experimenter, where Y �1 n j
Ž Ž . 2 . � � Ž . 2N g x , � , x � �� , � j � 1, . . . , n , � � 0. We assume that the re-j j

gression function g is unknown but belongs to the class of models

� 4FF � g , g , . . . , g2 d 0 1 2 d

Ž . Ž .where g is defined by 1.1 k � 0, . . . , d; g � a and2 k 0 0

k k�1

g x � a � a sin jx � b cos jxŽ . Ž . Ž .Ý Ý2 k�1 0 j j
j�1 j�1

Ž . Ž .denotes the Fourier regression 1.1 without the ‘‘highest’’ term cos kx . A
reasonable procedure to identify how many trigonometric regression func-
tions should be used for fitting the data is the following. Starting with the

Ž . Ž .given regression g x in 1.1 , one tests successively the hypotheses2 d

1.2 H Ž2 d . : b � 0, H Ž2 d�1. : a � 0, . . . , H Ž2. : b � 0, H Ž1. : a � 0Ž . 0 d 0 d 1 0 1

and decides for the model g where k is the first index for which H Žk 0 . isk 0 00

rejected. The statistical properties of this procedure in the context of multiple
�Ž .testing are carefully explained in the monograph of Anderson 1994 , pages

�34�46 . Roughly speaking the investigator specifies error probabilities, say
� , . . . , � , of using the model g when in fact a model g with l � k is1 2 d k l

Ž .needed for all k � 1, . . . , 2 d . Under these restrictions it is shown that this
procedure satisfies several optimality properties; especially, it minimizes the
error probability of choosing a Fourier regression model with too many

� Ž .�parameters see also Spruill 1990 .
It is easy to see that the statistical properties of the corresponding F-tests

for the hypothesis H Ž l . depend on the design of experiment only through the0
noncentrality parameters, say � , l � 1, . . . , 2 d. The error probabilitiesl

Ž� , . . . , � are independent of the design because the corresponding noncen-1 2 d
.trality parameters vanish , while the power function of the test for the

hypothesis H Ž l . is an increasing function of � , l � 1, . . . , 2 d. Therefore it is0 l
desirable to maximize � , . . . , � with respect to the choice of the underlying1 2 d
design. Unfortunately a simultaneous maximization is only possible in very
special cases and it is common practice to maximize a concave function of the
noncentrality parameters � , . . . , � , which is called optimality criterion.1 2 d

In this paper we determine optimal approximate discriminating designs
which maximize a weighted p-mean of the noncentrality parameters. In
Section 2 the optimality criterion is defined and some basic properties are
derived. It is also shown that the problem of optimal design for identifying
the appropriate model g � FF can be reduced to the maximization of ak 2 d0

composite optimality criterion for weighted polynomial regression models.
This problem is then solved in Sections 3 and 4 by combining the general

� Ž . �equivalence theory of optimal design see Pukelsheim 1993 , Chapter 7 with
Ž .the theory of canonical moments which was introduced by Skibinsky 1967

Ž .and applied by Studden 1980, 1982a, b, 1989 in the context of optimal
design.
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The results provide some new insight into the theory of optimal design for
the Fourier regression model. It is demonstrated that the optimal design
problems for Fourier regression models are equivalent to design problems for
linear models with certain weighted and unweighted polynomials as regres-
sion functions. In particular, the optimal discriminating designs derived in

Žthis paper are not necessarily uniformly distributed on equidistant points in
contrast to the classical � -optimal designs for estimating the parameters inp

.the trigonometric regression models . In contrast to polynomial regression
� Ž .�models see Dette 1995 the designs for identifying the degree of the Fourier

regression are not unique and cannot be characterized by their first 2 d
Ž .trigonometric moments. Moreover, by putting a special prior on the class of

Ž .models FF , recent results of Dette 1994, 1995 for discrimination designs in2 d
homoscedastic polynomial regression are obtained as special cases. Addition-
ally, this paper extends these findings to some heteroscedastic polynomial
models as well and highlights the particular role of uniform designs for
Fourier regression models.

2. Approximate designs, preliminary results. In the context of ap-
proximate design theory, a design is treated as a probability measure � with

� �finite support on the interval �� , � with the interpretation that observa-
tions are taken in proportion to the corresponding masses. The analogue of

T Ž .the matrix X X in the Fourier regression model g x is the informationk
matrix

�
T2.1 M � � f x f x d� x ,Ž . Ž . Ž . Ž . Ž .Hk k k

��

where

T� 1, sin x , cos x , . . . , sin jx , cos jx , if k � 2 j,Ž . Ž . Ž . Ž .Ž .	 Tf x �Ž .k 1, sin x , cos x , . . . , sin j � 1 x , cos j � 1 x , sin jx ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .
 if k � 2 j � 1

Ž .k � 1, . . . , 2 d . The quantities corresponding to the noncentrality parameter
of the F-test for the hypothesis H Žk . are given by0

�1T �12.2 � � � e M � e , k � 1, . . . , 2 d ,Ž . Ž . Ž .Ž .k k k k

Ž . k�1where e denotes the k � 1 th unit vector in � and the design � isk
Ž . � Ž .assumed to have at least 2 d � 1 support points see Pukelsheim 1993 ,

� �page 70 . Throughout this paper, let � denote the D -optimal designk 1
maximizing � and define the D -efficiency of a design � in the Fourierk 1

Ž .regression model g x byk

� �Ž .k
2.3 eff � � , k � 1, . . . , 2 d.Ž . Ž .k �� �Ž .k k
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The optimal discriminating designs are now defined in a similar manner as in
Ž .Dette 1994, 1995 . More precisely, a design is called a � -optimal discrimi-p, �

Ž .nating design for the class FF with respect to the prior � � � , . . . , � if2 d 1 2 d
and only if it maximizes the function

1�p2d
p

2.4 � � � � eff � .Ž . Ž . Ž .Ž .Ýp , � k k
k�1

Here �� � p � 1 and the cases p � 0 and p � �� are understood as the
corresponding limits, that is,

2d
� k

� � � eff � ,Ž . Ž .Ž .Ł0, � k
k�1

�� � � min eff � � � 0 .� 4Ž . Ž .�� , � k k

The prior � reflects the experimenter’s belief about the adequacy of the
different models, and a higher weight � gives more power to the F-test fork
the hypothesis H Žk .. Note that the multiple level of significance of Anderson’s0

Ž .procedure does not depend on the prior used in the optimality criterion 2.4 .
Moreover, in practical applications, the order of the model usually exceeds a

Žminimal number, say m � 1 in other words, there are at least m � 1 terms
. Ž .in the regression and this situation can be reflected in the criterion 2.4 by

simply putting � � 			 � � � 0. The following result describes the relation1 m
between � -optimal discriminating designs with respect to different valuesp, �

of p.

� Ž .LEMMA 2.1. A design � is � -optimal for some given p � �� for thep, �

class FF with respect to the prior � if it is � -optimal with respect to the2 d 0, �̂

Ž .prior � � � , . . . , � whereˆ ˆ ˆ1 2 d

p�� eff �Ž .Ž .k k
2.5 � � , k � 1, . . . , 2 d.Ž . ˆ pk �2 dÝ � eff �Ž .Ž .l�1 l l

Ž � . � � Ž � . Ž � .4 �Let NN � � 1 � j � 2 d � � 0, � � � eff � , then � is aj ��, � j
� Ž . �� -optimal discriminating design for the class FF if and only if M ��� , � 2 d k

Ž .� 0 whenever � � 0 and there exists a prior � � � , . . . , � with � � 0ˆ ˆ ˆ ˆk 1 2 d l
Ž � . �for all l � NN � such that � is a � -optimal discriminating design with0, �̂

respect to the prior � .ˆ

PROOF. The general equivalence theorem for mixtures of optimality crite-
� Ž . �ria see Pukelsheim 1993 , Chapter 11 shows that for p � �� the design

� Ž .� is � -optimal with respect to the prior � � � , . . . , � if and only ifp, � 1 2 d
the inequality

2d 2 d
p2p�1 �T �1� eff � e M � f x � � eff �Ž . Ž . Ž . Ž .Ý Ýk k k k k k k

k�1 k�1
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� � �holds for all x � �� , � . Similarly, � is � -optimal if and only if there�� , �

Ž . Ž � .exists a prior � � � , . . . , � such that � � 0 whenever k � NN � andˆ ˆ ˆ ˆ1 2 d k
such that

2�T �1� eff � e M � f x � 1Ž . Ž . Ž .ˆÝ k k k k k
�Ž .k�NN �

� �for all x � �� , � . The assertion of Lemma 2.1 is now obvious from these
characterizations. �

� Ž . �It follows by standard arguments see Pukelsheim 1993 , Chapters 4, 5
� �that � is a concave function on the set of designs on the interval �� , �p, �

and invariant with respect to a reflection of the design � at the origin.
Consequently, there exists a � -optimal discriminating design in the set 
p, �

� �of all symmetric designs on the interval �� , � . In the following we will
make extensive use of the fact that the set 
 of symmetric designs on the

� �circle can be mapped onto the set of designs on the interval �1, 1 , say

 , in a one-to-one manner. More precisely, define for a symmetric design�� 1, 1�

� � � �� on the interval �� , � its projection � onto �1, 1 by�

2� x � 2� �x , if 0 � x � � ,Ž . Ž .
2.6 � cos x �Ž . Ž .� ½ � 0 , if x � 0.Ž .

� �Now, consider a symmetric design � � 
 on the interval �� , � and its
� �projection � onto the interval �1, 1 and let�

sin k � 1 arccos zŽ . Ž .Ž .
T z � cos k arccos z , U z �Ž . Ž . Ž .Ž .k k sin arccos zŽ .Ž .

denote the kth Chebyshev polynomial of the first and second kind, re-
� Ž .� Žk .Ž . Ž Ž . Ž ..T Žk .Ž .spectively see Rivlin 1990 . If T z � T z , . . . , T z and U z �0 k

Ž Ž . Ž ..TU z , . . . , U z denote the vector of Chebyshev polynomials up to degree0 k
k; then a straightforward calculation shows that for � � 
,

c sM � � M � M � ,Ž . Ž . Ž .2 k k k2.7Ž .
c sM � � M � M � .Ž . Ž . Ž .2 k�1 k�1 k

sŽ . cŽ . Ž .The matrices M � and M � in 2.7 are defined as follows:k k

k
�

cM � � cos ix cos jx d� xŽ . Ž . Ž . Ž .Hk ž / i , j�0��

k
1

� T z T z d� zŽ . Ž . Ž .H i j �ž / i , j�0�1

2.8Ž .

1 TŽk . Žk . T� T z T z d� z � TA � T ,Ž . Ž . Ž . Ž .H � k �
�1
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k
�

sM � � sin ix sin jx d� xŽ . Ž . Ž . Ž .Hk ž / i , j�1��

k�1
1 2� 1 � z U z U z d� zŽ . Ž . Ž . Ž .H i j �ž / i , j�0�12.9Ž .

1 T2 Žk�1. Žk�1.� 1 � z U z U z d� zŽ . Ž . Ž . Ž .H �
�1

� UB � U T ,Ž .k �

where
k

1 i� j2.10 A � � z d� z ,Ž . Ž . Ž .Hk � �ž / i , j�0�1

k�1
1 2 i�j2.11 B � � 1 � z z d� zŽ . Ž . Ž . Ž .Hk � �ž / i , j�0�1

� �denote the information matrices of the design � on the interval �1, 1 for a�

homoscedastic and heteroscedastic polynomial regression with efficiency func-
Ž . Ž 2 . � Ž . � Žk�1.	Žk�1.tion � z � 1 � z see Fedorov 1972 , page 39 , T � � and
k	k ŽU � � are lower triangular matrices with diagonal elements 1, 1, 2, . . . ,

k�1. Ž k�1. Ž .2 and 1, 2, . . . , 2 , respectively. Observing the definition of � � ink
Ž . Ž . Ž .2.2 , 2.7 � 2.11 , we therefore obtain for a symmetric design � ,

2.12Ž .
cM � A �Ž . Ž .k k � 2Žk�1.� � � � 2 , k � 1, . . . , d ,Ž .2 k cM � A �Ž . Ž .k�1 k�1 �

sM � B �Ž . Ž .k k � 2Žk�1.2.13 � � � � 2 , k � 1, . . . , d ,Ž . Ž .2 k�1 sM � B �Ž . Ž .k�1 k�1 �

Ž . Ž . Ž . Ž . Ž . Ž .where B � � A � � 1, A � , B � are defined by 2.10 and 2.11 ,0 � 0 � k � k �

Ž .respectively, and � is the projection of � via the transformation 2.6 .�

Consequently, the problem of determining � -optimal discriminating de-p, �

signs for the Fourier regression models in FF can be solved by maximizing a2 d
� �certain function over the set of probability measures on the interval �1, 1

Ž .and transforming the maximizing measure back via 2.6 . Note that the
Ž . Ž .problem of maximizing the right-hand side of 2.12 and 2.13 over the set


 is in fact a D -optimal design problem. More precisely, these problems�� 1, 1� 1
arise in the determination of the optimal design for the estimation of the
highest coefficient in a homoscedastic polynomial regression of degree k and a
heteroscedastic polynomial regression of degree k � 1 with variance function

2Ž . 2 Ž 2 . Ž .� x � � � 1 � x , x � �1, 1 , respectively. The solutions of these prob-
Ž . Ž . �lems and the optimal values in 2.12 and 2.13 are well known see Studden

Ž .�1968, 1982b as

� � � � max � � � 1, k � 1, . . . , 2 dŽ . Ž .k k k
�
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Ž . Ž . Ž .and by 2.12 and 2.13 the efficiencies in 2.3 can be rewritten as

� A �Ž .j �2Ž j�1.2 , if k � 2 j,
A �Ž .j�1 �	2.14 eff � �Ž . Ž .k B �Ž .j �2Ž j�1.2 , if k � 2 j � 1.
 B �Ž .j�1 �

This gives for the � -optimality criterion,p, �

pd B �Ž .k �2Žk�1.� � � � 2Ž . Ýp , � 2 k�1 ž /B �Ž .k�1 �k�1

1�pp
A �Ž .k �2Žk�1.�� 2 ,2 k ž /A �Ž .k�1 �

2.15Ž .

�which corresponds to a composite optimality criterion in the sense of Atkin-
Ž .�son and Donev 1992 for the class of polynomial models

k k�1
j 2 j' �a x , 1 � x b x k � 1, . . . , dÝ Ýj j½ 5

j�0 j�0

� �on the interval �1, 1 .

3. � -optimal discriminating designs for p � 
�. Note that forp, �

Ž . Ž .the prior � � 0, � , 0, . . . , 0, � the optimality criterion 2.15 reduces to a2 2 d
Ž .function which was already considered by Dette 1994, 1995 for determining

optimal discriminating designs for the class of homoscedastic polynomial
Ž .models up to degree d. Similarly, the prior � , 0, � , 0, . . . , � , 0 corre-1 3 2 d�1

sponds to the problem of optimal discriminating design for heteroscedastic
2Ž . 2 Ž 2 .polynomial models with variance function � x � � � 1 � x , which has

not been discussed so far. An important tool used in optimal design for
polynomials is the theory of canonical moments which was introduced by

Ž .Studden 1980, 1982a, b in this context. We will only give a very brief
heuristical introduction of this concept, which should be sufficient for the
purpose of this paper. For more details which are needed in the Appendix, we

Ž . Ž .refer to the work of Lau 1983, 1988 , Skibinsky 1986 and the recent
Ž .monograph of Dette and Studden 1997 . It is well known that a probability

� �measure on the interval �1, 1 , say � , is determined by its sequence of
Ž . Ž .moments c , c , . . . . Skibinsky 1967 defined a one-to-one mapping from the1 2

Ž .sequences of ordinary moments onto sequences p , p , . . . whose elements1 2
� �vary independently in the interval 0, 1 . For a given probability measure on

� �the interval �1, 1 the element p of the corresponding sequence is calledj

the jth canonical moment of � . In order to indicate the dependence on � we
Ž .use at some places the notation p � . The dependence on the design isj

omitted whenever it is clear from the context. If j is the first index for which
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� 4p � 0, 1 , then the sequence of canonical moments terminates at p and thej j
measure is supported at a finite number of points. The support points and
corresponding masses can be found explicitly by evaluating certain orthogo-

� Ž . Ž .�nal polynomials see Skibinsky 1986 and Lau 1988 . The set of probability
� �measures on the interval �1, 1 with first k canonical moments equal to

Ž . Ž .k�1 � � � 4p , . . . , p � 0, 1 	 0, 1 is a singleton if and only if p � 0, 1 . Other-1 k k
wise there exists an uncountable number of probability measures correspond-

Ž . � Ž .�ing to p , . . . , p see Skibinsky 1986 .1 k
It turns out that the canonical moments of the � -optimal discriminatingp, �

designs can be found analytically, which provides a complete solution of the
design problem. To this end we remark that the determinants of the matrices

Ž . Ž .A � and B � can be easily expressed in terms of the canonical momentsk k
� Ž .�of the probability measure � see Studden 1982b , that is,

k
k� l�1k Žk�1.A � � 2 q p q p ,Ž . Ž .Łk 2 l�2 2 l�1 2 l�1 2 l

l�1
3.1Ž .

k
k� l�1k Žk�1.B � � 2 p q p q ,Ž . Ž .Łk 2 l�2 2 l�1 2 l�1 2 l

l�1

Ž .where p , p , . . . denote the canonical moments of � p � 1 and q � 1 � p1 2 0 j j
Ž . Ž . Ž .j � 1 , q � 1. Observing 2.15 and 3.1 , we see that � is an increasing0 p, �

Ž .function of p q j � 1, . . . , d and consequently the canonical mo-2 j�1 2 j�1
ments of the projection � � of the � -optimal discriminating design for the� p, �

class FF must satisfy2 d
13.2 p � , l � 1, . . . , dŽ . 2 l�1 2

if p � ��. Similarly, there exists at least one � -optimal discriminating�� , �

design for the class FF such that the canonical moments of the correspond-2 d
Ž .ing projection satisfy 3.2 . Therefore, we can restrict ourselves to designs
Ž . Ž .with this property and 2.14 and 2.15 reduce to

j�1�
2 j�22 p q p , if k � 2 j,Ł2 j 2 l 2 l

l�1	3.3 eff � �Ž . Ž .k j�1
2 j�22 q q p , if k � 2 j � 1,Ł2 j 2 l 2 l


l�1

pd k�1
2 k�2� � � � 2 q q pŽ . Ý Łp , � 2 k�1 2 k 2 l 2 lž /l�1k�1

1�ppk�1
2 k�2�� 2 p q p ,Ł2 k 2 k 2 l 2 lž /l�1

3.4Ž .

where p , p , . . . denote the canonical moments of even order of the design �2 4 �

� � Ž . Ž .on the interval �1, 1 satisfying 3.2 and corresponding to � via 2.6 . We
first start with the � -optimality criterion for which the solution is now0, �

relatively obvious. Throughout this paper we assume without loss of general-
ity that either � � 0 or � � 0 and define Ý j a � 0 if i � j.2 d�1 2 d k�i k
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LEMMA 3.1. A symmetric design � � is a � -optimal discriminating0, �

Ž .design for the class FF with respect to the prior � � � , . . . , � if and only2 d 1 2 d
Ž .�if the canonical moments of its projection � via 2.6 satisfy�

1
p � ,2 j�1 2

� � Ýd � � �Ž .2 j i�j�1 2 i�1 2 i
p � , j � 1, . . . , d.2 j d� � � � 2Ý � � �Ž .2 j 2 j�1 i�j�1 2 i�1 2 i

3.5Ž .

Moreover, � � is unique if and only if � � 0 or � � 0.2 d 2 d�1

PROOF. By the previous discussion, the canonical moments of � � satisfy�

Ž .3.2 . For p � 0 the optimality criterion therefore reduces to

� �2 l 2 l�1d l�1 l�1

� � � C p q p q q p ,Ž . Ł Ł Ł0, � 2 l 2 i 2 i 2 l 2 i 2 iž / ž /l�1 i�1 i�1

Ž .which is uniquely maximized for the canonical moments in 3.5 . Conse-
quently, every design � whose canonical moments of � up to the order 2 d�

Ž .satisfy 3.5 is � -optimal discriminating with respect to the prior � .0, �

� 4If � � 0 or � � 0 we obtain p � 0, 1 and there is exactly one2 d 2 d�1 2 d
Ž . � Ž .�design corresponding to p , . . . , p see Skibinsky 1986 . �1 2 d

It is worthwhile to mention that in contrast to the ordinary polynomial
case the mapping from the set of priors onto the set of � -optimal discrimi-0, �

nating designs for the class FF is not one-to-one. On the one hand, Lemma2 d
3.1 only specifies the first 2 d canonical moments of the projection � � of a�

� -optimal discriminating design � �. Thus every design with these canoni-0, �

cal moments is � -optimal discriminating for the class FF with respect to0, � 2 d
the prior � . Uniqueness only occurs in the cases p � 1 or p � 0, which2 d 2 d
are equivalent to � � 0 or � � 0, respectively. On the other hand,2 d�1 2 d
there are infinitely many priors corresponding to a given set of first d

Ž . Ž .d�1 � �canonical moments p , . . . , p � 0, 1 	 0, 1 of even order. This is2 2 d
demonstrated by the following result, which provides a partial converse of
Lemma 3.1. Roughly speaking, it shows that every design is in fact � -opti-0, �̂

mal with respect to an appropriately defined prior � for the class FF .ˆ 2 d

THEOREM 3.2. Let � � 
 denote a design such that its projection � via�

Ž . Ž .2.6 has at least canonical moments of order 2 d and satisfies 3.2 . If d � 2,
there exists an uncountable number of priors � such that � is a � -optimalˆ 0, �̂

discriminating design for the class FF with respect to the prior � . If d � 1,ˆ2 d
there exists exactly one prior � such that � is a � -optimal discriminatingˆ 0, �̂

design for the class FF with respect to the prior � . Moreover, if p � 0, allˆ2 2 d
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Ž .such priors � � � , . . . , � are characterized byˆ ˆ ˆ1 2 d

dq 1 � 2 p2 l 2 l
3.6 � � � � � � �Ž . ˆ ˆ ˆ ˆŽ .Ý2 l�1 2 l 2 i 2 i�1p p2 l 2 l i�l�1

for l � 1, . . . , d, where p , . . . , p denote the canonical moments of even order2 2 d
Ž .of � . If p � 0, all such priors satisfy 3.6 for l � 1, . . . , d � 1 and addi-� 2 d

tionally � � 0.ˆ 2 d

PROOF. By Lemma 3.1, every prior � such that � is a � -optimalˆ 0, �̂

discriminating design for the class FF with respect to the prior � satisfiesˆ2 d
Ž . Ž .the equations in 3.5 . If p � 0, this is equivalent to 3.6 for l � 1, . . . , d. If2 d

Ž .p � 0, this is equivalent to 3.6 for l � 1, . . . , d � 1 and additionally � �ˆ2 d 2 d
0. It remains to show that there exists an uncountable number of nonnegative

Ž .solutions of 3.5 if d � 2 and a unique solution if d � 1. To see this, consider
Ž . � Ž .�the case p � 0, put � � 1, define  � q �p � see 3.6 and succes-2 d d d 2 d 2 d d

sively for l � d � 1, . . . , 1,
d2 p � 12 l

� � max 0, � � Ž .Ýl i i½ 5q2 l i�l�1

arbitrarily, and
dq 1 � 2 p2 l 2 l

 � � � � �  .Ž .Ýl l i ip p2 l 2 l i�l�1

By construction � , . . . , � ,  , . . . ,  are nonnegative numbers satisfying1 d 1 d
Ž . Ž .3.6 or equivalently 3.5 . Consequently, by Lemma 3.1, the design � is

Ž .� -optimal with respect to the prior � � � , . . . , � whereˆ ˆ ˆp, � 1 2 dˆ

 �l l
� � , � � , l � 1, . . . , d.ˆ ˆ2 l�1 2 ld dÝ � �  Ý � � Ž . Ž .i�1 i i i�1 i i

The assertion regarding d � 1 is obvious from this discussion. The case
p � 0 follows by a similar argument, starting with  � 1, � � 0, and is2 d d d
omitted for the sake of brevity. �

� Ž . �REMARK 3.3. It is well known see, e.g., Pukelshem 1993 , Section 9.16
that every design � with equal masses at at least 2 d � 1 points is � -opti-D p
mal for estimating the coefficients in the Fourier regression model g , where2 d

Ž .� denotes the � -criterion of Kiefer 1974 , �� � p � 1. Lau and Studdenp p

Ž . Ž .1985 showed that the corresponding projection � via 2.6 has canonical�D1 Ž .moments p � j � 1, . . . , 2 d . Therefore, by Theorem 3.2, every � -optimalj p2

design � is also a � -optimal discriminating design with respect to anyD 0, �̂

Ž . Ž .prior � � � , . . . , � satisfying � � � l � 1, . . . , d . This observationˆ ˆ ˆ ˆ ˆ1 2 d 2 l�1 2 l
is particularly important from a practical point of view because it provides a
strong argument for the use of a uniform design in a Fourier regression.
These designs are not only useful for parameter estimation but also efficient
for model discrimination in the class FF .2 d
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Ž . Ž Ž . Ž . Ž .EXAMPLE 3.4. Consider the prior � 2�3 � 1� 3d , 2� 3d , 1� 3d , . . . ,
Ž ..2� 3d which puts double weight on the models g , . . . , g . By Lemma 3.1,2 2 d

the � -optimal discriminating designs � � are characterized by the first 2 d0, �

canonical moments of its projection � � ,�

1 2 � 3 d � jŽ .
� �p � , p � , j � 1, . . . , d2 j�1 2 j2 3 � 6 d � jŽ .

and there are infinitely many measures with these first 2 d canonical mo-
� Ž .�ments see Skibinsky 1986 . For illustration, consider the case d � 2 which

gives

� � 1 � 5 � 2p � p � , p � , p �1 3 2 42 9 3

� �and every design � on �1, 1 with these first four canonical moments
corresponds to a � -optimal discriminating design for the class FF with0, � 4

Ž . Ž .respect to the prior � 2�3 using the transformation 2.6 . For example, if we
Ž � � � � . � � �terminate p , p , p , p with p � 0 we obtain a design � on �1, 11 2 3 4 5 �

�which has masses 1�4, 3�8, 3�8 at the points �1, �0.211, 0.878 see Lau
Ž .� � � Ž .1988 . Transforming this design back onto �� , � via 2.6 gives, for a
� -optimal discriminating design for the class FF with respect to the prior0, � 4

Ž . Ž . �� 2�3 � 1�6, 1�3, 1�6, 1�3 , the measure � with masses 1�8, 3�16,
3�16, 3�16, 3�16, 1�8 at the points �� , �1.783, �0.499, 0.499, 1.783 and11
� . If the sequence is terminated at p� � 1, we obtain by a similar analysis5
the measure �� with masses 3�16, 3�16, 1�4, 3�16, 3�16 at the points
�2.642, �1.358, 0, 1.358 and 2.642 as a further � -optimal discriminating0, �

Ž . Ž .design with respect to the prior � 2�3 � 1�6, 1�3, 1�6, 1�3 .

The preceding example represents an interesting particular case, where
the weights for the models g are all equal and the weights for the models2 l�1
g are all equal. It turns out that in this case a � -optimal discriminating2 l 0, �

design can be found explicitly, which is ‘‘nearly’’ uniformly distributed on not
Ž .necessarily equidistant points. Throughout this paper a denotes then

Ž . Ž . Ž . Ž .Pochhammer symbols, that is, a � a a � 1 			 1 � n � 1 , a � 1. Then 0
proof of this result is complicated and therefore deferred to the Appendix.

Ž . Ž .THEOREM 3.5. Let � a � � , . . . , � denote a prior such that � �1 2 d 2 j
Ž . Ž . Ž � �a�d, � � 1 � a �d j � 1, . . . , d for some a � 0, 1 . Let � denote the2 j�1

Ž Ž ..design with equal masses 1� 2 d � a at the 2 d zeros of the polynomial

2 jd �d j�P � � � d � 1 � j j � 1 � a �1 cosŽ . Ž . Ž . Ž .d� jÝd ž /ž / ž /j 2j�0

Ž . Ž Ž ..in the interval �� , � and masses a� 2 d � a at the points �� and � ;
then �� is a � -optimal discriminating design with respect to the prior0, � Ža.
Ž . �� a supported at 2 d � 2 points. Let � denote the design with equal
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Ž Ž ..masses 1� 2 d � a at the 2 d zeros of the polynomial
2 jd �d j�P � � � d � 1 � j j � 1 � a �1 cosŽ . Ž . Ž . Ž .d� jÝd ž /ž / ž /j 2j�0

Ž . Ž . �in the interval �� , � and mass a� d � a at the point 0; then � is a
Ž .� -optimal discriminating design with respect to the prior � a supported0, � Ža.

at 2 d � 1 points.

Ž .THEOREM 3.6. Let p � ��, 1 , � � 
 denote a symmetric design on
� � Ž .�� , � and � its projection onto 
 via 2.6 . The design � is a� ��1, 1�
� -optimal discriminating design for the class of Fourier regression modelsp, �

FF with respect to the prior � if and only if the canonical moments of its2 d
projection � satisfy�

1 � 1�Ž1�p.
2 d

3.7 p � l � 1, . . . , d , p �Ž . Ž .2 l�1 2 d 1�Ž1�p. 1�Ž1�p.2 � � �2 d�1 2 d

and for l � 1, . . . , d � 1,

� p1�p
2 l�1 2 l

pd i�1
p p i�l� 2 p � 1 � p � � q 4 q pŽ . Ý Ł2 l 2 i 2 i 2 i�1 2 i 2 j 2 j½ 5ž /j�l�1i�l�1

3.8Ž .

� � q1�p .2 l 2 l

Moreover, there exists a unique � -optimal discriminating design for thep, �

class FF with respect to the prior � if and only if � � 0 or � � 0.2 d 2 d 2 d�1

Ž . Ž .PROOF. Note that in the case p � 0, the equations in 3.7 and 3.8
Ž .reduce to 3.5 and it remains to consider the case p � 0. It was already

pointed out at the beginning of this section that for a � -optimal discrimi-p, �

nating design for the class FF , the canonical moments of odd order less than2 d
or equal to 2 d of the corresponding projection must be 1�2. The representa-

Ž . Ž .tion of p in 3.7 follows by straightforward algebra differentiating 3.42 d
with respect to p .2 d

If � is a � -optimal discriminating design for the class FF with respectp, � 2 d
Ž .to the prior � � � , . . . , � , then Lemma 2.1 shows that � is also � -op-1 2 d 0, �̂

Ž . Ž .timal with respect to the prior � � � , . . . , � specified by 2.5 . Observingˆ ˆ ˆ1 2 d
Ž .3.3 we obtain for this prior,

pk�1�
2 k�2s� 2 p q p , if l � 2k ,Ł2 k 2 k 2 j 2 jž /j�1	� �ˆ pl k�13.9Ž .

2 k�2s� 2 q q p , if l � 2k � 1,Ł2 k�1 2 k 2 j 2 j
 ž /j�1

l � 1, . . . , d ,
where s is a normalizing constant such that Ý2 d � � 1. Lemma 3.1 showsˆl�1 l
that the first d even canonical moments of the projection � of a � -optimal� 0, �̂
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discriminating design with respect to the prior � are given byˆ

� � Ýd � � �ˆ ˆ ˆŽ .2 l i�l�1 2 i�1 2 i
p � , l � 1, . . . , d � 1.2 l d� � � � 2Ý � � �ˆ ˆ ˆ ˆŽ .2 l 2 l�1 i�l�1 2 i�1 2 i

Ž .Inserting in these equations 3.9 yields the system
p

p d p p i�l i�1� p � Ý � p � � q 4 Ł q pŽ . Ž .2 l 2 l i�l�1 2 i 2 i 2 i�1 2 i j�l 2 j 2 j
p � p2 l p p d p p i�l i�1� p � � q � 2Ý � p � � q 4 Ł q pŽ . Ž .2 l 2 l 2 l�1 2 l i�l�1 2 i 2 i 2 i�1 2 i j�l 2 j 2 j

p�p d p p i�l i�1� q � Ý � p � � q 4 Ł q pŽ . Ž .2 l 2 l i�l�1 2 i 2 i 2 i�1 2 i j�l�1 2 j 2 j
� p�p �p d p p i�l i�1� q �� p �2Ý � p �� q 4 Ł q pŽ . Ž .2 l 2 l 2 l�1 2 l i�l�1 2 i 2 i 2 i�1 2 i j�l�1 2 j 2 j

Ž . Ž .l � 1, . . . , d � 1 , which is equivalent to 3.8 . Consequently, if � � 
 is a
� -optimal discriminating design with respect to the prior � , then thep, �

canonical moments of its projection � must satisfy the system of equations�

Ž . Ž .in 3.7 and 3.8 . On the other hand, it is straightforward to show that these
Ž . Ž .d�1 � �equations have a unique solution p , . . . , p � 0, 1 	 0, 1 . By stan-1 2 d

� Ž .dard arguments of optimum design theory see Pukelsheim 1993 , Section
�7.13 , a � -optimal discriminating design � � 
 exists and the assertion ofp, �

the theorem follows. �

� � � Ž .EXAMPLE 3.7. If the prior � satisfies � � � l � 1, . . . , d , then the2 l�1 2 l
Ž . Ž . Ž .unique solution of 3.7 and 3.8 is given by p � 1�2 l � 1, . . . , 2 d . Thusl

every D-optimal design for the Fourier regression model g is also a2 d
� �-optimal discriminating design for the class FF with respect to thep, � 2 d

� � �prior � independently of the value p .
As a ‘‘nontrivial’’ example, consider the case d � 3 and a prior of the form

1Ž . ŽŽ . Ž . Ž . .� a � 1 � a , a, 1 � a , a, 1 � a , a where 0 � a � 1. In this case the3

system of equations in Theorem 3.6 gives p � p � p � 1�2,1 3 5

1
3.10 p � ,Ž . 6 Ž .1� 1�p1 � 1�a � 1Ž .
3.11 aq1�p � 1 � a p1�p � 2 p � 1 ap p � 1 � a q p 4 p ,Ž . Ž . Ž . Ž .Ž .4 4 4 6 6

aq1�p � 1 � a p1�p � 2 p � 1Ž . Ž .2 2 2

p p p	 4 ap � 1 � a qŽ .Ž .4 43.12Ž .
p2 p p p�4 q p ap � 1 � a q ,Ž . Ž .Ž .4 4 6 6

Ž .which can easily be solved by standard software e.g., Mathematica . If a � 0
or a � 1, we obtain p � 0 or p � 1 and there exists exactly one measure on6 6
� ��1, 1 with these canonical moments. The corresponding measure � on the

� � Ž .interval �� , � obtained via the projection 2.6 is the � -optimalp, � Ža.
Ž .discriminating design with respect to the prior � a . In the remaining cases
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TABLE 1
Positive support points and corresponding weights of ‘‘a lower principal representation’’

�� of the � -optimal discriminating design for the class FFp, � Ž� . 6

( ) ( )p � 2�����3 � 3�����4

0 0.356 1.269 2.175 3.141 0.304 1.230 2.140 3.141
0.136 0.136 0.136 0.092 0.133 0.133 0.133 0.101

�1 0.391 1.311 2.209 3.141 0.358 1.291 2.188 3.141
0.142 0.137 0.135 0.086 0.141 0.134 0.131 0.094

�2 0.391 1.324 2.222 3.141 0.380 1.311 2.208 3.141
0.143 0.138 0.136 0.083 0.144 0.135 0.132 0.089

Ž .0 � a � 1, we have p � 0, 1 , j � 1, . . . , 6 and there are infinitely manyj

� �designs on �1, 1 with the first six canonical moments equal to p , . . . , p .1 6
This implies the existence of infinitely many � -optimal discriminatingp, � Ža.

Ž .designs for the class FF with respect to the prior � a . A solution with a2 d
minimal number of support points is obtained by using the measure with

Ž .canonical moments p , . . . , p , p where p , . . . , p are determined by1 6 7 1 6
Ž . Ž . Ž .3.10 � 3.12 and p � 0 or p � 1. This corresponds to a lower p � 0 or7 7 7

Ž . Ž . �upper p � 1 principal representation of the point p , . . . , p see Skibin-7 1 6
Ž .� � �sky 1986 and the corresponding measure on the interval �1, 1 has four

Ž . Ž . Ž .� d � 1 support points including the point �1 if p � 0 or �1 if p � 1 .7 7
� Ž .The resulting � -optimal design � � 
 is obtained via 2.6 and hasp, �

Ž . Ž . Ž .8 � 2 d � 2 support points if p � p � 0 and 7 � 2 d � 1 support7 2 d�1
2 3Ž .points if p � p � 1. We have calculated both cases for a � , a �7 2 d�1 3 4

and p � 0, �1, �2. The results are listed in Tables 1 and 2. Table 1 shows
positive support points and corresponding weights of the � -optimalp, � Ža.
discriminating design ��� 
 for the class of Fourier regression models FF6

1Ž . ŽŽ . Ž . Ž . .with respect to the prior � a � 1 � a , a, 1 � a , a, 1 � a , a for various3

values of p and a. The sequence of canonical moments of the projection � � is�

terminated with p � 0. The � -optimal discriminating design has eight7 p, � Ža.

support points where the negative support points and corresponding masses
are obtained by a reflection at the origin. Table 2 shows nonnegative support

TABLE 2
Nonnegative support points and corresponding weights of ‘‘an upper principal representation’’

�� of the � -optimal discriminating design for the class FFp, � Ž� . 6

( ) ( )p � 2�����3 � 3�����4

0 0.000 0.967 1.872 2.885 0.000 1.002 1.912 2.838
0.184 0.136 0.136 0.136 0.202 0.133 0.133 0.133

�1 0.000 0.933 1.831 2.751 0.000 0.954 1.851 2.783
0.172 0.135 0.137 0.142 0.188 0.131 0.134 0.141

�2 0.000 0.920 1.818 2.736 0.000 0.934 1.830 2.762
0.166 0.136 0.138 0.143 0.178 0.132 0.135 0.144
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points and corresponding weights of the � -optimal discriminating designp, � Ža.

��� 
 for the class of Fourier regression models FF with respect to the prior6
1Ž . ŽŽ . Ž . Ž . .� a � 1 � a , a, 1 � a , a, 1 � a , a for various values of p and a. The3

sequence of canonical moments of � � is terminated with p � 1. The� 7
� -optimal discriminating design has seven support points where thep, � Ža.
negative support points and corresponding masses are obtained by a reflec-
tion at the origin.

4. Discriminating designs with respect to the maximin criterion.
The determination of a � -optimal discriminating design turns out to be�� , �

more complicated than in the differentiable case �� � p � 1. The previous
discussion shows that, if �� � p � 1, the canonical moments of a � -opti-p, �

� Ž .�mal discriminating design � more precisely of its projection � are�

unique up to the order 2 d. We will demonstrate now that for the maximin
criterion � , this uniqueness statement is not necessarily correct. Note�� , �

that the � -optimality criterion does not depend on the size of the�� , �

elements in the prior, that is,

�� � � min eff � � � 0 .Ž . Ž .� 4�� , � j j

ŽWe begin our investigations by considering priors of the form 0, � , 0, . . . , 0,2
.� with � � 0. In this case, the problem is equivalent to a problem of2 d 2 d

optimum design in homoscedastic polynomial regression and the solution is
more transparent.

e Ž .THEOREM 4.1. Let � � 0, � , 0, . . . , 0, � denote a prior for the class of2 2 d
Ž .Fourier regression models FF with vanishing odd components � � 0 and2 d 2 d

define

�� 44.1 i � � j � l , . . . , d � � 0 , l � 1, . . . , dŽ . � 4l 2 j

as the number of nonvanishing weights with an index � 2 l.

Ž . �a A symmetric design � � 
 is a � -optimal discriminating design�� , �

for the class of Fourier regression models FF with respect to the prior � e if2 d
and only if the canonical moments of its projection � � satisfy�

i � 1� l
, if � � 0,2 l2 i l� 	4.2 p � l � 1, . . . , d ,Ž . 2 l 1

, if � � 0,
 2 l2
� 14.3 p � , l � 1, . . . , d.Ž . 2 l�1 2

Moreover, the � -optimal discriminating design for the class FF with�� , � 2 d
respect to the prior � e is unique.

Ž . Ž . Ž .b Let p , . . . , p � 0, 1 be fixed 1 � d � d and � denote the designˆ ˆ ˆ1 2 d 11
Ž � � .whose projection � has canonical moments p , . . . , p , p , . . . , pˆ ˆ� 1 2 d 2 d �1 2 dˆ 1 1

� Ž . Ž . Ž .where p is defined by 4.2 and 4.3 l � 2 d � 1, . . . , 2 d . Here � is theˆl 1
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unique � -optimal discriminating design for the class of Fourier regres-�� , �

sion models FF with respect to the prior2 d

� e , d1 � 0, . . . , 0, � , 0, � , 0, . . . , 0, �Ž .2 d �2 2 d �4 2 d1 1

in the set

ˆ �
 � � � 
 p � � p for l � 1, . . . , 2 d� 4Ž . ˆl � l 1

of all designs with first 2 d canonical moments equal to p , . . . , p .ˆ ˆ1 1 2 d1

Ž . Ž . Ž . ePROOF. a Observing 2.10 , 2.15 and the definition of the prior � , it
follows that the � -optimal design problem is equivalent to the problem of�� , �

determining the � -optimal discriminating design for a homoscedastic�� , �

� �polynomial regression on the interval �1, 1 . This has been solved by Dette
Ž . �1995 , and we obtain for the canonical moments of the projection � ,�

d�1� 2 l �1� �11 � q p , if � � 0,Ž .Ž . Ł 2 i 2 i 2Žd�l .2
i�d�l�1� 	p �2Žd�l . 1

4.4 , if � � 0,Ž . 
 2Žd�l .2

l � 1, . . . , d � 1,
� 1 �4.5 p � , l � 1, . . . , d ; p � 1.Ž . 2 l�1 2 d2

Because p� � 1, the � -optimal discriminating design for the class FF2 d ��, � 2 d
e Ž .with respect to the prior � must be unique. In order to show that 4.2 and

Ž .4.4 coincide, we use an induction argument noting that only cases with
� � 0 are of interest. For l � d we have i � 1 and both representations2 l d

� Ž . Ž .give p � 1. Now assume that 4.2 and 4.3 is valid for l � k, . . . , d. If2 d
� � 0 for all 1 � j � k � 1, there is nothing to show. In the other case, let2 j

� 4k denote the maximum index in 1, . . . , k � 1 for which � � 0. Similarly,1 2 k1

� 4let k be the minimum index in k, . . . , d for which � � 0. Observing the2 2 k 2
� 1Ž .definition 4.1 , we have i � i � i � 1 and p � for j � k � 1, . . . ,k k k 2 j 122 1

Ž .k � 1. Now the recursion 4.4 yields2

Ž .2 d�k d�111 �1� � �p � 1 � q pŽ .Ł2 k 2 j 2 j1 ž /2 j�k �11

i �1 2k1 i � 1 i � 11 l k k1 1� 1 � � 1 � � ,Ł 24 2 i 2 il � 1l�2 k k1 1

where the second equality follows from the fact that there are i � i � 1k k2 1

nonvanishing elements among � , . . . , � corresponding to the canoni-2 k �2 2 d1
Ž . Ž .cal moments l � 1 �2 l l � 1, . . . , i � 1 . Repeating this argument provesk1

Ž .part a of the theorem.
Ž . Ž .b By part a it follows that the measure � � 
 corresponding to the� ��1, 1�

design � � 
 which maximizes

�4.6 min eff � d � 1 � l � d , � � 0� 4Ž . Ž .2 l 1 2 l
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Ž . Ž .has canonical moments p � 1�2 l � 1, . . . , d , p � 1�2 l � 1, . . . , d ,2 l�1 2 l 1

i � 1� l
, if � � 0,2 l2 i l	p � l � d � 1, . . . , d.2 l 11

, if � � 0,
 2 l2

Ž .Because all efficiencies in 4.6 depend on p , . . . , p , only through1 2 d1

d1

q q p q pŽ .Ł2 d 2 j�2 2 j�1 2 j�1 2 j1
j�1

ˆŽ .it follows that � maximizes 4.6 within the class 
. The statement regardingˆ
the uniqueness follows from p � 1. �2 d

For the general case we need the following lemma. The proof is obvious,
Ž . Ž .observing 2.15 and 3.1 .

Ž .LEMMA 4.2. Let � � � , . . . , � denote a prior for the class of Fourier1 2 d
� 4regression models FF , l � 1, . . . , d and � be obtained from � by inter-ˆ2 d 0

Ž .changing the 2 l � 1 th and 2 l th component, that is,0 0

� , if k � 2 l � 1, 2 l ,� k 0 0	� , if k � 2 l ,4.7 � � k � 1, . . . , 2 d.2 l �1 0Ž . ˆ 0k 
� , if k � 2 l � 1,2 l 00

If � � denotes a � -optimal discriminating design for the class of Fourierp, �

regression models FF with respect to the prior � , and � denotes a designˆ2 d
such that the canonical moments of the corresponding projections � � and �� �̂

are related by

p� , if l � 2 l ,l 0p � l � 1, . . . , 2 d ,ˆ �l ½ q , if l � 2 l ,l 0

then � is a � -optimal design for the class FF with respect to the prior � .ˆ ˆp, � 2 dˆ

THEOREM 4.3. Let � denote a prior for the class of Fourier regression
models FF ,2 d

� �� 44.8 d � max 0  l � � � 0� 4� 4Ž . 0 2 l�1 2 l

be the maximum index j for which the prior � assigns positive weight to both
models g and g and let2 j�1 2 j

� �� 44.9 i � � j � l , . . . , d � � � � 0Ž . � 4l 2 j�1 2 j

Ž . Ž .be the number of pairs of models g , g j � l, . . . , d with at least one2 j�1 2 j
positive corresponding weight.

Ž . �a If d � 0, then there exists a unique � -optimal discriminating0 ��, �

design � � for the class of Fourier regression models FF and the canonical2 d
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1
�moments of the corresponding projection � � 
 are given by p � ,� ��1, 1� 2 l�1 2

Ž . Ž .p � 1 � 0 if � � 0 � � 0 and2 d 2 d 2 d�1

Ž .2 d�l �d�1� 1 i � 1l�11 � q p � , if � � 0,Ž .Ł 2 j 2 j 2 l�ž /2 2 ij�l�1 l
Ž .2 d�l �d�11 i � 1l�1	4.10 p �Ž . q p � , if � � 0,Ž .2 l Ł 2 j 2 j 2 l�1�ž /2 2 ij�l�1 l

1
, if � �� �0,
 2 l�1 2 l2

l � 1, . . . , d � 1.
Ž . �b If d � d, then there exists an uncountable number of � -optimal0 ��, �

discriminating designs for the class of Fourier regression models FF . The first2 d
2 d canonical moments of the corresponding projections onto 
 are�� 1, 1�
uniquely determined by

14.11 p � l � 1, . . . , 2 d .Ž . Ž .l 2

Ž . �c If 1 � d � d � 1, every projection � with canonical moments satisfy-0 �

ing
1 �p � , l � 1, . . . , 2 d ,l 02
1 �p � , l � d � 1, . . . , d ,2 l�1 02

4.12Ž .

l�1
1�2 l �4.13 p q p � 2 if � � 0, l � d � 1, . . . , d ,Ž . Ł2 l 2 j 2 j 2 l 0

j�1

l�1
1�2 l �4.14 q q p � 2 if � � 0, l � d � 1, . . . , dŽ . Ł2 l 2 j 2 j 2 l�1 0

j�1

Ž .corresponds via 2.6 to a � -optimal discriminating design � for the class�� , �
� Ž . Ž .of Fourier regression models FF . A first solution � of 4.12 � 4.14 is2 d

Ž .�obtained if the canonical moments of the projection � are given by 4.11 . A�

Ž . Ž .��second solution � is obtained by using 4.12 and 4.10 for l ��

d� � 1, . . . , d. This sequence can be characterized by the fact that the corre-0
sponding � �� is additionally the unique � -optimal discriminating de-�� , �

Ž � �sign for the class FF with respect to the prior � � 0, . . . , 0, � , � ,ˆ2 d 2 d �1 2 d �20 0
.. . . , � , � . In particular, there exists an uncountable number of � -2 d�1 2 d ��, �

optimal discriminating designs for the class of Fourier regression models FF .2 d

Ž .PROOF. Part a is an immediate consequence of Lemma 4.2 and Theorem
Ž .4.1 and its proof. In order to prove part b we note that for a design satisfying

Ž .3.2 the � optimality criterion gives�� , �

k�1
2 k�2 �� � � min 2 q q p � � 0Ž . Ł�� , � 2 k 2 l 2 l 2 k�1½ 5½

l�1
4.15Ž .

k�1
2 k�2 � 2 p q p � � 0Ł2 k 2 l 2 l 2 k½ 5 5

l�1
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Ž .and the sequence of canonical moments in 4.11 yields the criterion value
Ž � .� � � 1�2. On the other hand, we obtain for every � � 
,�� , �

1 �
� � � �� 44.16 min eff � , eff � � min p , q � if d � 0Ž . Ž . Ž .� 42 d �1 2 d 2 d 2 d 020 0 0 0

with equality if and only if the canonical moments of the corresponding
Ž . �projection satisfy the first part of 4.12 . This shows that a design � is

� -optimal discriminating for the class FF if and only if the first 2 d�� , � 2 d
Ž . Ž .�canonical moments of its projection � satisfy 4.11 , which proves part b of�

the theorem.
Ž . Ž .The remaining part c follows from these arguments and Theorem 4.1 b .

Ž . �From 4.16 we obtain that the first 2 d canonical moments of the projection0
Ž .� of a � -optimal discriminating design must satisfy 4.12 and that the� ��, �

remaining efficiencies must satisfy
14.17 eff � � whenever � � 0Ž . Ž .k k2

Ž � . Ž .k � 2 d � 1, . . . , 2 d . Observing the representation 3.3 of the efficiencies in0
Ž .terms of canonical moments it follows that for a design satisfying 3.2 this is

Ž . Ž . � Ž .equivalent to 4.13 and 4.14 . The design � � 
 corresponding to 4.11
Ž . Ž . �� Ž .obviously satisfies 4.12 � 4.14 . The second solution � described in part c
Ž . ���obviously satisfies 4.12 and the canonical moments p , . . . , p of �2 d �2 2 d �0

Ž . �� �are given by 4.10 , by definition of � . Let l � d and assume that � � 0;0 2 l
Ž .then, by 4.10 ,

l�1 d�1 d�11 �1p q p � q p q pŽ . Ž .Ł Ł Ł2 l 2 j 2 j 2 j 2 j 2 j 2 jqj�1 j�1 j�l�12 l

Ž �.2 l�d�d d�101
� q pŽ .Ł 2 j 2 jž / �2 j�d �10

Ž .2 l�1� 1
� �q , if � � 0,2 d 2 d �11 1ž /2	� Ž .2 l�11
� �p , if � � 0,2 d 2 d
 1 1ž /2

� � � � 4where d � min j � d � 1 � � � � 0 . In both cases we obtain from1 0 2 j�1 2 j
Ž .4.10 ,

l�1
1�2 lp q p � 2 ,Ž .Ł2 l 2 j 2 j

j�1

Ž . Ž .which proves 4.13 . The corresponding inequality 4.14 for the case � � 02 l�1
is proved exactly in the same way. The characterization of � �� as the unique

Ž� -optimal discriminating design with respect to the prior � � 0, . . . , 0,ˆ�� , �

. Ž . Ž .�� , . . . , � now follows from Theorem 4.1 b and part a . �2 d �1 2 d0

REMARK 4.4. It is worthwhile to mention that a careful inspection of the
proof of Theorem 4.3 shows that every projection � with canonical moments�
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satisfying

1 �p � , k � 1, . . . , 2 d ,k 02

1 �eff � � , � � 0, k � 2 d � 1, . . . , 2 dŽ .k k 02

Ž .corresponds via 2.6 to a � -optimal discriminating design � for the class�� , �

FF with respect to the prior � . In other words, it is not necessary to require2 d
the canonical moments p � , p � , . . . , p to be 1�2. However this2 d �1 2 d �3 2 d�10 0

choice yields the largest efficiencies for testing the hypotheses H 2 d, . . . ,0
2 d�

0�1 Ž . �H in 1.2 with respect to choosing the odd canonical moments p ,0 2 d �10

p � , . . . , p .2 d �3 2 d�10

We will conclude this section by considering the minimax criterion in more
detail, where the minimum of the efficiencies is not taken over all models of
the class FF . More precisely, we consider the four criteria2 d

�4.18 min eff � k � 1, . . . , d ,� 4Ž . Ž .2 k

�4.19 min eff � k � 1, . . . , d ,� 4Ž . Ž .2 k�1

d � 1
�min eff � j � 0, . . . ,Ž .2 d�4 j½ 5½ 2

4.20Ž .
d 3

� eff � j � 0, . . . , � ,Ž .2 d�3�4 j½ 5 52 4

d 1
�min eff � j � 0, . . . , �Ž .2 d�1�4 j½ 5½ 2 4

4.21Ž .
d � 2

� eff � j � 0, . . . , .Ž .2 d�2�4 j½ 5 52

Ž . Ž .Here 4.18 and 4.19 correspond to the � -criterion for the ‘‘priors,’’�� , �

� � 4which put exactly positive weights at the models g k � 1, . . . , d or at the2 k
� � 4 Ž . Ž .models g k � 1, . . . , d , while in 4.20 and 4.21 alternating g or2 k�1 2 k�1

Ž . � Ž .�g k � 1, . . . , d has positive weight starting either with g see 4.20 or2 k 2 d
� Ž .� Ž .g see 4.21 . For example, the criterion 4.19 could be used, if the2 d�1

experimenter is sure that the terms of highest periodicity do not contain a
Ž .cosinus part. Similarly, 4.20 can be used in the construction of optimal

designs for discriminating between the models g , g , g , g , . . . .2 d 2 d�3 2 d�4 2 d�7

It turns out that in these cases the optimal discriminating designs are
unique, ‘‘nearly’’ uniform on not necessarily equidistant points, given by the
zeros of certain trigonometric functions. The proof of the following result is
deferred to the Appendix.

Ž .THEOREM 4.5. a The � -optimal discriminating design maximizing�� , �

Ž .4.18 is unique and supported at the points �� , � , 0 and at the 2 d � 2
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zeros of the function
d�1

4.22 m � 1 d � m cos d � 2m � 1 xŽ . Ž . Ž . Ž .Ý
m�0

Ž . Ž .in the interval �� , � . The corresponding masses at the zeros of 4.22 are
Ž Ž ..all equal to 1� 2 d � 2 while the masses at �� and 0 are given by

Ž Ž .. Ž Ž ..3� 4 d � 2 and 3� 2 d � 2 , respectively.
Ž . Ž .b The � -optimal discriminating design maximizing 4.19 is unique�� , �

and has equal masses at the points
� k

� k � 1, . . . , d .ž /d � 1
Ž . Ž .c If d � 2k � 1, the � -optimal design maximizing 4.20 is unique�� , �

and supported at the 2 d � 1 zeros of the function
k

j4.23 �1 sin 2k � 1 � 2 j xŽ . Ž . Ž .Ý
j�0

� �in the interval �� , � . The masses at the points minus or plus � and 0 are
Ž . Ž .1� 4d and 1� 2 d , respectively, while the masses at the remaining zeros of

Ž . Ž .4.23 are all equal to 1� 2 d .
Ž .If d � 2k, the � -optimal discriminating design maximizing 4.20 is�� , �

unique and supported at the 2 d � 1 zeros of the function
k�1

j�1 k � j sin 2k � 2 j xŽ . Ž . Ž .Ý
j�0

� �in the interval �� , � . The masses at the points 0, �� and ���2 are
Ž Ž .. Ž Ž .. Ž Ž ..1� 2 d � 2 , 1� 4 d � 2 and 3� 2 d � 2 , respectively, while the masses at

Ž Ž ..all remaining 2 d � 4 support points are all equal to 1� 2 d � 2 .
Ž .d If d � 2k � 1, the � -optimal discriminating design maximizing�� , �

Ž .4.21 is unique and supported at the 2 d zeros of the function
k

j�1 2k � 1 � 2 j cos 2k � 1 � 2 j xŽ . Ž . Ž .Ý
j�0

Ž .in the interval �� , � . The masses at the points minus or plus ��2 are
Ž Ž ..3� 2 d � 2 while the masses at the remaining 2 d � 2 support points are all

Ž Ž ..equal to 1� 2 d � 2 .
Ž .If d � 2k, the � -optimal discriminating design maximizing 4.21 is�� , �

unique and has equal masses at the 2 d � 4k points
2 l � 1 �

4.24 � l � 1, . . . , k , k � 2, . . . , 2k � 1 .Ž . ½ 52k � 1 2

APPENDIX

Proof of Theorem 3.5. Observing Lemma 3.1 and the definition of the
Ž . Ž .prior � a , we obtain from 3.5 for the first 2 d canonical moments of the



OPTIMAL DESIGNS FOR A FOURIER REGRESSION 1517

projection � of a � -optimal discriminating design � ,� 0, �

1 a � d � jŽ .
a aA.1 p � , p � , j � 1, . . . , d.Ž . 2 j�1 2 j2 1 � 2 d � jŽ .

Terminating this sequence with p � 0 yields a projection � � with d � 12 d�1 �

� Ž .�support points see Skibinsky 1986 . These can be calculated as the roots of
Ž . Ž . Ž .the polynomial 1 � x Q x , where Q x is the dth monic orthogonald d

Ž . RŽ . Rpolynomial with respect to 1 � x d� x and the measure � corresponds� �

Ž .to the ‘‘reversed’’ sequence p , . . . , p , 0 ,˜ ˜1 2 d

a � l � 1�
, if j � 2 l � 1,

2 l � 1a 	A.2 p � p �Ž . ˜j 2 d�1�j 1
, if j � 2 l ,
2

Ž . � Ž . Ž .�j � 1, . . . , 2 d see Studden 1982b or Lau 1983 . By a result of Skibinsky
Ž . Ž .1969 , the measure corresponding to the sequence p is the beta-distri-˜d j� �

Ž .a�1Ž .�a Ž .bution with density proportional to 1 � x 1 � x , and Q x must bed
Ž�a, a.Ž .proportional to the dth Jacobi polynomial P x , that is,d

�1
2 dd Ž�a , a.Q x � 2 P xŽ . Ž .d dž /d

jd d� d � 1 � a 2 � d � 1 � j x � 1Ž . Ž .d� Ý ž /ž /j2 d ! � j � 1 � a 2Ž . Ž .j�0

A.3Ž .

� Ž . �see Van Assche 1987 , page 2 . The assertion regarding the support points
Ž . Ž� ,  .Ž .now follows from 2.6 , putting x � cos � and observing that P �x �d

Ž .d Ž  , � .Ž .�1 P x . For the calculation of the weights, we note that the Stieltjesd
transform of � � is given by�

d� � x P zŽ . Ž .1 � d
A.4 h z � � ,Ž . Ž . H z � x 1 � z Q zŽ . Ž .�1 d

Ž .where P z is the monic polynomial of degree d whose d zeros give the dd
Ž a a .interior support points of the measure with canonical moments q , . . . , q , 1 .1 2 d

Ž . Ž . Ž .This follows from formula 2.6 , 2.14 , and Lemma 2.1 in Skibinsky 1986
Ž � � .where the results have to be transformed onto the interval �1, 1 , n � 2 d

Ž . Ž .and from Lemma 2.9 in Studden 1982b . By Lemma 2.10 in Studden 1982b ,
˜the support is equal to the support of the measure � corresponding to the

Ž a a .sequence p , . . . , p , 1 which is given by the dth orthogonal polynomial2 d 1
˜Ž . Ž . Ž .with respect to the measure 1 � x d� x . Now A.1 and the previous

discussion shows that pa , . . . , pa are the first 2 d canonical moments of the2 d 1
Ž .beta-distribution with parameters �a, a � 1 . Consequently we obtain

2d
�1

d Ž�a�1, a�1.Ž . Ž . Ž . Ž .P x � 2 P x and, by A.3 , the identity in A.4 reduces tož /d dd

P Ž�a�1, a�1. zŽ .d
h z � .Ž . Ž�a , a.1 � z P zŽ . Ž .d
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The weights of � � at the corresponding support points can be obtained from�

P Ž�a�1, a�1. xŽ .d
��� x � h z z � x �Ž . Ž . Ž . z�x� Ž�a , a. Ž�a , a. �P x � 1 � x d�dz P zŽ . Ž . Ž . Ž . z�xd d

P Ž�a�1, a�1. xŽ .d� ,Ž�a , a. Ž�a�1, a�1.1 � a P x � d � a P xŽ . Ž . Ž . Ž .d d

where the last line follows from
1Ž� ,  . Ž��1, �1.d�dz P z � d � � �  � 1 P zŽ . Ž . Ž . Ž .d d�12

Ž . Ž . Ž . Ž .and formulas 22.7.16 , 22.7.18 , 22.7.19 in Abramowitz and Stegun 1964 .
Ž�a, a.Ž .Now if x is an interior support point, we have P x � 0 and obtain0 d 0

Ž . Ž . Ž . �Ž . Ž Ž� x � 1� d � a . The transformation 2.6 then yields � x � 1� 2 d ��� 0
.. �a for all 2 d interior support points of the corresponding measure � . The

assertion regarding the weight at the points minus or plus � follows from the
symmetry of ��.

The second part of the theorem can be proved by similar arguments, which
are omitted for the sake of brevity. �

Proof of Theorem 4.5. All cases are very similar and we restrict our-
Ž . � Ž .selves to part d and the case d � 2k. Observing the definition of d in 4.80

� Ž . Ž .we have d � 0 and part a of Theorem 4.3, i � d � l � 1 shows that the0 l
� -optimal discriminating design � � must be unique and the correspond-�� , �

ing projection � � has canonical moments�
� 1A.5 p � , l � 1, . . . , 2k ,Ž . 2 l�1 2

j�
, if j is even,

2 � 2 j
� 	A.6 p �Ž . 4 k�2 j j � 2

, if j is odd
2 � 2 j

Ž . Ž . �j � 0, . . . , 2k � 1 . By results of Studden 1982b , the support of � is given�

Ž .by the zeros of the polynomial Q x whose zeros give the support points of2 k
Ž � � � � .the measure corresponding to p , p , . . . , p , p , 0 . This polynomial4 k�1 4 k�2 2 1

Ž . Ž . Ž . 2 � 2is recursively defined by Q x � 1, Q x � x, Q x � x � p � x �0 1 2 4 k�2
3�4,

Q x � xQ x � p� q� Q xŽ . Ž . Ž .l�1 l 4 k�2 l 4 k�2 l�2 l�1

l � 1�
xQ x � Q x , if l is even,Ž . Ž .l l�14 l � 1Ž .	�

l � 2
xQ x � Q x , if l is oddŽ . Ž .
 l l�14 l

A.7Ž .

Ž .l � 1, . . . , 2k � 1 . For the polynomials of even order we thus obtain the
Ž . Ž . 2recursion Q x � 1, Q x � x � 3�4,0 2

1 12A.8 Q x � x � Q x � Q x , l � 2, . . . , k .Ž . Ž . Ž . Ž .Ž .2 l 2 l�2 2 l�42 16
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Ž .Recall the definition of the Chebyshev polynomials of the first kind, T x �j
Ž . Ž . Ž . Ž .cos j arccos x j � 0, 1, 2, . . . and the recursion T x � 1, T x � x,0 1

T x � 2 xT x � T x , j � 1Ž . Ž . Ž .j�1 j j�1

� Ž .� Ž . j�1see Rivlin 1990 . Because the leading coefficient of T x is 2 , it followsj
by a simple induction that

T x cos 2k � 1 arccos xŽ . Ž . Ž .2 k�1
A.9 Q x � � ,Ž . Ž .2 k 2 k 2 k2 x 2 cos arccos xŽ .

which gives for the support of � ��

2 l � 1 �
�A.10 supp � � cos l � 1, . . . , k , k � 2, . . . , 2k � 1 .Ž . Ž .� ½ 5ž /2k � 1 2

For the derivation of the corresponding weights, we use an alternative
Ž .representation of Q x , namely,2 k

kk�11 �1Ž .jA.11 Q x � �1 T x � ,Ž . Ž . Ž . Ž .Ý2 k 2 k�2 j2 k�1 22 j�0

Ž . Ž .which follows by induction, using A.8 , A.9 and the recursive relation for
Ž .the Chebyshev polynomials T x of even order. In order to derive the2 l
Ž .corresponding polynomial P x in the numerator of the Stieltjes trans-2 k�1

form of � � ,�

d� � x P zŽ . Ž .1 � 2 k�1
A.12 h z � � ,Ž . Ž . H z � x Q zŽ .�1 2 k

Ž . Ž . Ž .we note that by formula 2.6 and 2.14 in Skibinsky 1986 the polynomial
Ž .P x is determined by the property that its interior zeros give the support2 k�1

of the measure corresponding to the sequence of canonical moments
Ž � � .q , . . . , q , 1 . This support coincides with the support of the measure1 4 k�1

Ž � � . � Ž .�corresponding to the sequence p , . . . , p , 1 see Studden 1982b . By a4 k�1 1
Ž . Ž . Ž .result of Studden 1982b , P x can be calculated recursively, by P x �2 k�1 0

Ž .1, P x � x,1

P x � P x � p� q� P xŽ . Ž . Ž .j�1 j 4 k�2 j 4 k�2 j�2 j�1

j�
xP x � P x , if j is even,Ž . Ž .j j�14 j � 2Ž .	� j � 3
xP x � P x , if j is odd,Ž . Ž .j j�1
 4 j � 1Ž .

A.13Ž .

Ž . Ž . 2which gives for the polynomials of even order P x � 1, P x � x � 1�20 2
and

1 12P x � x � P x � P x , l � 2, . . . , k � 1.Ž . Ž . Ž .Ž .2 l 2 l�2 2 l�42 16
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A simple induction now shows that
l1 jA.14 P x � �1 U x , l � 1, . . . , k � 1,Ž . Ž . Ž . Ž .Ý2 l 2 l�2 j2 l2 j�0

where we used the recursive relation for the Chebyshev polynomials of the
Ž . Ž . Ž . 2second kind, U x � 1, U x � 2 x, U x � 4 x � 1,0 1 2

U x � 2 xU x � U x ,Ž . Ž . Ž .l�1 l l�1

U x � 2 2 x 2 � 1 U x � U xŽ . Ž . Ž . Ž .2 l 2 l�2 2 l�4

A.15Ž .

Ž . Ž . Ž . Ž .l � 1 . A further induction using A.13 , A.14 and A.15 gives
�2 l�1 l2 jP x � �1 l � 1 � j U x ,Ž . Ž . Ž . Ž .Ý2 l�1 2 l�1�2 jA.16Ž . l � 1 j�0

l � 0, . . . , k � 1.
Ž . Ž . Ž . � Ž . Ž .Observing A.11 , A.12 , A.16 and the well-known fact T x � dU xd d�1

Žwhich readily follows from the trigonometric representation of the Cheby-
. �shev polynomials yields for the weights of � ,�

P xŽ .2 k�1
��� x � h z z � x �Ž . Ž . Ž . z�x �� Q xŽ .2 k

jk�11�k Ý �1 k � j U x 1 1Ž . Ž . Ž . Ž .j�0 2 k�1�2 j� � �jk�1 2k dÝ �1 2k � 2 j U xŽ . Ž . Ž .j�0 2 k�1�2 j

Ž � . �for all x � supp � . Thus � is the uniform distribution at the zeros of the� �

Ž . Ž .polynomial in A.9 and the assertion follows by the transformation 2.6 . �
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