
148 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 10, NO. 1, JANUARY 2001

Optimal Differential Energy Watermarking of DCT
Encoded Images and Video

Gerrit C. Langelaar and Reginald L. Lagendijk

Abstract—This paper proposes the differential energy wa-
termarking (DEW) algorithm for JPEG/MPEG streams. The
DEW algorithm embeds label bits by selectively discarding high
frequency discrete cosine transform (DCT) coefficients in certain
image regions. The performance of the proposed watermarking
algorithm is evaluated by the robustness of the watermark, the
size of the watermark, and the visual degradation the watermark
introduces. These performance factors are controlled by three
parameters, namely the maximal coarseness of the quantizer used
in pre-encoding, the number of DCT blocks used to embed a single
watermark bit, and the lowest DCT coefficient that we permit
to be discarded. In this paper, we follow a rigorous approach to
optimizing the performance and choosing the correct parameter
settings by developing a statistical model for the watermarking
algorithm. Using this model, we can derive the probability that a
label bit cannot be embedded. The resulting model can be used,
for instance, for maximizing the robustness against re-encoding
and for selecting adequate error correcting codes for the label bit
string.

Index Terms—Data hiding, discrete cosine transform, digital wa-
termark, image coding, image communication, image content con-
trol.

I. INTRODUCTION

T HE RAPID growth of digital media and communication
networks has created an urgent need for self-contained

data identification schemes to create adequate intellectual prop-
erty right (IPR) protection technology in particular for image
and video data. In addition to conventional identification solu-
tions such as the insertion of visual logos into the image or video
data, and protection of the data through scrambling or encryp-
tion of the imagery or bit streams, the recently introduced data
labeling or watermarking technique is being considered as a vi-
able alternative [1], [2], [13], [26], [29]. By embedding an invis-
ible and robust watermark into the image or video data, unau-
thorized copies can be traced [6], [8], [15], [17], [28] and copy
protection schemes can be implemented [11], [12], [14]. There
are several approaches to embed a watermark into an image
or video frame. First generation watermarking techniques typ-
ically embed a secret message or label bit string into an image
via characteristic pseudorandom noise patterns. These noise pat-
terns can be generated and added in the either spatial [4], [20],
[26], Fourier [25], DCT [6], [7], [21], or wavelet domain [2],
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[10]. Commonly the amplitudes of the noise patterns are made
dependent on the local image content as so trade-off the per-
ceptual image degradation due to the noise and the robustness
of the embedded information against image processing-based
attacks. Other approaches use a particular order of discrete co-
sine transform (DCT) coefficients to embed the watermark [9].
More recent approaches use salient geometric image properties
such as isolated corner points [24] or the correspondence map
between domain and range blocks in fractal compression algo-
rithm [3], [22] to embed the watermark.

In this paper we propose a watermarking algorithm that
is suitable for—but not limited to—real-time watermarking
of JPEG or MPEG streams because it operates directly on
DCT blocks. The advantage of our technique is that it avoids
the need for decoding JPEG or MPEG encoded information
yielding a lightweight watermarking process that is well suited
for implementation in consumer products. The proposed tech-
nique is robust against attempts to remove the watermark by
re-encoding the JPEG or MPEG encoded bit streams. Removal
of the watermark can only be done by image-based processing
operations, which requires full decoding and re-encoding of
the watermarked image or video streams.

The proposed method is based on selectively discarding high
frequency DCT coefficients in the compressed data stream. The
information bits of the data identifier (label) are encoded in the
pattern of DCT blocks in which high frequency DCT coeffi-
cients are removed, i.e., in a pattern of energy differences be-
tween DCT blocks. For this reason, we call our technique a dif-
ferential energy watermark (DEW).

The performance of the proposed technique depends on three
parameters. The first parameter is the number of DCT
blocks that is used to embed a single information bit of the data
identifier. The larger is chosen, the more robust the watermark
becomes against watermark-removal attacks, but the fewer in-
formation bits can be embedded into an image or a single frame
of a video sequence.

The second parameter controls the robustness of the water-
mark against re-encoding attacks. In a re-encoding attack the
watermarked image or video is partially or fully decoded and
subsequently re-encoded at a lower bit rate. Our method antici-
pates the re-encoding at lower bit rates up to a certain minimal
rate. Without loss of generality we will elaborate on the re-en-
coding ofJPEGcompressed images, in which case the antici-
pated re-encoding bit rate can be expressed by the JPEG quality
factor setting . The smaller is the more robust the
watermark becomes against re-encoding attacks. However, for
decreasing increasingly more (high to middle frequency)
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DCT coefficients have to be removed upon embedding of the
watermark, which leads to an increasing probability for artifacts
to become visible due to the presence of the watermark.

The third parameter is the so-called minimalcutoff index
. This value represents the smallest index—in zigzag

scanned fashion—of the DCT coefficient that is allowed to be
removed from the image data upon embedding the watermark.
The smaller is chosen, the more robust the watermark
becomes but at the same time, image degradations due to
removing high frequency DCT coefficients may become
apparent. For a given , there is a certain probability that
a label bit cannot be embedded. Consequently, sometimes a
random information bit will be recovered upon watermark
detection, which is denoted as alabel bit error in this paper.
Clearly, the objective is to make the probability for label bit
errors as small as possible.

In order to optimize the performance of the proposed water-
mark technique, the above mentioned parameters have to be de-
termined. In an earlier paper [12], we used experimentally deter-
mined settings for these parameters. For a given image and wa-
termark this is, however, an elaborate process. In this paper, we
will show that it is possible to derive an expression for the label
bit error probability as a function of the parameters
and . The relations that we derive analytically describe the be-
havior of the watermarking algorithm, and they make it pos-
sible to select suitable values for the three parameters (, ,

), as well as suitable error correcting codes for dealing with
label bit errors.

In Section II, we first describe the basic concept of the DEW
algorithm. Then, in Section III, we derive an analytical expres-
sion for the probability mass function (PMF) of the cutoff in-
dices. In Section IV, this PMF is verified with real-world data.
After deriving and validating the obtained PMF, we use the PMF
to find the probability that a label string cannot be recovered cor-
rectly (Section V) and the optimal parameter settings (, ,

) (Section VI). Subsequently, in Section VII, we experimen-
tally validate the results from Section VI. The paper concludes
with a discussion on the proposed watermarking technique and
its optimization in Section VIII.

II. DEW ALGORITHM

The information that we wish to embed into the image or
video frame is represented by the label bit stringconsisting
of label bits . This label bit string is
embedded bit-by-bit in a set of DCT blocks taken from
a JPEG compressed still image or from an I-frame of an MPEG
compressed video stream. For the purpose of simplicity of the
discussion, we will refer to still images and MPEG I-frames as
“image.” In this paper we will assume that the image is already
in compressed format, so that operating on DCT blocks is
a natural choice. In case the images are not DCT compressed,
the DEW algorithm requires a block-based DCT transformation
of the image data as a preprocessing step.

In order to obtain sufficient robustness, typicallytakes on
values between 16 and 64, which means that a single label bit is
embedded in a region of the image. However, before the label
bits are embedded, the positions of the DCT blocks in the

(a)

(b)

(c)

Fig. 1. (a) Sample I-frame, (b) block-based randomly shuffled I-frame
showing the label-carrying (lc) regions and lc-subregions, and (c) difference
between the original and watermarked image showing that the DEW algorithm
put the watermark in regions with a lot of spatial details.

image are shuffled randomly as illustrated in Fig. 1. This shuf-
fling operation on the one hand forms the secret key of the la-
beling algorithm, while on the other hand it spatially randomizes
the statistics of DCT blocks. The latter observation implies that
for the embedding process and for our analysis in the following
sections, the shuffled image can be regarded approximately spa-
tially stationary.

Each bit of the label bit string is embedded in its private label
bit-carrying-region, orlc-region for short, in a shuffled image.
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For instance, in Fig. 1 the first bit is located in the top-left-corner
of the image in an lc-region of DCT blocks. The value
of the label bit is encoded by introducing an energy difference
between the high frequency DCT-coefficients of the top half
of the lc-region (denoted bylc-subregionA) containing in this
case DCT blocks, and the bottom half (denoted by
lc-subregionB) also containing DCT blocks. If the
lc-subregionA contains more high frequency energy than the
lc-subregionB, the label bit value “0” has been embedded into
the data, and vice versa.

In order to make the determination of “high-frequency”
energy easy for images or video frames that are JPEG or MPEG
compressed, we compute energies over a subset of zigzag
scanned DCT-coefficients indicated by

(1)

The zigzag scanned DCT coefficients are numbered according
to Fig. 2. The index refers to the DC-coefficient of a DCT
block. The subset of DCT coefficients over which energies
are computed, is defined by thecutoff index . The selection
of a suitable cutoff index for an lc-region is essential for the
robustness and the visibility of the label bit. The larger the cutoff
index is chosen, the less degradation the label embedding will
introduce. For the moment we assume that we have available
a suitable cutoff index for each lc-region. Note that different
lc-regions may have different cutoff indices depending on their
spatial contents.

The (DCT high-frequency)energy in lc-subregion is
now defined as follows:

(2)

Here, denotes the nonweighted DCT coefficient with index
in the th DCT block of the lc-subregion under consider-

ation. The notation indicates that, prior to the calcula-
tion of , the DCT-coefficients are re- or pre-quantized, in our
case using the standard JPEG quantization procedure [18] with
quality factor . For embedding label bits into MPEG com-
pressed I-frames a similar approach can be followed, but in this
paper, we confine ourselves to the JPEG notation without loss
of generality. The prequantization is done only in determining
the cutoff indices and the calculation of (2), but isnot applied
to the actual image data upon embedding the label. The energy
in lc-subregion , denoted by , is defined similarly.

We now define the energy difference between the lc-sub-
regions and as follows:

(3)

The value of a label bit is encoded as the sign of the energy
difference . Label bit “0” is defined as and label bit
“1” as . The labelembeddingprocedure must therefore
adapt and to manipulate the energy difference. If label
bit “0,” must be embedded, all energy after the cutoff indexin

Fig. 2. Illustration of the calculation of the energy carried by high-frequency
DCT coefficients by (2).

the DCT-blocks of lc-subregion is eliminated by setting the
corresponding DCT-coefficients to zero, yielding

(4)

If label bit “1” must be embedded, all energy after the cutoff
index in the DCT-blocks of lc-subregion is eliminated,
yielding . In case the watermark is embedded into
a compressed image or video frame, i.e., the watermark is
embedded in the compressed bit stream, the DCT coefficients
can easily be forced to zero without re-encoding the bit stream
by shifting theend of block marker(EOB) of DCT blocks
in one of the two lc-subregions toward the DC-coefficient, up
to the selected cutoff index.

In Fig. 2, the complete procedure to calculate the energy dif-
ference in an lc-region is illustrated for nonshuffled

DCT blocks. The white triangularly shaped areas illustrate
the subsets over which the energies are calculated for a partic-
ular choice of the cutoff index . At the right a blowup
of one DCT block is presented. In Fig. 1(c), the differ-
ence between the original and watermarked image is shown, il-
lustrating that the DEW algorithm embeds information bits in
those regions of the image that contain many details. Because
of the pre-quantization with (JPEG) quality in the calcu-
lation of the energy of the (high-frequency) DCT coefficients in
(2), the DEW algorithm effectively embeds the label bits in per-
ceptually important image details that are not significantly af-
fected by JPEG/MPEG compression. Consequently, removing
the DEW watermark is not possible without strongly affecting
the perceptual image quality.

The selection of the cutoff index depends on the desired
energy difference between the two lc-subregions. To determine
the cutoff index for an lc-region given a desired energy dif-
ference , we first calculate the energies and

for all possible cutoff indices .
Since the resulting optimal cutoff index varies per label
bit that we wish to embed, it can be interpreted as a sto-
chastic variable that depends on , and , i.e.,

. If is the energy difference that is
needed to represent a label bit in an lc-region, the cutoff index
is found as thelargestindex of the DCT coefficients for which
(2) gives an energylarger than the required difference in
both subregions and .

Since the parameter directly determines the number of
DCT-coefficients that are discarded during labeling, it also de-
termines the visibility and robustness of the label. In controlling
the visual quality of the watermarked image, we wish to avoid
the situation that the important low frequency DCT coefficients
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are discarded. To this end, we require the selected cutoff index
to always be larger than a certain minimum . Mathemati-
cally, this gives the following expression for determining:

(5)

To extract a label bit from an lc-region we have to recover the
cutoff index that was used for that lc-region during the em-
bedding process. Upon label bit extraction, first the energies

and are calculated for all
possible cutoff indices . Since either in lc-subre-
gion or lc-subregion several DCT-coefficients have been
eliminated during the watermark embedding, we first find the
smallestindex of the DCT coefficients for which (2) gives an
energy smaller than a threshold in either of the two lc-subre-
gions. The actually used cutoff index is then found as the max-
imum of these two numbers

(6)

In the above procedure, the parameters and can be
chosen equal to the parameters and , which are used
in the embedding phase. The requantization step can also be
omitted without significantly influencing the
reliability of the label bit extraction. Since and are not
fixed parameters but may vary per image, the label extraction
procedure must be able to determine suitable values for
and itself. The most reliable way for doing this is to start the
label bit string with several fixed label bits, so that during the
label extraction those values for and can be chosen
that result in the fewest errors in the known label bits.

III. M ODELING THE DEW ALGORITHM

When operating the DEW algorithm, different values for the
cutoff index are obtained. Insight in the actually selected cutoff
indices is important since the cutoff indices used determine the
quality and robustness of the DEW. Therefore, in this section we
will derive the probability mass function (PMF) for the cutoff
index based on a stochastic model for DCT coefficients. This
PMF depends only on the parameters and . The model
will be validated in Section IV, while in Section V we will use
this PMF to obtain a function for the label bit error probability.

A. PMF of the Cutoff Index

In order to be able to compute the PMF of the cutoff index,
we first assume that the energy differencein (4) is chosen in
the range . Here ( ) indicates the
maximum of the range of energies defined by (2) thatdoes not
occur in quantized DCT blocks because of the JPEG or MPEG
compression process. Fig. 3 illustrates this effect by showing
an histogram of the energy for a wide range
of values of , and . We notice a clear “gap” in the

histogram for smaller energies, because DCT blocks with that
small amount of energy can no longer exist after compression.

In general, the maximum depends on how
heavy the image has been compressed, i.e. it depends on

. The smaller is, the larger will be.
Mathematically, this relation is given by

(7)

where denotes the coarseness of the quantizer used,
and is the th element of the zigzag scanned
standard JPEG luminance quantization table [18].

Theorem 1: If the enforced energy difference is chosen in
the range , where is defined by
(7), and if we do not constrain the cutoff index by , the PMF
of the cutoff index is given by

(8)

where is defined in (2). Observe that in this the-
orem —besides being not constrained by —is
no longer dependent on due to the wide range of values in
which can be selected.

Proof: We first define the set

(9)

As for fixed and the following relation holds:

(10)
we clearly have

(11)
Furthermore, we easily see that for fixedand

(12)
Therefore, we can calculate the following probability:

(13)

Here, we have to assume that and
are mutually independent due the random

shuffling of the positions of the DCT blocks. Furthermore,
since the lc-subregions are both built-up from block-shuffled
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image data, we can assume that the probabilities in (13) do not
depend on the actual lc-subregion for which they are calculated,
yielding

(14)

To calculate (14), we need to have an expression for prob-
abilities of the form . As illustrated
by Fig. 3, the histogram of is zero for small

’s because the quantization process maps
many small DCT coefficients to zero. As a consequence,
the energy defined in (2) is either equal to 0 (for instance
for large values of ), or the energy has a value larger than
the smallest nonzero squaredquantizedDCT coefficient in
the lc-subregion under consideration. This value has been
defined as in (7). Since we always choose
the value of smaller than , probabilities
of the form can be simplified to

. Substitu-
tion of this relation into (14) yields (9).

B. Model for the DCT-Based Energies

Theorem 2: If the probability density function (PDF) of the
DCT coefficients is modeled as a generalized Gaussian distribu-
tion with shape parameter, then the probability that the energy

is not equal to zero is given by

(15)

where

(16a)

(16b)

Further, denotes the coarseness of the quantizer as
defined in (7), represents the variance of theth DCT-coef-
ficient (in zigzag scanned fashion), and represents the cor-
responding element of standard JPEG luminance quantization
table.

Proof: The expression for can be derived
using (2). To this end, we first need a probability model for
the DCT coefficients . Following literature at this point, we
use the generalized Gaussian distribution [16], [27] with shape
parameter

(17a)

where

Fig. 3. Histogram of the energy carried by high-frequency DCT
coefficients—calculated using (2)—for a wide range of parameters
(c; n; Q ).

and

for (17b)

This PDF has zero-mean and variance. Typically, the shape
parameter takes on values between 0.10 and 0.50. In a more
complicated model, the shape parameter could be made depen-
dent on the index of the DCT coefficient. We will, however, use
a constant shape parameter for all DCT coefficients. Using (17),
we can now calculate the probability that a DCT coefficient is
quantized as zero

(18)

where is the coarseness of the quantizer applied to the DCT
coefficients. The probability that is equal to
zero is now given by the probability that all quantized DCT co-
efficients with index larger than in all DCT blocks are
equal to zero

(19)

Equations (18) and (19) use the quantizer parameter. In
JPEG, this parameter is determined by the parameterand the
function that depends on the user parameter via (7).
Taking into account that JPEG implements quantization through
rounding operations yields

(20)

Combining (17)–(20) yields (15).

IV. M ODEL VALIDATION WITH REAL-WORLD DATA

We validate Theorem 1 as follows. From a wide range of
differently textured images we calculated the normalized his-
togram of as a function of . As an ex-
ample we show here the situation of and .
Using this histogram, (8) is evaluated to get an estimate of the
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Fig. 4. Probability mass function of the cutoff indexP [C(n; Q ) = c] as
a function ofc, calculated as a normalized histogram directly from watermarked
images (solid line), and calculated using the derived in Theorem 1 (8) (dotted
line).

Fig. 5. Measured variances of the (unquantized) DCT-coefficients as a
function of the coefficient number along the zigzag scan.

PMF . The resulting PMF is shown in
Fig. 4 as the dotted line. Using the same test data, we then di-
rectly calculated the histogram of as a
function of . The resulting (normalized) histogram is shown in
Fig. 4 as the solid line. It shows that both curves fit well, which
validates the correctness of the assumptions made in the deriva-
tion of Theorem 1.

For the validation of Theorem 2, we first need a reasonable
estimate of the shape parameterand the variance of the
DCT coefficients. The shape parameter can be estimated in two
different ways, namely 1)a priori, by statistical testing using
the Kolmogorov–Smirnov test and 2)a posteriori, by fitting the
theoretically calculated probabilities with the measured curves
using experimental data. In fitting the PDF of the DCT coeffi-
cient we concentrated on obtaining a correct fit for the more im-
portant low frequency DCT coefficients, and obtained .
The variances of the DCT coefficients were measured over a
large set of images, yielding Fig. 5. For the time being, we will
use these experimentally determined variances, but later we will
replace these with a fitted polynomial function.

In Fig. 6(a), normalized histograms of the energy
are plotted for and several

values of as a function of . In Fig. 6(b) the probabil-
ities are shown as calculated with

(a)

(b)

Fig. 6. ProbabilityP (E(c; n; Q ) 6= 0) as a function ofc (a) calculated
as a normalized histogram directly from watermarked images(n = 16) and (b)
calculated using Theorem 2(n = 16).

(15) from Theorem 2 using the measured variances of the
DCT-coefficients. Comparing the Fig. 6(a) and (b), we see
that the estimated and calculated probabilities match quite
well. There are some minor deviations for very small values
of , which is the result of the imperfect
model for the DCT coefficients of real image data. We consider
these deviations insignificant since they occur only at very
high image compression factors. We conclude that the models
underlying Theorem 2 give results for
that are sufficiently close to the actually observed data.

By combining Theorems 1 and 2, we can derive PMFs of the
cutoff index as a function of the parametersand based
merely on the variances of the DCT coefficients. To validate the
combined theorems we compared the PMFs calculated using (8)
and (15) with the normalized histograms directly calculated on
a wide range of differently textured images. In Fig. 7, two exam-
ples of the PMFs are plotted. In these examples, the solid lines
represent the normalized histograms of calculated
from watermarked image data, while the dotted lines represent
the PMF calculated using (8) and (15).
The highly varying behavior of these curves as a function of
is mainly due to the zigzag scanning order of the DCT coeffi-
cients. We observe that an acceptable fit between the two curves
is obtained with some deviations for higher cutoff indices. Since
the PMF will be used for calculating the
probability of a label bit error, i.e., the probability that the water-
marking procedure attempts to select a cutoff index smaller than
the minimum allowed values , slight deviations at higher
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(a)

(b)

Fig. 7. Probability mass function ofC(n; Q ), calculated as the
normalized histogram directly from watermarked image data (solid line), and
calculated using (8) and (15). The watermarking parameters in (a) aren = 16
andQ = 20 and in (b) aren = 16 andQ = 80.

values for the cutoff index are not relevant to the objectives of
this paper.

The final step is to use the relation (8) and (15) toanalytically
estimate the PMF of the cutoff index for
different values of the parameters and . In this final step
we rid ourselves of the erratic behavior of the curves in Figs. 5
and 7 due to the zigzag scan order of the DCT coefficients by
approximating the variances of the DCT coefficients in Fig. 5 by
a second order polynomial function. The overall effect of using
a polynomial function for the DCT coefficients is the smoothing
of the PMF .

In Fig. 8, the analytically calculated PMF’s are shown. These
curves are computed using Theorems 1 and 2 with only the
shape parameter and the fitting parameters of the DCT vari-
ances as input. In Fig. 8(a), is shown
as a function of keeping constant, and in Fig. 8(b)

is shown as a function of keeping
constant. It can clearly be seen that decreasingor leads
to an increased probability of lower cutoff indices. This com-
plies with our earlier experiments in [12], which showed that
watermarks embedded with small values foror yields
visible artifacts due to the removal of high-frequency DCT co-
efficients.

V. LABEL ERRORPROBABILITY

In the analysis of the DEW algorithm, we have seen that de-
pending on the parameter settings certain cutoff in-

(a)

(b)

Fig. 8. (a) Analytically calculated PMFP [C(n; Q ) = c] using
Theorems 1 and 2 for various values ofQ andn = 16 and (b) analytically
calculated PMFP [C(n; Q ) = c] using Theorems 1 and 2 for various
values ofn andQ = 50. These curves are computed using only the shape
parameter and the fitting parameters of the DCT variances as input.

dices are more likely than others. In this analysis, however, the
selection of the cutoff index by the watermarking algorithm has
been carried out irrespective of the visual impact on the image
data. In order for the watermark to remain invisible, the cutoff
indices are constrained to be larger than a certain minimum

. Consequently, it may happen in certain lc-regions that a
label bit cannot be embedded. This random event is typically the
case in lc-(sub)regions that contain insufficient high-frequency
details.

Using Theorems 1 and 2, we are able to derive the probability
that this undesirable situation occurs, and obtain an expression
for the label bit error probability that depends on ,

and . If a label bit cannot be embedded because of the
minimally required value of the cutoff index , there is a
probability of 0.5 that during the extraction phase a random bit is
extracted which equals the original label bit. We assume that due
to the random shuffling of DCT blocks, the occurrence of a label
bit error can be considered as a random event, independent of
other label bit errors. The probability that a random error occurs
in a label bit, can therefore be computed as follows:

(21)
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Using this relation, we can calculate the label bit error proba-
bility for each value of as a function of and .

Using the labelbit error probability in (21), we can now de-
rive thelabel error probability , which is here defined as the
probability that one or more labelbit errors occur in the em-
bedded information bit string. Assuming image dimensions of

, the number of information bitsthat the image can
contain is given by

(22a)

with which the label error probability can be calculated as

(22b)
Let us consider one particular numerical example. If, for in-

stance in a broadcast scenario, one incorrect label is accepted
per month in a continuous 10 Mbit/s video stream, the label
bit error rate should be smaller than 10. To select the op-
timal setting for and that comply with this label bit
error rate, Fig. 9 shows curves of the combinations and

for which equals 10 . Different curves refer to different
values of . Further we have assumed the image dimensions

.

VI. OPTIMAL PARAMETER SETTING

Using results such as the ones shown in Fig. 9, we can now
select optimal settings for and for specific situations.
We consider three different cases:

• optimization for re-encoding robustness, number of infor-
mation bits , and watermark invisibility;

• optimization for number of information bits, and water-
mark invisibility;

• optimization for watermark invisibility.
In all cases, the parameter must be chosen in the range

in order for the models in Theorems 1 and 2
and the analytical results obtained from these results, to be valid.

If we tune the DEW watermark such that it tradesoff the reen-
coding robustness, number of information bits, and watermark
invisibility, typical choices are to anticipate reencoding up to
JPEG quality factor of , and to allow a minimal
cutoff index of . In this case—using Fig. 9—we need
at least DCT blocks per label bit (which directly deter-
mines the number of information bits that can be stored in an
image) to achieve the required label error probability of 10.

If we require a large label but robustness against re-encoding
attacks is not an issue, we can store more than three times
as many bits in a label with the same label error probability
of 10 . A typical parameter setting would for instance be

, and , as can be seen from Fig. 9.
If visual quality is the most important factor, we need to

take the minimal cutoff index sufficiently large. For instance we
choose . Clearly, to obtain the same label bit error
probability more DCT blocks per label bit are required since
the allowed minimal cutoff index is larger than in the previous

Fig. 9. Combinations ofQ andn for whichP = 10 .

example. Using Fig. 9, we find as optimal settings in this case
and .

The performance of any watermarking system can be im-
proved by applying error-correcting codes (ECCs). Since we
know that the label bit errors occur randomly and independently
of other label bit errors, we can compute the probability forlabel
error in case an ECC is used that can correct up tolabel bit
errors, namely

(23)

with the label bit error probability given by (21).
In Fig. 10, the label error probability is shown as

a function of the number of DCT blocks used to embed a single
label bit for and . We
had already found that for a watermark optimized for robustness
without error correcting codes, the optimal value of for
a required bit error probability of . From Fig. 10 we
see that the same label error probability can be obtained using
smaller values of if we apply error correcting codes For in-
stance, by using an ECC that can correct one error,can be de-
creased from 54 to 33. Obviously the use of ECC’s introduces
some redundant bits. This overhead is however small compared
to the increase in capacity due to the use of a smaller value of

. Table I gives some examples of the effective length of labels
that can be embedded for . In this table,
standard BCH codes [23] are used that can correct one or two
errors.

VII. EXPERIMENTAL RESULTS

In our earlier work on the DEW algorithm [12], we heuristi-
cally chose the following suitable parameters:

and . Through the modeling and anal-
ysis described in this paper, we can now conclude that these
settings are optimal for maximum label size and not for re-en-
coding robustness. For that reason, we will here compare the ro-
bustness of labels embedded using these settings with labels em-
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Fig. 10. Label error probability with and without error correcting codes for
Q = 25 andc = 3.

TABLE I
EFFECTIVE NUMBER OF BITS PER LABEL

THAT CAN BE EMBEDDED INTO AN IMAGE OF SIZE N �N = 1024� 768,
WITH REQUIRED PERFORMANCEPARAMETERS c = 3; Q = 25

AND P < 10

bedded using settings optimized for robustness, namely
,1 , and .

We will first check the robustness against re-encoding. Im-
ages are JPEG compressed with quality factor of 100. From
these JPEG compressed images two watermarked version are
produced, one for each parameter setting. Next, the images are
reencoded using a lower JPEG quality factor. The quality factor
of the reencoding process is made variable. Finally, the wa-
termark is extracted from the reencoded images and bit-by-bit
compared against the originally watermark. From this experi-
ment, we find the percentages of label bit errors due to re-en-
coding as a function of the re-encoding quality factor. In Fig. 11,
the resulting label bit error curves are shown for nine different
images.

Comparing Fig. 11(a) (parameter setting optimized for label
length using , and )
and Fig. 11(b) (parameter setting optimized for label robustness
using , and ), we see
an enormous gain in robustness. In Fig. 11(b), we see a break-
point around . For higher re-encoding qualities, the
percentage label bit errors is below 10%.

In [12] we noticed that the DEW watermarking technique is
slightly resistant to line shifting. To investigate the effect of the

1Our software implementation choices require thatn = 16 � k , wherek =

1; 2; 3 � � �. We therefore selectedn = 64 instead of the optimal valuen = 54.

(a)

(b)

Fig. 11. Percentage bit errors after re-encoding (a) using parameter settings
optimized for label size and (b) parameter settings optimized for robustness.

parameter settings optimized for robustness on the resistance to
line shifting, we carry out the following experiment. Images are
JPEG compressed with a quality factor of 85. These JPEG im-
ages are watermarked using the parameter settings optimized
for label size or optimized for robustness. Next the images are
decompressed, shifted to the right overpixels and re-encoded
using the same JPEG quality factor. Finally, a watermark is ex-
tracted from these re-encoded images and bit-by-bit compared
with the originally embedded watermark. Consequently, we find
the percentages bit errors due to line shifting. In Fig. 12, the
bit error curves are shown for nine different images. As in the
previous experiment, we see an improvement in robustness be-
tween Fig. 12(a) and (b). Using the parameter settings optimized
for robustness, the DEW watermark becomes resistant to line
shifts up to three pixels.

A more thorough evaluation of the DEW watermarking tech-
nique is given in [14]. In [14], we describe the benchmarking of
the DEW and other algorithms in detail. In addition, from that
reference, we give here Table II, which shows the visual quality
rating of the DEW algorithm and the label bit error rate when
the StirMark attack is used [19]. These results illustrate the ro-
bustness of the DEW algorithm as well as the invisibility of the
watermark.

VIII. D ISCUSSION

In this paper, we have derived, experimentally validated, and
exploited a statistical model for our DCT -based DEW water-
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(a)

(b)

Fig. 12. Percentage bit errors after shifting overR pixels using (a) parameter
settings optimized for label size and (b) parameter settings optimized for
robustness.

TABLE II
ITU–R REC. 500 QUALITY RATINGS AND PERCENTAGESLABEL BIT

ERRORS FOR THEDEW ALGORITHM AFTER APPLYING THE STIRMARK

ATTACK BASED ON GEOMETRICAL DISTORTIONS

marking algorithm. The performance of the DEW algorithm has
been defined as its robustness against re-encoding attacks, the
label size, and the visual impact. We have analytically shown
how the performance is controlled by three parameters, namely

, and . The derived statistical gives us an expres-
sion for the label bit error probability as a function of the three

parameters , and . Using this expression, we can
optimize a watermark for robustness, size, or visibility and add
adequate error correcting codes.

The obtained expressions for the probability mass function
of the cutoff indices can also be used for other purposes. For in-
stance, with this PMF an estimate can be made for the variance
of the watermarking “noise” that is added to an image by the
DEW algorithm. This measure, possibly adapted to the human
visual perception, can be used to carry out an overall optimiza-
tion of the watermark embedding procedure using the (percep-
tually weighted) signal-to-noise-ratio as optimization criterion.
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