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OPTIMAL EMBEDDINGS OF ULTRADISTRIBUTIONS INTO

DIFFERENTIAL ALGEBRAS

ANDREAS DEBROUWERE, HANS VERNAEVE, AND JASSON VINDAS

Abstract. We construct embeddings of spaces of non-quasianalytic ultradistribu-
tions into differential algebras enjoying optimal properties in view of a Schwartz type
impossibility result, also shown in this article. We develop microlocal analysis in
theses algebras consistent with the microlocal analysis in the corresponding spaces of
ultradistributions.

1. Introduction

Differential algebras of generalized functions containing the space of Schwartz distri-
butions have been constructed starting with the work of J.F. Colombeau [13, 14] (see
also the recent work [1]). They provide a framework in which nonlinear equations and
equations with strongly singular data or coefficients can be solved and in which their
regularity can be analyzed. The theory has found diverse applications in the study
of partial differential equations [27, 28, 35, 36], variational problems [22], differential
geometry [34], and relativity theory (see [24] and the references therein).

The aim of this paper is to further develop the nonlinear theory of generalized func-
tions in the context of ultradistributions. The need for a nonlinear theory of ultradistri-
butions naturally occurs e.g. if one considers hyperbolic systems with rapidly growing
nonlinear terms [23], or in recent studies on well-posedness of weakly hyperbolic equa-
tions with time dependent nonregular coefficients [20, 21]. We construct in this article
new embeddings of ultradistributions into differential algebras enjoying optimal prop-
erties in the sense we now proceed to explain. Attempts to solve this problem have
been made by many authors, but none of the so far proposed embeddings enjoys the
optimal properties we will establish here.

According to Schwartz’ impossibility result [24, 44] there does not exist an associa-
tive, commutative differential algebra, containing the space of distributions, in which
the multiplication of Ck-functions (k < ∞) coincides with the ordinary multiplica-
tion. However, in the algebra constructed by J.F. Colombeau, the multiplication of
C∞-functions, the natural class used to define the Schwartz distributions, is preserved.
The latter fact is crucial in order to develop regularity and microlocal analysis in this
nonlinear context [15, 28, 36]. Colombeau’s embedding of distributions is then optimal
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in the sense of the Schwartz impossibility result. Over the last years many authors have
defined differential algebras containing spaces of (non-quasianalytic) ultradistributions
[3, 17, 18, 23, 40]. However, in any of the algebras constructed so far, containing the
space ofMp-ultradistributions [30], there has always been the rather unnatural restric-
tion that the multiplication is preserved only for some ultradifferentiable functions of
a certain strictly more regular Denjoy-Carleman class than Mp. Developing a non-
linear theory for non-quasianalytic ultradistributions that avoids this loss of regularity
phenomenon has up to now been an open problem.

In this article we resolve this problem. More concretely, we show that it is possible to
embed the spaces ofMp-ultradistributions into differentiable algebras in such a way that
the multiplication of all Mp-ultradifferentiable functions is preserved and, moreover,
by establishing an analogue of Schwartz’ impossibility result for ultradistributions, we
show that our embedding is optimal. It turns out that our ideas also apply to develop
a similar theory for ω-ultradistributions, that is, ultradistributions defined via weight
functions [6, 8, 12]. We treat both the Beurling and Roumieu cases of weight sequences
and weight functions.

Furthermore, we introduce a notion of regularity in our algebras of generalized func-
tions which coincides with ultradifferentiability when restricted to ultradistributions,
and we develop microlocal analysis in our algebras, similar to the one developed in
Colombeau’s algebra [15, 35], which has served as a framework for the study of the
propagation of singularities under the action of differential operators with singular
coefficients (see e.g. [28]).

This paper is organized as follows. Sections 2–7 deal with the case of generalized
functions defined via weight sequences; in Section 8 we explain the necessary modi-
fications to achieve similar results for weight functions. In the preliminary Section 2
we fix the notation and explain some of the spaces of ultradifferentiable functions and
ultradistributions to be considered in this work. The analogue of Schwartz’ impossi-
bility result for ultradistributions is stated and proved in Section 3. The construction
of our differential algebras of generalized functions as well as some of their basic sheaf-
theoretic properties are discussed in Section 4. We provide there a null characterization
of the spaces of negligible nets, which we apply to obtain pointwise characterizations
of our generalized functions. We mention that in the Roumieu case the definition of
our algebras differs considerably from those previously proposed in the literature (cf.
Remark 4.1); the projective description of our algebras of Roumieu type obtained in
Subsection 4.2 may serve to explain that our new definition is natural (see [32, 38]
for analogues in the theory of ultradistributions). The embedding of ultradistributions
into our algebras is accomplished in Section 5, where we also show that the multiplica-
tion of Mp-ultradifferentiable functions is preserved under this embedding. The next
two sections are devoted to local and microlocal analysis in our newly defined algebras.
In Section 6, we study regularity in our setting and show that an Mp-ultradistribution
is a regular generalized function if and only if it is an Mp-ultradifferentiable function.
Based upon this notion of regularity we introduce in Section 7 generalized wave front
sets for our generalized functions and show that this microlocal notion is consistent
with the one for ultradistributions [33, 39].
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2. Preliminaries

In this section we fix the notation and briefly explain some properties of spaces of
ultradifferentiable functions and ultradistributions defined via weight sequences [30,
43, 9]. These spaces will be employed throughout Sections 3–7 of the article; we
will discuss the Beurling-Björck approach [6] to ultradistribution theory via weight
functions in Section 8. We fix a positive weight sequence (Mp)p∈N with M0 = 1. We
shall always assume that Mp satisfies:

(M.1) M2
p ≤ Mp−1Mp+1, p ∈ Z+,

(M.2) Mp+q ≤ AHp+qMpMq, p, q ∈ N, for some A,H ≥ 1,

(M.3)′
∞∑

p=1

Mp−1

Mp

<∞.

The associated function of Mp is defined as

M(t) = sup
p∈N

log

(
tp

Mp

)
, t ≥ 0.

We refer to [30] for the meaning of these three conditions and their translation in terms
of the associated function. In particular, under (M.1), the assumption (M.2) holds [30,
Prop 3.6] if and only if

(2.1) 2M(t) ≤ M(Ht) + logA, ∀t ≥ 0,

where A,H are the constants witnessing (M.2), while (M.3)′ becomes equivalent [30,
Lemm. 4.1] to

(2.2)

∫ ∞

1

M(t)

t2
dt <∞.

As usual, the relation Mp ⊂ Np between two weight sequences means that there are
C, l > 0 such that Mp ≤ ClpNp, p ∈ N, while the stronger relation Mp ≺ Np means
that the latter inequality remains valid for every l > 0 and suitable C = Cl > 0.

Let Ω ⊆ Rd be open. For K ⋐ Ω (a compact subset of Ω) and h > 0 the space
E{Mp},h(K) consists of all φ ∈ C∞(Ω) such that

‖φ‖E{Mp},h(K) := sup
x∈K
α∈Nd

|φ(α)(x)|
h|α|M|α|

<∞.

We define the spaces of Mp-ultradifferentiable functions as

E (Mp)(Ω) = lim←−
K⋐Ω

lim←−
h→0

E{Mp},h(K), E{Mp}(Ω) = lim←−
K⋐Ω

lim−→
h→∞
E{Mp},h(K).

The subspace of E{Mp},h(K) consisting of elements with supports in K is denoted as
D{Mp},h(K) and we set

D(Mp)(K) = lim←−
h→0

D{Mp},h(K), D{Mp}(K) = lim−→
h→∞
D{Mp},h(K),



4 A. DEBROUWERE, H. VERNAEVE, AND J. VINDAS

and

D(Mp)(Ω) = lim−→
K⋐Ω

D(Mp)(K), D{Mp}(Ω) = lim−→
K⋐Ω

D{Mp}(K).

Naturally, the non-triviality of these spaces of compactly supported functions is equiv-
alent to (M.3)′. Their duals D(Mp)′(Ω) and D{Mp}′(Ω) are the ultradistribution spaces
of class (Mp) (Beurling type) and class {Mp} (Roumieu type), respectively. The dual

spaces E (Mp)′(Ω) and E{Mp}′(Ω) correspond to the compactly supported ultradistribu-
tions. As customary, one employs the notation ∗ = (Mp) or {Mp} to treat both cases
simultaneously. In addition, we shall often first state assertions for the Beurling case
followed in parenthesis by the corresponding statements for the Roumieu case.

An (Mp)-ultradifferential operator ({Mp}-ultradifferential operator) is an infinite
order differential operator

P (D) =
∑

α∈Nd

aαD
α, aα ∈ C,

(Dα = (−i∂)α) where the coefficients satisfy the estimate

|aα| ≤
CL|α|

M|α|

for some L > 0 and C > 0 (for every L > 0 there is C = CL > 0). Condition (M.2)
ensures that P (D) acts continuously on D∗(Ω) and E∗(Ω) and hence it can be defined
on the corresponding ultradistribution spaces. The symbol P (ξ) =

∑
α∈Nd aαξ

α is of
course an entire function, it is called an ∗-ultrapolynomial. Let q be a polynomial; one
has the following version of Leibniz’ rule,

(2.3) P (D)(qf) =
∑

β≤deg q

1

β!
Dβq · [(DβP )(D)f ], ∀f ∈ D∗′(Ω).

We fix constants in the Fourier transform as

F(f)(ξ) = f̂(ξ) =

∫

Rd

f(x)eix·ξdx.

3. Impossibility result on the multiplication of ultradistributions

In this section we show an analogue of Schwartz’ famous impossibility result [44] in
the setting of ultradistributions. Recall that in the case of Schwartz distributions this
result asserts that it is impossible to embed D′(Ω) into an associative and commutative
differential algebra preserving differentiation, the unity function (= constant function
1), and at the same time the (pointwise) multiplication of continuous functions – or
more generally Ck-functions for any k ∈ N, see [24, p. 7]. The role of the continuous
functions in our impossibility result is played by a space E †(Ω) with slightly less regu-
larity than E∗(Ω) (recall ∗ always denotes the Beurling or Roumieu case of Mp). We
assume in the rest of this section that Np is a weight sequence that satisfies (M.1) and
stability under differential operators [30], namely, the condition

(M.2)′ Np+1 ≤ AHpNp, p ∈ N, for some A,H ≥ 1.
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We set † = (Np) or {Np}. When embedding D∗′(Ω) into some associative and commu-
tative algebra (A∗,†(Ω),+, ◦), the following requirements appear to be natural:

(P.1) D∗′(Ω) is linearly embedded into A∗,†(Ω) and f(x) ≡ 1 is the unity in A∗,†(Ω).
(P.2) For each ∗-ultradifferential operator P (D) there is a linear operator P (D) :

A∗,†(Ω)→ A∗,†(Ω) satisfying (cf. (2.3))

P (D)(q ◦ f) =
∑

β≤deg q

1

β!
Dβq ◦ (DβP )(D)f, ∀f ∈ A∗,†(Ω),

and every polynomial q. Moreover, P (D)|D∗′(Ω) coincides with the usual action
of P (D) on ∗-ultradistributions.

(P.3) ◦|E†(Ω)×E†(Ω) coincides with the pointwise product of functions.

The ensuing result imposes a limitation on the possibility of constructing such an
algebra.

Theorem 3.1. Let Mp ≺ Np. Then, there is no associative and commutative algebra

A∗,†(Ω) satisfying (P.1)–(P.3). Moreover, in the Beurling case of ∗, there does not exist
an algebra A(Mp),{Mp}(Ω) either satisfying (P.1)–(P.3).

Proof. Suppose A∗,†(Ω) is such an algebra (we treat all cases simultaneously). One can
generalize Schwartz’ original idea by making use of the following observation: Given
a ∗-ultradifferential operator P (D), g ∈ E †(Ω), and a polynomial q, one has that
q ◦ P (D)g = qP (D)g – which can be readily shown by induction on the degree of q.
Assume for simplicity that 0 ∈ Ω. Write H(x) = H(x1, . . . , xd) := H(x1)⊗· · ·⊗H(xd),
where H(xj) denotes the Heaviside function, that is, the characteristic function of
the positive half-axis, and p. v.(x−1) := p. v.(x−1

1 ) ⊗ · · · ⊗ p. v.(x−1
d ), where p. v.(x−1

j )

stands for the principle value regularization of the function x−1
j . Let fj denote either

H(xj) or p. v.(x−1
j ) and let Ωj be the projection of Ω onto the xj-axis. Note that

we can obviously decompose fj as fj = fj,1 + gj,2, where f 1
j ∈ E∗′(Ωj) and gj,2 ∈

E∗(Ωj). By employing the structural theorem for ultradistributions [45], we can find
gj,1 ∈ E †(Ωj) and a ∗-ultradifferential operator Pj,1(Dj) such that Pj,1(Dj)gj,1 = fj,1,
so that fj = Pj,1(Dj)gj,1 + Pj,2(Dj)gj,2, where Pj,2(Dj) is the trivial ultradifferential
operator Pj,2(Dj) = 1. We conclude that H and p. v.(x−1) are linear combinations of
ultradistributions of the form

P1,k1(D1)g1,k1 ⊗ · · · ⊗ Pd,kd(Dd)g
kd
d = P1,k1(D1) · · ·Pd,kd(Dd)(g

k1
1 ⊗ · · · ⊗ gkdd ),

where kj ∈ {1, 2}. Condition (M.2) ensures the class of ∗-ultradifferential operators
is closed under composition and therefore H and p. v.(x−1) are linear combinations of
terms of the form P (D)g, where P (D) is a ∗-ultradifferential operator and g ∈ E †(Ω).
Set

∂ =
∂d

∂x1 · · ·∂xd
and q(x) = x1x2 · · ·xd ;

the observation made at beginning of the proof now yields q ◦ ∂H = (q∂H) and
q ◦ p. v.(x−1) = q p. v.(x−1). Since q∂H = 0 and q p. v.(x−1) = 1 in D∗′(Ω), we obtain

∂H = ∂H ◦ (q ◦ p. v.(x−1)) = (∂H ◦ q) ◦ p. v.(x−1) = 0,
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contradicting ∂H = δ 6= 0 in D∗′(Ω) and the injectivity of D∗′(Ω)→ A∗,†(Ω). �

Despite this impossibility theorem, we shall construct an algebra G∗(Ω) that does
satisfy the desirable properties (P.1)–(P.3) for † = ∗, and our embedding of D∗′(Ω)
will therefore be optimal in this sense.

4. Algebras of generalized functions of class (Mp) and {Mp}
We now introduce algebras G∗(Ω) of generalized functions of class ∗, where ∗ = (Mp)

or {Mp}, as quotients of algebras consisting of nets of ultradifferentiable functions,
indexed by a parameter ε ∈ (0, 1] and satisfying an appropriate growth condition as
ε → 0+. Their construction is of course inspired by that of the special Colombeau
algebra G(Ω), and a comparison between definitions might be useful for the reader (see
e.g. [24, Chap. 1]). This section is dedicated to the study of various useful properties
of our factor algebras, including a “null characterization” of the so-called negligible
elements, basic sheaf-theoretic properties, an alternative projective type description of
G∗(Ω) in the Roumieu case, associated rings of generalized numbers, and point value
characterizations of our generalized functions. The embedding of ultradistributions is
discussed in Section 5.

4.1. Definition and basic properties. We begin by introducing the following spaces
of ∗-moderate nets of ultradifferentiable functions,

E (Mp)
M (Ω) = {(fε)ε ∈ E (Mp)(Ω)(0,1] : (∀K ⋐ Ω)(∀h > 0)(∃k > 0)

‖fε‖E{Mp},h(K) = O(eM(k/ε)) as ε→ 0+},

E{Mp}
M (Ω) = {(fε)ε ∈ E{Mp}(Ω)(0,1] : (∀K ⋐ Ω)(∀k > 0)(∃h > 0)

‖fε‖E{Mp},h(K) = O(eM(k/ε)) as ε→ 0+},
and the spaces of ∗-negligible elements

E (Mp)
N (Ω) = {(fε)ε ∈ E (Mp)(Ω)(0,1] : (∀K ⋐ Ω)(∀h > 0)(∀k > 0)

‖fε‖E{Mp},h(K) = O(e−M(k/ε)) as ε→ 0+},

E{Mp}
N (Ω) = {(fε)ε ∈ E{Mp}(Ω)(0,1] : (∀K ⋐ Ω)(∃k > 0)(∃h > 0)

‖fε‖E{Mp},h(K) = O(e−M(k/ε)) as ε→ 0+}.

Remark 4.1. These definitions should be compared with those occurring in other works
dealing with constructions of generalized function algebras based on nets of ultradif-
ferentiable functions (cf. [3, 4, 17, 18, 23, 40]). The most significant difference lies in
our completely different choice of quantifiers in the Roumieu case. It is important to
point out that this choice of quantifiers will play an essential role in the next section
when embedding ultradistributions and preserving the product of ∗-ultradifferentiable
functions.
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Note that the conditions (M.1) and (M.2) (cf. (2.1)) obviously ensure that E∗M(Ω) is
an algebra under pointwise multiplication of nets, and that E∗N (Ω) is an ideal of E∗M(Ω).
Hence, we can define the algebra G∗(Ω) of generalized functions of class ∗ (in short:
∗-generalized functions) as the factor algebra

G∗(Ω) = E∗M(Ω)/E∗N (Ω).

We denote by [(fε)ε] the equivalence class of (fε)ε ∈ E∗M(Ω). Observe that E∗(Ω) can
be regarded as a subalgebra of G∗(Ω) via the constant embedding:

(4.1) σ(f) := [(f)ε], f ∈ E∗(Ω).
We also remark that G∗(Ω) can be endowed with a canonical action of ∗-ultradifferential
operators. In fact, since ∗-ultradifferential operators act continuously on E∗(Ω), we have
that E∗M(Ω) and E∗N (Ω) are closed under ∗-ultradifferential operators if we define their
actions on nets as P (D)((fε)ε) := (P (D)fε)ε. Consequently, every ∗-ultradifferential
operator P (D) canonically induces a linear operator

P (D) : G∗(Ω)→ G∗(Ω),
which clearly satisfies the generalized Leibniz rule (2.3) for any f ∈ G∗(Ω) and the
polynomial q seen as σ(q).

We now show the null characterization of the ideal E∗N (Ω). This result is a very
useful tool and will be constantly applied through the rest of the article.

Proposition 4.2. Let (fε)ε ∈ E∗M(Ω). Then, (fε)ε ∈ E∗N (Ω) if and only if

(∀K ⋐ Ω)(∀k > 0) ((∀K ⋐ Ω)(∃k > 0))

sup
x∈K
|fε(x)| = O(e−M(k/ε)).

Proof. For the proof of this proposition, we establish the following multivariate version
of the Landau-Kolmogorov inequality,

(4.2) sup
|α|=k

‖f (α)‖L∞(Rd) ≤ 2πdk‖f‖1−k/n

L∞(Rd)
sup
|α|=n

‖f (α)‖k/n
L∞(Rd)

, 0 < k < n,

which we claim to be valid for any f ∈ C∞(Rd) such that f (α) ∈ L∞(Rd) for every
|α| ≤ n. We prove (4.2) below, but let us momentarily assume it and show how the
conclusion of the proposition follows from it.

Suppose (fε)ε satisfies the 0-th order estimate. Let K ⋐ Ω and choose ψ ∈ D∗(Ω)
such that ψ ≡ 1 on a neighborhood ofK. Set (gε)ε = (ψfε)ε ∈ E∗M(Ω) andK ′ = suppψ.
We have

(∀h1 > 0)(∃k1 > 0)(∃C1 > 0)(∃ε1 > 0) ((∀k1 > 0)(∃h1 > 0)(∃C1 > 0)(∃ε1 > 0))

‖g(α)ε ‖L∞(Rd) ≤ C1h
|α|
1 M|α|e

M(k1/ε), ∀α ∈ N
d, ε ∈ (0, ε1),

and

(∀k2 > 0)(∃C2 > 0)(∃ε2 > 0) ((∃k2 > 0)(∃C2 > 0)(∃ε2 > 0))

sup
x∈K ′

|fε(x)| ≤ C2e
−M(k2/ε), ∀α ∈ N

d, ε ∈ (0, ε2).
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Let β ∈ Nd, β 6= 0. Applying (4.2) with k = |β| and n = 2|β|, one obtains

sup
x∈K
|f (β)

ε (x)| ≤ ‖g(β)ε ‖L∞(Rd)

≤ 2πd|β|‖gε‖1/2L∞(Rd)
sup

|α|=2|β|
‖g(α)ε ‖1/2L∞(Rd)

≤ 2πC
1/2
1 C

1/2
2 ‖ψ‖1/2L∞(Rd)

(dh1)
|β|M1/2

2|β|e
(M(k1/ε)−M(k2/ε))/2,

for all ε ∈ (0,min(ε1, ε2)). That (fε)ε ∈ E∗N (Ω) then follows from (2.1) and the inequal-

ity M
1/2
2p ≤ A1/2HpMp, p ∈ N, which is a consequence of (M.2).

We now show (4.2). We give a proof based on results on bounds for directional
derivatives from [10] and the one-dimensional Landau-Kolmogorov inequality itself.
Denote by ∂/∂ξ the directional derivative in the direction ξ, where ξ ∈ Rd is a unit
vector. It is shown in [10] that

sup
|α|=k

‖f (α)‖L∞(Rd) ≤ sup
|ξ|=1

∥∥∥∥
∂kf

∂kξ

∥∥∥∥
L∞(Rd)

.

Let l(x, ξ) denote the line in Rd with direction ξ passing through the point x. The
one-dimensional Landau-Kolgomorov [29] inequality yields

∥∥∥∥
∂kf

∂kξ

∥∥∥∥
L∞(Rd)

= sup
x∈Rd

∥∥∥∥
∂kf

∂kξ

∥∥∥∥
L∞(l(x,ξ))

≤ 2π‖f‖1−k/n

L∞(Rd)

∥∥∥∥
∂nf

∂nξ

∥∥∥∥
k/n

L∞(Rd)

.

Combining these two inequalities, we obtain

sup
|α|=k

‖f (α)‖L∞(Rd) ≤ 2π‖f‖1−k/n

L∞(Rd)
sup
|ξ|=1

∥∥∥∥
∂nf

∂nξ

∥∥∥∥
k/n

L∞(Rd)

= 2π‖f‖1−k/n

L∞(Rd)
sup
|ξ|=1

sup
x∈Rd

∣∣∣∣∣
d∑

j1=1

· · ·
d∑

jn=1

∂nf(x)

∂xj1 · · ·∂xjn
ξj1 · · · ξjd

∣∣∣∣∣

k/n

≤ 2πdk‖f‖1−k/n

L∞(Rd)
sup
|α|=n

‖f (α)‖k/n
L∞(Rd)

.

�

We now discuss sheaf properties of G∗(Ω). Given an open subset Ω′ of Ω and f =
[(fε)ε] ∈ G∗(Ω), the restriction of f to Ω′ is defined as

f|Ω′ = [(fε|Ω′)ε] ∈ G∗(Ω′).

Using the existence of D∗-partitions of the unity, ensured by (M.3)′ and (M.1), one
can show that the assignment Ω′ → G∗(Ω′) is a fine sheaf of differential algebras on Ω. In
fact, this is not so hard to verify directly, but we mention the proof can be considerably
simplified by reasoning exactly as in [24, Thrm. 1.2.4] with the aid of Proposition 4.2.
Furthermore, another application of Proposition 4.2 allows one to show that the sheaf
G∗ is also supple via a straightforward modification of the arguments given in [37]; we
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leave the details of such modifications to the reader. The support of f ∈ G∗(Ω), a
section of G∗ on Ω, is defined in the standard way. We recall [2] that suppleness means
that if f ∈ G∗(Ω) has support in the union of two closed sets Z1 ∪ Z2, then it can be
written as f = f1 + f2, where each fj has support in Zj. Either suppleness or fineness
of a sheaf over a paracompact space implies softness (see [2] for supple sheaves, the
implication for fine sheaves is well known); hence G∗ is a soft sheaf. We collect all this
useful information in the following proposition.

Proposition 4.3. The functor Ω → G∗(Ω) is a fine and supple sheaf of differential

algebras. Every ∗-ultradifferential operator P (D) : G∗ → G∗ is a sheaf morphism. The

sheaf G(Mp) is never flabby.

Proof. It only remains to show that G(Mp) is not flabby. If it were flabby on Ω, the
restriction mappings G(Mp)(Ω) → G(Mp)(Ω′) would be surjective for all Ω′ ⊂ Ω. How-
ever, if ∂Ω′ ∩ Ω 6= ∅, this is not the case. In fact, let x0 ∈ ∂Ω′ ∩ Ω. In view of (2.1),

the generalized function [(fε)ε] with representative fε(x) = e|x−x0|−2M(1/ε) belongs to
G(Mp)(Ω′), but it has no extension to any neighborhood of x0. �

We denote

G∗c (Ω) = {f ∈ G∗(Ω) : supp f is compact},
the ideal of compactly supported ∗-generalized functions on Ω. Note that f ∈ G∗c (Ω) if
and only if there exists a representative (fε)ε of f and a K ⋐ Ω such that supp fε ⊆ K
for all ε ∈ (0, 1]. In such a case, we call the representative net compactly supported.

4.2. Projective description of G{Mp}(Ω). We now give an alternative projective type
description of the algebra of generalized functions of Roumieu type. As in the theory
of ultradifferentiable functions [9, 32, 38], we shall do this by using the family R of all
non-decreasing sequences (rj)j∈N tending to infinity. This set is partially ordered and
directed by the relation rj � sj, namely, there is a j0 ∈ N such that rj ≤ sj for all
j ≥ j0. Let rj ∈ R. We denote the associated function of the sequence Mp

∏p
j=0 rj by

Mrj . Furthermore, for K ⋐ Ω, we define

(4.3) ‖φ‖K,rj := sup
x∈K
α∈Nd

|φ(α)(x)|
M|α|

∏|α|
j=0 rj

, φ ∈ C∞(Ω).

It is clear that the above seminorm is finite whenever φ ∈ E{Mp}(Ω). We can define
projective type spaces of moderate and negligible nets in terms of these norms as follows

Ẽ{Mp}
M (Ω) = {(fε)ε ∈ E{Mp}(Ω)

(0,1]
: (∀K ⋐ Ω)(∀rj ∈ R)(∃sj ∈ R)
‖fε‖K,rj = O(eMsj (1/ε))},

and

Ẽ{Mp}
N (Ω) = {(fε)ε ∈ E{Mp}(Ω)

(0,1]
: (∀K ⋐ Ω)(∀rj ∈ R)(∀sj ∈ R)
‖fε‖K,rj = O(e−Msj (1/ε))}.

The goal of this subsection is to show the following result:
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Proposition 4.4. We have E{Mp}
M (Ω) = Ẽ{Mp}

M (Ω) and E{Mp}
N (Ω) = Ẽ{Mp}

N (Ω) .

The proof of Proposition 4.4 is based on the ensuing lemma, which only makes use
of the conditions (M.1) and (M.2) on the weight sequence Mp (actually (M.1) and
(M.2)′ suffice).

Lemma 4.5. Let g : [a,∞)→ [0,∞) for some a ∈ R. Then,

(i) g(t) = O(eM(kt)) for all k > 0 if and only if g(t) = O(eMrj (t)) for some sequence

rj ∈ R.
(ii) g(t) = O(e−Mrj (t)) for all sequences rj ∈ R if and only if g(t) = O(e−M(kt)) for

some k > 0.

Proof. We only need to show the direct implications, the ”if” parts are clear. We may
assume a = 0.
(i) We first show that there exists a subordinate function ρ : [0,∞) → [0,∞) (which
means that ρ is continuous, increasing, and satisfies ρ(0) = 0 and ρ(t) = o(t)) such
that g(t) = O(eM(ρ(t))). Our assumption and (2.1) imply that

(∀k > 0)(∃R > 0)(∀t ≥ R)(g(t) ≤ AeM(kt)).

Hence we can inductively select a sequence (tn)n∈Z+
with t1 = 0 that satisfies

g(t) ≤ AeM(t/(n+1)), ∀t ≥ tn,
tn
n
≥ tn−1

n− 1
+ 1, ∀n ≥ 2.

Let ln denote the line through the points (tn, tn/n) and (tn+1, tn+1/(n+1)), and define

ρ(t) = ln(t), for t ∈ [tn, tn+1),

The function ρ is subordinate and, moreover, g(t) ≤ AeM(ρ(t)) for all t ≥ t2. Thus, it
suffices to prove that there is a sequence rj ∈ R such that M(ρ(t)) ≤ Mrj (t) + C for
t ≥ 0, for some C > 0. Applying [30, Lemm. 3.12], one finds a weight sequence Np

satisfying (M.1) with associated function N such that Mp ≺ Np and M(ρ(t)) ≤ N(t)
for t ≥ 0. On the other hand, [32, Lemm. 3.4] yields the existence of a sequence rj ∈ R
with Mp

∏p
j=1 rj ≺ Np. The result now follows from [30, Lemm. 3.10].

(ii) The last part of the proof of (i) and our assumption imply that g(t) = O(e−M(ρ(t)))
for all subordinate functions ρ. Suppose that g(t) = O(e−M(kt)) does not hold for any
k > 0. We could therefore find a sequence (tn)n∈Z+

with t1 = 0 and

g(tn)e
M(tn/n) ≥ n,

tn
n
≥ tn−1

n− 1
+ 1, ∀n ≥ 2.

Exactly as in the proof of (i), we define the subordinate function ρ(t) given by line
through (tn, tn/n) and (tn+1, tn+1/(n+ 1)) for t ∈ [tn, tn+1). We would then have

g(tn)e
M(ρ(tn)) = g(tn)e

M(tn/n) ≥ n, ∀n ≥ t2,

contradicting g(t) = O(e−M(ρ(t))). �
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Proof of Proposition 4.4. We start by showing E{Mp}
M (Ω) = Ẽ{Mp}

M (Ω). Let (fε)ε ∈
E{Mp}
M (Ω) and fix K ⋐ Ω and rj ∈ R. Since the seminorms (4.3) are continuous

on E{Mp},h(Ω) for each h > 0, we obtain ‖fε‖K,rj = O(eM(k/ε)) for all k > 0. By apply-
ing Lemma 4.5(i) to the function g(t) = ‖f1/t‖K,rj , t ≥ 1, we find a sequence sj ∈ R
such that ‖fε‖K,rj = O(eMsj (1/ε)). Conversely, let (fε)ε ∈ Ẽ{Mp}

M (Ω) and suppose that

(fε)ε /∈ E{Mp}
M (Ω). Then, there are K ⋐ Ω, k > 0, and a sequence εn ց 0 such that

(4.4) ‖fεn‖E{Mp},n(K) ≥ neM(k/εn), ∀n ∈ N.

Choose K ⋐ K ′ ⋐ Ω and ψ ∈ D{Mp}(K ′) with ψ ≡ 1 in a neighborhood of K. In
order to produce a contradiction to (4.4), we shall show that the sequence (gn)n :=
(fεnψe

−M(k/εn))n is bounded in D{Mp}(K ′). It well known [32] that

D{Mp}(K ′) = lim←−
rj∈R
D{Mp},rj(K ′),

as t.v.s. , where D{Mp},rj (K ′) denotes the Banach space of all φ ∈ D(K ′) with ‖φ‖K ′,rj <

∞. Hence we must prove that (gn)n is bounded in D{Mp},rj(K ′) for each rj ∈ R. But

(fε)ε ∈ Ẽ{Mp}
M (Ω), thus we can find sj ∈ R and C > 0 such that

sup
n∈N
‖gn‖K ′,rj ≤ C sup

n∈N
eMsj (1/εn)−M(k/εn) <∞.

For the second equality, the inclusion E{Mp}
N (Ω) ⊆ Ẽ{Mp}

N (Ω) is clear, whereas the con-
verse inclusion is a direct consequence of Proposition 4.2 and Lemma 4.5(ii). �

4.3. Generalized point values. In this subsection we introduce the ring of ∗-generalized
numbers in order to regard ∗-generalized functions as pointwise defined objects. The

generalized numbers C̃∗ are introduced as follows. Define

C
(Mp)
M = {(zε)ε ∈ C

(0,1] : (∃k > 0)(|zε| = O(eM(k/ε)))},
C

{Mp}
M = {(zε)ε ∈ C

(0,1] : (∀k > 0)(|zε| = O(eM(k/ε)))},
and the ideals

C
(Mp)
N = {(zε)ε ∈ C

(0,1] : (∀k > 0)(|zε| = O(e−M(k/ε)))},
C

{Mp}
N = {(zε)ε ∈ C

(0,1] : (∃k > 0)(|zε| = O(e−M(k/ε)))}.
Note that Lemma 4.5 yields alternative descriptions of these rings in the Roumieu case:

C
{Mp}
M = {(zε)ε ∈ C

(0,1] : (∃sj ∈ R)(|zε| = O(eMsj (1/ε)))},
and

C
{Mp}
N = {(zε)ε ∈ C

(0,1] : (∀sj ∈ R)(|zε| = O(e−Msj (1/ε)))}.
The ring of ∗-generalized numbers is then defined as the factor ring

C̃
∗ = C

∗
M/C∗

N .

The reader should be aware of the fact that C̃∗ is not a field (this can be shown exactly
with the same examples used for the rings of Colombeau generalized numbers, see e.g.
[24, Ex. 1.2.33, p. 32]). Furthermore, the elements of C are canonically embedded into
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C̃∗ as constant nets. Likewise, one can define the subring R̃∗ and the modules R̃d
∗
and

C̃d
∗
. More generally, we can associate to every open set A ⊆ Rd a set of ∗-generalized

points Ã∗ ⊂ R̃d
∗
in the following way. Let A∗

M = {(xε)ε ∈ A(0,1] : (|xε|)ε ∈ C∗
M}; two

elements (xε)ε, (yε)ε ∈ A∗
M are said to be equivalent, denoted, say, by (xε)ε ∼ (yε)ε, if

(|xε − yε|)ε ∈ C∗
N . We define then Ã∗ = A∗

M/ ∼.
We are ready to discuss some pointwise properties of ∗-generalized functions. Let

f = [(fε)ε] ∈ G∗(Ω). If x ∈ Ω, then it is obvious that f(x) := [(fε(x))ε] is a well defined

element of C̃∗, the point value of f at x. Thus, every ∗-generalized function induces

an actual C̃∗-valued function on Ω, provided by x 7→ f(x). However, just as in the
case of Colombeau generalized functions, f is not determined by this mapping on Ω,
in the sense that there are non-identically zero generalized functions with f(x) = 0 for
all x ∈ Ω. In fact, the same well-known examples from classical Colombeau theory
work also in our setting to prove this assertion (see e.g. [24, Ex. 1.2.43 (iv)]). This
problem can be overcome by introducing point values of generalized functions also at

generalized points. Naturally, in general f(x) cannot be defined for arbitrary x ∈ Ω̃∗

because (fε(xε))ε may not even be an element of C∗
M for arbitrary (xε)ε ∈ Ω∗

M. On the
other hand, (fε(xε))ε ∈ C∗

M if the net (xε)ε belongs to the so-called subset of compactly

supported points of Ω̃∗, that is,

Ω̃∗
c = {x = [(xε)ε] ∈ Ω̃∗ : (∃K ⋐ Ω)(∃ε0 > 0)(∀ε ∈ (0, ε0))(xε ∈ K)}.

We can therefore define the point value of f ∈ G∗(Ω) at x ∈ Ω̃∗
c as f(x) := [(fε(x))ε];

obviously, the point value f(x) does not depend on the representative of f , neither does
it on the representative of x, as the mean value theorem implies. The next proposition
is a pointwise characterization of ∗-generalized functions; it shows that every f ∈ G∗(Ω)
can be associated with the pointwise defined mapping f : Ω̃∗

c → C̃∗ in a one-to-one
fashion.

Proposition 4.6. One has f = 0 in G∗(Ω) if and only if f(x) = 0 in C̃
∗ for all x ∈ Ω̃∗

c .

Proof. The direct implication is obvious. Conversely, suppose that f = [(fε)ε] satisfies

f(x) = 0 for all x ∈ Ω̃∗
c . Suppose f 6= 0 in G∗(Ω). By Proposition 4.2, one could find

K ⋐ Ω, k > 0, and sequences εn ց 0 and xn ∈ K (K ⋐ Ω and sequences εn ց 0 and
xn ∈ K) such that

|fεn(xn)| ≥ e−M(k/εn) (|fεn(xn)| ≥ e−M(1/(nεn))), ∀n ∈ N.

For ε > 0, we set xε = xk if εk+1 < ε ≤ εk. Hence x = [(xε)ε] ∈ Ω̃∗
c and, by construction,

f(x) 6= 0 in C̃
∗. �

5. Embedding of Mp-ultradistributions

We shall now embed D∗′(Ω) into G∗(Ω) in such a way that the multiplication of func-
tions from E∗(Ω) is preserved. We shall do so in several steps. We first construct an
embedding of E∗′(Ω) into the ideal G∗c (Ω) by means of convolution with a suitable mol-
lifier and then use the sheaf-theoretic properties of G∗(Ω) (Proposition 4.3) to extend
the embedding to the whole space D∗′(Ω).
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We prepare the ground with a discussion about the properties of the mollifiers to be
employed in our embedding of E∗′(Ω) into G∗c (Ω). Let Np be a weight sequence with
associated function N . We always assume that Np fulfills (M.1) and (M.3)′. We fix an
even function φ ∈ F−1(D(Np)(Rd)) with the following properties

φ̂(x) = 1, for |x| ≤ 1, φ̂(x) = 0, for |x| ≥ 2.

The net

φε(x) =
1

εd
φ
(x
ε

)
, ε ∈ (0, 1],

is called a (Np)-net of mollifiers. Besides (M.1) and (M.3)′, we also impose the following
assumption on Np relating the growths of M and N : For each l > 0

(5.1) 2M(t) ≤ N(lt) + C, ∀t ≥ 0,

for some C = Cl > 0. The existence of such sequences is ensured by some results by
Roumieu. More precisely,

Lemma 5.1. It is always possible to select a weight sequence Np with the properties

(M.1), (M.3)′, and (5.1).

Proof. Set M ′
p = minq≤pMqMp−q. A lemma by Roumieu [30, Lemm. 3.5] tells that

M ′
p has associated function 2M and in fact satisfies (M.1). It is clear that (M ′

p)
satisfies (M.3)′ (cf. (2.2)). Furthermore, another result by Roumieu [43, p.66] yields
the existence of a weight sequence Np satisfying (M.1), (M.3)′, and Np ≺ M ′

p; [30,
Lemma 3.10] then gives (5.1). �

We are ready to embed E∗′(Ω) into G∗c (Ω). First notice that φε is an entire function,
thus, the convolution f ∗ φε is well defined for f ∈ E∗′(Ω).
Proposition 5.2. The mapping

(5.2) ιc : E∗′(Ω)→ G∗c (Ω) : f 7→ ιc(f) = [((f ∗ φε)|Ω)ε],

is a linear embedding. Furthermore, ιc|D∗(Ω) = σ, where σ is the constant embedding

(4.1).

Proof. Let f ∈ E∗′(Ω). We first need to check that (f ∗ φε)ε ∈ E∗M. Let K ⋐ Ω and
h > 0 be arbitrary. By continuity of f (cf. the proof of [30, Thrm. 6.10]), we find

(∃K ′
⋐ Ω)(∃k > 0)(∃C > 0) ((∃K ′

⋐ Ω)(∀k > 0)(∃C > 0))

‖f ∗ φε‖E{Mp},h(K) ≤ C‖φε‖E{Mp},l(K−K ′) ,

where l = min(h, k)/H . Employing [30, Lemm. 3.3], we have

‖φε‖E{Mp},l(K−K ′) ≤
1

(2π)d

∫

Rd

|φ̂(εξ)|eM(|ξ|/l)dξ

≤ 1

(2πε)d

∫

Rd

|φ̂(t)|eM(|t|/(lε))dt

≤ 1

(2πε)d
‖φ̂‖L1 eM(2/(lε)).
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This proves that ιc : E∗′(Ω) → G∗(Ω) is a well-defined linear mapping. Suppose that
((f ∗ φε)|Ω)ε ∈ E∗N (Ω). Given ψ ∈ D∗(Ω), we have 〈f, ψ〉 = limε→0+〈f ∗ φε, ψ〉 = 0,
which shows that ιc is injective. Finally, since G∗ is a sheaf and, as we have just shown,
ιc : E∗(Ω′) → G∗(Ω′) is injective on any Ω′ ⊆ Ω, we obtain supp f ⊆ supp ιc(f). It
follows that ι(E∗(Ω)) ⊂ G∗c (Ω), as claimed in (5.2).

Let now f ∈ D{Mp},h(K). Using [30, Lemm. 3.3] once again,

|(f ∗ φε)(x)− f(x)| ≤ |F−1(f̂ φ̂ε − f̂)(x)| ≤
1

(2π)d

∫

Rd

|f̂(ξ)||φ̂(εξ)− 1|dξ

≤ |K|
(2π)d

‖f‖E{Mp},h(K)(‖φ̂‖L∞ + 1)

∫

|ξ|≥1/ε

e−M(|ξ|/(
√
dh))dξ,

where |K| denotes the Lebesgue measure of K. Thus,

(5.3) |(f ∗ φε)(x)− f(x)| ≤ C‖f‖E{Mp},h(K)e
−M(1/(

√
dhHε))

where

C =
A|K|
(2π)d

(‖φ̂‖L∞ + 1)

∫

Rd

e−M(|ξ|/(
√
dhH))dξ <∞,

and A,H are the constants occurring in (2.1). That ιc(f) = σ(f) now follows from
Proposition 4.2. �

Corollary 5.3. Let f ∈ E∗′(Ω), (fε)ε a representative of ιc(f), and K ⋐ Ω. Then

(∃h > 0)(∃C > 0)(∃ε0 > 0)(∀ψ ∈ D(Mp)(K))(∀ε < ε0)

|〈f − fε, ψ〉| ≤ C‖ψ‖E{Mp},h(K)e
−M(1/(

√
dH2hε)).

Proof. Condition (M.2) implies that for all h > 0

‖ψ(α)‖E{Mp},Hh(K) ≤ AM|α|(Hh)
|α|‖ψ‖E{Mp},h(K), ∀ψ ∈ D(Mp)(K).

Hence, by applying inequality (5.3) to ψ(α) instead of f , we find that

sup
x∈Rd

α∈Nd

|(ψ ∗ φε)
(α)(x)− ψ(α)(x)|

(Hh)|α|M|α|
≤ AC‖ψ‖E{Mp},h(K)e

−M(1/(
√
dH2hε)).

The rest follows from the continuity of f and the definition of the ideal E∗N (Ω). �

So far we have only used the assumption (M.3)′ on Np. The other two assumptions
become now crucial to show that the embedding (5.2) is support preserving. We
need an auxiliary lemma in order to establish this fact (which only makes use of the
assumptions (M.1) and (M.3)′ on Np).

Lemma 5.4. Let K be a compact set of Rd. Then, for each h > 0 there is C > 0 such

that

|(ψ̂)(α)(ξ)| ≤ C(2max{|K|, 1})|α|‖ψ‖E{Np},h(K)e
−N(|ξ|/(2

√
dh)), ∀ξ ∈ R

d,

for all ψ ∈ D{Np},h(K) and α ∈ Nd.
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Proof. By [30, Lemm. 3.3], we have that

|(ψ̂)(α)(ξ)| = |F(xαψ(x))(ξ)| ≤ |K|‖xαψ‖E{Np},2h(K)e
−N(|ξ|/(2

√
dh)), ∀ξ ∈ R

d.

Using [30, Prop 2.7],

‖xαψ‖E{Np},2h(K) ≤ ‖xα‖E{Np},h(K)‖ψ‖E{Np},h(K).

Set D = max{|K|, 1}. Since p! ≺ Np (cf. [30, Lemm. 4.1]),

‖xα‖E{Np},h(K) = sup
x∈K
β≤α

(
α

β

)
β!|xα−β|
h|β|N|β|

≤ (2D)|α| sup
β≤α

|β|!
h|β|N|β|

≤ C(2D)|α|,

for some C, depending only on h and Np. �

We then have that the support of f ∈ E∗′(Ω) coincides with that of ιc(f).

Proposition 5.5. Let f ∈ E∗′(Ω). Then, supp ιc(f) = supp f .

Proof. We have already proved the inclusion supp f ⊆ supp ιc(f) within the proof of
Proposition 5.2. So, we should show here that supp ιc(f) ⊆ supp f . LetK ⋐ Ω\ supp f .
Choose K ′

⋐ Ω such that a neighborhood of supp f is contained in K ′ and K ′∩K = ∅.
Set δ := d(K,K ′) > 0. By the continuity of f , we can find k > 0 and C > 0 (for each
k > 0 there is C > 0) such that

|(f ∗ φε)(x)| ≤ C‖φε‖E{Mp},k(K−K ′) , ∀x ∈ K.

Set ψ = φ̂ ∈ D(Np)(Rd), so that ψ̂(ξ) = (2π)dφ(ξ). Lemma 5.4 implies that

‖φε‖E{Mp},k(K−K ′) =
1

(2πε)d
sup

u∈K−K ′

α∈Nd

|ψ̂(α)(−u/ε)|
(kε)|α|M|α|

≤ C ′

(2πε)d
‖ψ‖E{Np},k/2(B̄(0,2))e

−N(δ/(
√
dkε))+M(D/(kε))

≤ C ′′e−M(D/(kε)),

in view of (5.1), for some C ′, C ′′ and D > 0. We then obtain that (ιc(f))|(Ω\ supp f) = 0
from Proposition 4.2. �

We have all ingredients we need to realize an embedding of D∗′(Ω) into G∗(Ω). It is
a standard exercise to show that any support preserving linear embedding between the
compactly supported global sections of two fine sheaves on a Hausdorff second countable
locally compact topological space can be uniquely extended to a sheaf embedding. In
fact, the latter conclusion remains valid if one replaces fineness of the sheaves by the
weaker hypothesis of softness [31, Lemm. 2.3, p. 228]. Summing up all of our results,
we have shown:

Theorem 5.6. There is a linear embedding ι = ιΩ : D∗′(Ω) → G∗(Ω) having the

following properties,

(i) ι|E∗′(Ω) = ιc.
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(ii) ι commutes with ∗-ultradifferential operators, that is, for all ∗-ultradifferential
operators P (D)

P (D)ι(f) = ι(P (D)f), f ∈ D∗′(Ω).

(iii) ι|E∗(Ω) coincides with the constant embedding σ. Consequently,

ι(fg) = ι(f)ι(g), f, g ∈ E∗(Ω).
Moreover, the entirety of all ιΩ : D∗′(Ω)→ G∗(Ω) is a sheaf monomorphism D∗′ → G∗
on any open subset of Rd.

It is clear that the embedding ι : D∗′(Ω)→ G∗(Ω) constructed in this section satisfies
the properties (P.1)–(P.3) stated in Section 3 with † = ∗. Hence, our embedding is
optimal in the sense discussed there.

6. Regular generalized functions of class (Mp) and {Mp}.
The goal of this section is to introduce a notion of regularity (with respect to ∗-

ultradifferentiability) in the algebra of ∗-generalized functions. This will be done via
the algebra G∗,∞(Ω) defined below and will be exploited in the next section to study
microlocal properties of ∗-generalized functions with respect to G∗,∞-microregularity.
Note that the counterpart of our algebra in the context of classical Colombeau theory is
Oberguggenberger’s algebra G∞(Ω) [36]; see also [26, 40, 41, 42] for regularity analysis
of generalized functions.

We define the algebra of regular ∗-generalized functions on Ω as

G∗,∞(Ω) = E∗,∞M (Ω)/E∗N (Ω),

where

E (Mp),∞
M (Ω) = {(fε)ε ∈ E (Mp)(Ω)(0,1] : (∀K ⋐ Ω)(∃k > 0)(∀h > 0)

‖fε‖E{Mp},h(K) = O(eM(k/ε))}
and

E{Mp},∞
M (Ω) = {(fε)ε ∈ E{Mp}(Ω)(0,1] : (∀K ⋐ Ω)(∃h > 0)(∀k > 0)

‖fε‖E{Mp},h(K) = O(eM(k/ε))}.
We remark that a similar argument to the one employed in the proof of Proposition
4.4 leads to

E{Mp},∞
M (Ω) = {(fε)ε ∈ E{Mp}(Ω)(0,1] : (∀K ⋐ Ω)(∃sj ∈ R)(∀rj ∈ R)

‖fε‖K,rj = O(eMsj (1/ε))},
we omit details. Clearly G∗,∞ is a subsheaf of G∗. It is also fine, supple, non-flabby,
and closed under ∗-ultradifferential operators. A generalized function f ∈ G∗(Ω) is
said to be G∗,∞-regular (in short: ∗-regular) on Ω′ ⊆ Ω if its restriction to Ω′ belongs
to G∗,∞(Ω′). The ∗-singular support of f ∈ G∗(Ω), denoted as sing suppg,∗ f , is defined
as the complement in Ω of the largest open set on which f is ∗-regular. We need the
following simple but useful result, a Paley-Wiener-Komatsu type characterization of
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compactly supported regular ∗-generalized functions. It follows of course directly from
the classical result [30, Lemm. 3.3].

Lemma 6.1. Let f ∈ G∗c (Ω) and let (fε)ε be a compactly supported representative of

f . Then, f ∈ G∗,∞(Ω) if and only if

(∃k > 0)(∀h > 0) ((∃h > 0)(∀k > 0))

sup
ξ∈Rd

|f̂ε(ξ)|eM(|ξ|/h) = O(eM(k/ε)).

The next regularity theorem is the main result of this section. It gives a precise
characterization of the embedded image of E∗(Ω) under the embedding ι constructed
in Section 5 in terms of the algebra G∗,∞(Ω).

Theorem 6.2. G∗,∞(Ω) ∩ ι(D∗′(Ω)) = ι(E∗(Ω)).
Remark 6.3. Theorem 6.2 considerably improves the characterizations from [40, 41]
of ∗-ultradistributions that belong to E∗(Ω) via the rate of growth of nets of regu-
larizations. In fact, contrary to the quoted former results, where only sufficient con-
ditions were obtained, Theorem 6.2 provides a necessary and sufficient condition for
∗-ultradifferentiability.
Proof. The inclusion ι(E∗(Ω)) ⊆ G∗,∞(Ω) ∩ ι(D∗′(Ω)) is clear. Conversely, let f ∈
D∗′(Ω) such that ι(f) ∈ G∗,∞(Ω). We may assume without loss of generality that f
is compactly supported. By the Paley-Wiener-Komatsu theorem [30, Thrm. 9.1], it
suffices to show that for every λ > 0 (for some λ > 0)

sup
ξ∈Rd

|f̂(ξ)|eM(|ξ|/λ) <∞.

Let (fε)ε be a compactly supported representative of ι(f). Choose K ⋐ Ω such that
supp f ⊆ K and supp fε ⊆ K for all ε ∈ (0, 1]. Let ψ ∈ D(Mp)(Ω) such that ψ ≡ 1 on
a neighborhood of K. Hence,

f̂(ξ) = 〈f(x)− fε(x), ψ(x)eiξ·x〉+ f̂ε(ξ), ∀ξ ∈ R
d, ∀ε ∈ (0, 1].

Let A,H be the constants appearing in (2.1). Corollary 5.3 and the fact that

‖eiξ·x‖E{Mp},h(K) ≤ eM(|ξ|/h), ∀ξ ∈ R
d, ∀h > 0

imply that

(∃h > 0)(∃C > 0)(∃ε0 > 0)(∀ε < ε0)

|〈f(x)− fε(x), ψ(x)eiξ·x〉| ≤ C‖ψ‖E{Mp},h(K)e
M(|ξ|/h)−M(c/hε), ∀ξ ∈ R

d,

where c = 1/(2
√
dH2). Combining this with Lemma 6.1 yields

(∃k, h > 0)(∀l > 0)(∃C ′ > 0)(∃ε0 > 0)(∀ε < ε0)

((∃h, l > 0)(∀k > 0)(∃C ′ > 0)(∃ε0 > 0)(∀ε < ε0))

(6.1) |f̂(ξ)| ≤ C ′(eM(|ξ|/h)−M(c/(hε)) + eM(k/ε)−M(|ξ|/l)), ∀ξ ∈ R
d.
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Beurling case: Let λ > 0 be arbitrary. Set l = min(λ/H, cmin(1, λ/h)/(kH2)) in (6.1).
Hence, for all |ξ| > cmin(1, λ/h)/(ε0H), inequality (6.1) with ε = cmin(1, λ/h)/(|ξ|H)
implies that

|f̂(ξ)| ≤ 2C ′Ae−M(|ξ|/λ).

Roumieu case: Define λ = max(h, lH) and set k = c/(λH) in (6.1). Hence, for all
|ξ| > c/(ε0H), inequality (6.1) with ε = c/(|ξ|H) implies that

|f̂(ξ)| ≤ 2C ′Ae−M(|ξ|/λ).

�

We have the following corollary. As usual, for f ∈ D∗′(Ω), we employ the notation
sing supp∗ f for its classical singular support with respect to ∗-ultradifferentiability.
Corollary 6.4. If f ∈ D∗′(Ω), then sing suppg,∗ ι(f) = sing supp∗ f.

7. Wave front sets in G∗(Ω)
We now study microlocal properties of ∗-generalized functions. We introduce a

notion of ∗-microlocal regularity which is inspired by our definition of the algebra
G∗,∞ of regular ∗-generalized functions. We shall show at the end of this section that
such a notion is a compatible extension of the ∗-wave front set [25, 33, 39] of an ∗-
ultradistribution.

Let f ∈ G∗c (Ω). The set Σ∗
g(f) ⊆ Rd\{0} is defined as the complement in Rd\{0}

of the set of all points ξ0 for which there are an open conic neighborhood Γ and a
compactly supported representative (fε)ε of f such that

(∃k > 0)(∀h > 0) ((∃h > 0)(∀k > 0))

sup
ξ∈Γ
|f̂ε(ξ)|eM(|ξ|/h) = O(eM(k/ε)).

Note that if the inequality is established for some compactly supported representative,
it holds for all such representatives. Furthermore, Σ∗

g(f) is a closed cone and, by
Lemma 6.1 and a compactness argument, Σ∗

g(f) = ∅ if and only if f ∈ G∗,∞(Ω).

Lemma 7.1. Let f ∈ G∗c (Ω) and u ∈ G∗,∞(Ω). Then, Σ∗
g(uf) ⊆ Σ∗

g(f).

Proof. Let (fε)ε be a compactly supported representative of f . We have for some k0 > 0
(for every k0 > 0)

‖f̂ε‖L1 = O(eM(k0/ε)).

Choose ψ ∈ D∗(Ω) such that ψ ≡ 1 in a neighborhood of supp f , hence uf = uι(ψ)f .
Note that uι(ψ) ∈ G∗,∞(Ω) ∩ G∗c (Ω) and thus, by Lemma 6.1,

(∃k1 > 0)(∀h1 > 0) ((∃h1 > 0)(∀k1 > 0))

sup
ξ∈Rd

|v̂ε(ξ)|eM(|ξ|/h1) = O(eM(k1/ε)),

where (vε)ε is a compactly supported representative of uι(ψ). Suppose that ξ0 /∈ Σ∗
g(f).

Then, there is an open conic neighborhood Γ such that

(∃k2 > 0)(∀h2 > 0) ((∃h2 > 0)(∀k2 > 0))
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sup
ξ∈Γ
|f̂ε(ξ)|eM(|ξ|/h2) = O(eM(k2/ε)).

Choose an open conic neighborhood Γ1 of ξ0 such that Γ1 ⊆ Γ∪ {0}. Let 0 < c < 1 be
smaller than the distance between ∂Γ and the intersection of Γ1 with the unit sphere.
Note that {η ∈ Rd : (∃ξ ∈ Γ1)(|ξ − η| ≤ c|ξ|)} ⊆ Γ and for all ξ, η ∈ Rd, |ξ − η| ≤ c|ξ|
implies |η| ≥ (1− c)|ξ|. Hence,

(∃k0, k1, k2 > 0)(∀h1, h2 > 0)(∃C,C ′, C ′′ > 0)(∃ε0 > 0)(∀ε < ε0)(∀ξ ∈ Γ1)

((∃h1, h2 > 0)(∀k0, k1, k2 > 0)(∃C,C ′, C ′′ > 0)(∃ε0 > 0)(∀ε < ε0)(∀ξ ∈ Γ1))

|F(vεfε)(ξ)| ≤
1

(2π)d

(∫

|η|≤c|ξ|
+

∫

|η|>c|ξ|

)
|v̂ε(η)||f̂ε(ξ − η)|dη

≤ ‖v̂ε‖L1

(2π)d
sup

|ξ−η|≤c|ξ|
|f̂ε(η)|+ C‖f̂ε‖L1e−M(c|ξ|/h1)+M(k1/ε)

≤ C ′e−M((1−c)|ξ|/h2)+M(k2/ε)+M(k1/ε) + C ′′e−M(c|ξ|/h1)+M(k1/ε)+M(k0/ε).

�

Let f ∈ G∗(Ω). The generalized wave front setWFg,∗(f) is defined as the complement
in Ω × (Rd\{0}) of all pairs (x0, ξ0) for which there is ψ ∈ D∗(Ω), with ψ ≡ 1 in a
neighborhood of x0, such that ξ0 /∈ Σ∗

g(ι(ψ)f). Note that in the Roumieu case, one

may always take ψ ∈ D(Mp)(Ω), as easily follows from Lemma 7.1. As in [25, Sect. 8.1],
Lemma 7.1 also implies that the projection of WFg,∗(f) on Ω is sing suppg,∗(f), while
its projection on Rd\{0} is Σ∗

g(f) if f ∈ G∗c (Ω). We collect some properties of WFg,∗
in the next proposition.

Proposition 7.2. Let f ∈ G∗(Ω). Then,

(i) WFg,∗(uf) ⊆WFg,∗(f) for all u ∈ G∗,∞(Ω).
(ii) WFg,∗(P (D)f) ⊆WFg,∗(f) for any ∗-ultradifferential operator P (D).

Proof. The first assertion follows from Lemma 7.1. Let us prove (ii). One readily
shows that

(7.1) Σ∗
g(P (D)u) ⊆ Σ∗

g(u), ∀u ∈ G∗c (Ω).
Now suppose (x0, ξ0) /∈ WFg,∗(f). Then, there is ψ ∈ D∗(Ω), with ψ ≡ 1 in a neigh-
borhood of x0, such that ξ0 /∈ Σ∗

g(ι(ψ)f). Choose χ ∈ D∗(Ω) such that χ ≡ 1 in a
neighborhood of x0 and ψ ≡ 1 in a neighborhood of suppχ. Since P (D) : G∗ → G∗ is a
sheaf morphism, we have ι(χ)P (D)f = ι(χ)P (D)(ι(ψ)f) and thus, by Lemma 7.1 and
inclusion (7.1),

ξ0 /∈ Σ∗
g(ι(ψ)f) ⊇ Σ∗

g(P (D)(ι(ψ)f)) ⊇ Σ∗
g(ι(χ)P (D)(ι(ψ)f)) = Σ∗

g(ι(χ)P (D)f).

�

We now compare WFg,∗(f) with its classical counterpart for ultradistributions. We
follow the standard definition [33, 39] for the wave front set WF∗(f) of f ∈ D∗′(Ω).
Recall that WF∗(f) is the complement in Ω × (Rd\{0}) of the set of all (x0, ξ0) for
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which there are an open conic neighborhood Γ of ξ0 and ψ ∈ D∗(Ω), with ψ ≡ 1 in a
neighborhood of x0, such that for every λ > 0 (for some λ > 0)

sup
ξ∈Γ
|ψ̂f(ξ)|eM(|ξ|/λ) <∞.

We have the the following equality:

Theorem 7.3. Let f ∈ D∗′(Ω). Then, WF∗(f) = WFg,∗(ι(f)).

Proof. Let (x0, ξ0) /∈ WF∗(f). Find an open conic neighborhood Γ of ξ0 and χ ∈ D∗(Ω),
with χ ≡ 1 in a neighborhood of x0, such that for every λ > 0 (for some λ > 0)

sup
ξ∈Γ
|χ̂f(ξ)|eM(|ξ|/λ) <∞.

Choose ψ ∈ D∗(Ω) such that ψ ≡ 1 in a neighborhood of x0 and χ ≡ 1 in a neigh-
borhood of suppψ. We show that ξ0 /∈ Σ∗

g(ι(ψ)ι(f)). Theorem 5.6 gives ι(ψ)ι(f) =
ι(ψ)ι(χf) = [(ψ(χf ∗ φε))ε]. By [30, Lemm. 3.3] we have that for every h > 0 (for
some h > 0)

sup
ξ∈Rd

|ψ̂(ξ)|eM(|ξ|/h) <∞,

and, by [11, Thrm. 2.4], that for some k > 0 (for every k > 0)

sup
ξ∈Rd

|χ̂f(ξ)|e−M(k|ξ|) <∞.

Select an open conic neighborhood Γ1 of ξ0 exactly as in the proof of Lemma 7.1. We
then have

(∃k > 0)(∀h, λ > 0)(∃C,C ′ > 0)(∀ε ≤ 1)(∀ξ ∈ Γ1)

((∃h, λ > 0)(∀k > 0)(∃C,C ′ > 0)(∀ε ≤ 1)(∀ξ ∈ Γ1))

|F(ψ(χf ∗ φε))(ξ)|

≤ 1

(2π)d

(∫

|η|≤c|ξ|
+

∫

|η|>c|ξ|

)
|ψ̂(η)||χ̂f(ξ − η)||φ̂(ε(ξ − η))|dη

≤ ‖φ̂‖L∞‖ψ̂‖L1

(2π)d
sup

|ξ−η|≤c|ξ|
|χ̂f(η)|+ C

(2π)d
e−M(c|ξ|/h)

∫

Rd

eM(k|t|)|φ̂(εt)|dt

≤ C ′‖φ̂‖L∞‖ψ̂‖L1

(2π)d
e−M((1−c)|ξ|/λ) +

C‖φ̂‖L1

(2πε)d
e−M(c|ξ|/h)+M(2k/ε),

which shows that (x0, ξo) /∈ WFg,∗(ι(f)). Conversely, let (x0, ξ0) /∈ WFg,∗(ι(f)). Find
ψ ∈ D(Mp)(Ω), with ψ ≡ 1 in a neighborhood of x0, such that ξ0 /∈ Σ∗

g(ι(ψ)ι(f)).
Let χ ∈ D∗(Ω) such that χ ≡ 1 in a neighborhood of suppψ. Since we have a sheaf
monomorphism D∗′ → G∗, we conclude that ι(ψ)ι(f) = ι(ψ)ι(χf) = [(ψuε)ε], where
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(uε)ε is a compactly supported representative of ι(χf). Hence, there is an open conic
neighborhood Γ of ξ0 such that

(∃k > 0)(∀h > 0) ((∃h > 0)(∀k > 0))

(7.2) sup
ξ∈Γ
|ψ̂uε(ξ)|eM(|ξ|/h) = O(eM(k/ε)).

Note that

ψ̂f(ξ) = ψ̂χf(ξ) = 〈χf(x)− uε(x), ψ(x)eiξ·x〉+ ψ̂uε(ξ), ∀ξ ∈ R
d, ∀ε ∈ (0, 1].

Similarly as in the proof of Theorem 6.2, but using relation (7.2) instead of Lemma
6.1, one can show that for every λ > 0 (resp. for some λ > 0)

sup
ξ∈Γ
|ψ̂f(ξ)|eM(|ξ|/λ) <∞;

we leave details to the reader. This concludes the proof of the theorem. �

8. Embeddings of Beurling-Björck ultradistributions into algebras

In this last section we outline how our ideas from the previous Sections 5–7 can be
adapted to develop an analogous nonlinear theory for ultradistributions defined via
weight functions. We follow here the Beurling-Björck approach to ultradistribution
theory [6] (see also [8, 12]).

8.1. Spaces defined via weight functions. We review in this preparatory subsec-
tion some basic properties of the Beurling-Björck spaces. We always assume that
ω : [0,∞) → [0,∞) is a non-decreasing weight function satisfying ω(0) = 0 and the
ensuing three conditions:

(α) ω(t1 + t2) ≤ ω(t1) + ω(t2), ∀t1, t2 ≥ 0,

(β)

∫ ∞

1

ω(t)

t2
dt <∞,

(γ) ω(t) ≥ b log(1 + t) + a, ∀t ≥ 0, for some a ∈ R and b > 0.

The meaning of these three conditions is explained in [6].
Let Ω ⊆ Rd be open, K ⋐ Ω and λ > 0. The Banach space Dλ

ω(K) consists of those
φ ∈ L1(Rd) such that supp φ ⊆ K and

(8.1) ‖φ‖λ = ‖φ‖FL1
ω,λ :=

∫

Rd

|φ̂(ξ)|eλω(|ξ|)dξ <∞.

Set further

D(ω)(Ω) = lim−→
K⋐Ω

lim←−
λ→∞
Dλ

ω(K), D{ω}(Ω) = lim−→
K⋐Ω

lim−→
λ→0

Dλ
ω(K).

Condition (γ) yields D(ω)(Ω) ⊆ D(Ω). In order to ensure that D{ω}(Ω) ⊆ D(Ω), we
impose the following additional condition on ω in the Roumieu case:

(γ0) lim
t→∞

ω(t)

log(1 + t)
=∞.
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Their duals D′
(ω)(Ω) and D′

{ω}(Ω) are the ultradistribution space of class (ω) (Beurling

type) and class {ω} (Roumieu type), respectively. We write in this ∗ = (ω) or {ω}
in order to treat both cases simultaneously. Note that if ω(t) = log(1 + t), one then
recovers the classical Schwartz spaces as particular instances of the Beurling case.

The space E∗(Ω) of ∗-ultradifferentiable functions is defined as the space of multipliers
of D∗(Ω), that is,

E∗(Ω) = {f ∈ D′
∗(Ω) : fφ ∈ D∗(Ω) for all φ ∈ D∗(Ω)}.

Naturally, E∗(Ω) ⊆ C∞(Ω), with equality if ω(t) = log(1 + t) and ∗ = (ω). We endow
E∗(Ω) with the coarsest topology for which all the mappings f → fφ, φ ∈ D∗(Ω), are
continuous. More explicitly,

E(ω)(Ω) = lim←−
K⋐Ω

lim←−
λ→∞
Eλω(K), E{ω}(Ω) = lim←−

K⋐Ω

lim−→
λ→0

Eλω(K),

where

Eλω(K) = {f ∈ C∞(Ω) : ‖f‖Eλ
ω(K) := inf{‖φ‖λ : φ ∈ D(Ω) with f|K = φ|K} <∞}.

The dual E ′∗(Ω) is then the subspace of D′
∗(Ω) consisting of compactly supported ∗-

ultradistributions.
We end this subsection with a technical remark about the family of norms (8.1).

This remark will play an important role for our estimates in the next subsections.

Remark 8.1. The topology on D∗(Ω) can be equivalently induced by Fourier-Lebesgue
L∞- or L2-type norms. More precisely, define

‖φ‖FL∞
ω ,λ := sup

ξ∈Rd

|φ̂(ξ)|eλω(|ξ|), ‖φ‖FL2
ω,λ

:=

(∫

Rd

|φ̂(ξ)|2e2λω(|ξ|)dξ
)1/2

.

For all compactly supported φ ∈ L1(Rd), we have

(8.2) C1‖φ‖FL∞
ω ,λ ≤ ‖φ‖FL1

ω,λ ≤ C2‖φ‖FL∞
ω ,λ+Λ, λ > 0,

for Λ = (d+1)/b, where b is the constant ocurring in (γ), and some C1 = C1,λ > 0 and
C2 > 0; the first inequality is non-trivial and follows by inspection in the proof of [6,
Thrm. 1.4.1], while the second one follows directly from (γ). Similarly, we have

C ′
1‖φ‖FL2

ω ,λ ≤ ‖φ‖FL1
ω ,λ ≤ C ′

2‖φ‖FL2
ω,λ+Λ/2, λ > 0,

for some C ′
1 = C ′

1,λ > 0 and C ′
2 > 0; the first inequality being a consequence of (8.2),

while the second one follows from the Cauchy-Schwartz inequality and (γ). Moreover,
if ω satisfies (γ0), the following inequalities hold, which are sharper for small values of
λ,

C1‖φ‖FL∞
ω ,λ ≤ ‖φ‖FL1

ω,λ ≤ C2‖φ‖FL∞
ω ,2λ, λ > 0,

and

C ′
1‖φ‖FL2

ω,λ ≤ ‖φ‖FL1
ω,λ ≤ C ′

2‖φ‖FL2
ω,2λ, λ > 0,

for some constants depending on λ.
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8.2. Algebras of generalized functions of class (ω) and {ω}. For an open subset
Ω of Rd, we define the differential algebras (with pointwise multiplication of nets)

E(ω),M(Ω) = {(fε)ε ∈ E(ω)(Ω)(0,1] : (∀K ⋐ Ω)(∀λ > 0)(∃k > 0)

‖fε‖Eλ
ω(K) = O(ekω(1/ε))},

E{ω},M(Ω) = {(fε)ε ∈ E{ω}(Ω)(0,1] : (∀K ⋐ Ω)(∀k > 0)(∃λ > 0)

‖fε‖Eλ
ω(K) = O(ekω(1/ε))},

and their ideals

E(ω),N (Ω) = {(fε)ε ∈ E(ω)(Ω)(0,1] : (∀K ⋐ Ω)(∀k > 0)(∀λ > 0)

‖fε‖Eλ
ω(K) = O(e−kω(1/ε))},

E{ω},N (Ω) = {(fε)ε ∈ E{ω}(Ω)(0,1] : (∀K ⋐ Ω)(∃k > 0)(∃λ > 0)

‖fε‖Eλ
ω(K) = O(e−kω(1/ε))}.

The corresponding algebra G∗(Ω) of generalized functions of class ∗ (∗-generalized
functions) is the factor algebra

G∗(Ω) = E∗,M(Ω)/E∗,N (Ω).

Since the partial derivatives are continuous operators on E∗(Ω), G∗(Ω) is a differential
algebra, with the action of differential operators being defined as ∂α[(fε)ε] = [(∂αfε)ε],
α ∈ Nd. Note that E∗(Ω) is a subalgebra of G∗(Ω) via the constant canonical embedding

(8.3) σ(f) = [(f)ε], ∀f ∈ E∗(Ω).
As in the case of weight sequences discussed in Section 4, the functor Ω→ G∗(Ω) is a
fine and supple but non-flabby sheaf of differential algebras on any open subset of Rd.

It is worth noticing that if ω(t) = log(1 + t), the algebra G(ω)(Ω) coincides with
the Colombeau special algebra [24]. Since we will embed D∗(Ω) into G∗(Ω) in the
next subsection, our considerations with weight functions therefore provide a unified
nonlinear approach to treat distributions and ultradistributions simultaneously.

We also have a null characterization of the negligible nets.

Proposition 8.2. Let (fε)ε ∈ E∗,M(Ω). Then, (fε)ε ∈ E∗,N (Ω) if and only if

(∀K ⋐ Ω)(∀k > 0) ((∀K ⋐ Ω)(∃k > 0))

sup
x∈K
|fε(x)| = O(e−kω(1/ε)).

Proof. This follows from the following observations, two Landau type inequalities. Let
K ⋐ K ′ ⋐ Ω. Then for each λ > 0 there is C > 0

‖f‖Eλ
ω(K) ≤ C sup

x∈K ′

|f(x)|1/2‖f‖1/2E2λ+Λ
ω (K ′)

, f ∈ E∗(Ω),

where Λ is the constant from Remark 8.1. If in addition ω satisfies (γ0), then for each
λ > 0 there is C > 0 such that

‖f‖Eλ
ω(K) ≤ C sup

x∈K ′

|f(x)|1/2‖f‖1/2E4λ
ω (K ′)

.
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We show the first inequality, the second one can be proved in a similar fashion. Let
ψ ∈ D(ω)(Ω) with ψ ≡ 1 in a neighbourhood of K and suppψ ⊆ K ′. Let φ ∈ D(ω)(Ω)
with φ|K ′ = f|K ′ be arbitrary. Then Remark 8.1 implies that

‖f‖Eλ
ω(K) ≤ C‖φψ‖FL2

ω,λ+Λ/2

≤ C‖φ̂ψ‖1/2L∞‖φψ‖1/2FL1
ω ,2λ+Λ

≤ C‖ψ‖1/2L1 ‖ψ‖1/2FL1
ω,2λ+Λ sup

x∈K ′

|f(x)|1/2‖φ‖1/2FL1
ω,2λ+Λ,

for some C = Cλ > 0.
�

Proposition 8.2 enables one to obtain a pointwise characterization of ∗-generalized
functions, that is, a version of Proposition 4.6 for the algebra G∗(Ω). We leave the
precise formulation of this result and the necessary definitions to the reader.

8.3. Embedding of ω-ultradistributions. Our strategy to embed D′
∗(Ω) into the

differential algebra G∗(Ω) is the same as that from Section 5, namely, we will first
embed E∗(Ω) into G∗,c(Ω), where the latter denotes the ideal of compactly supported
sections of G∗ on Ω. For it, we shall also employ a (Np)-net of mollifiers (cf. Section
5).

This time our assumptions on the weight sequence Np are (M.1), (M.3)′ and the
ensuing condition: There is another weight sequenceMp satisfying (M.1), the condition
(5.1), and

(8.4) lim
t→∞

ω(t)

M(kt)
= 0, for each k > 0.

In particular, note that we have the continuous and dense embeddings

D(Np)(Ω) →֒ D(Mp)(Ω) →֒ D∗(Ω).

That such a choice of Np is always possible follows by combining results on majorants
by Beurling (cf. remark after [6, Thrm. 1.2.7]), Ciorǎnescu and Zsidó [12, Thrm. 1.8],
and Roumieu (Lemma 5.1 above).

Proposition 8.3. The mapping

ιc : E ′∗(Ω)→ G∗,c(Ω) : f → ιc(f) = [((f ∗ φε)|Ω)ε]

is a support preserving linear embedding, that is, supp ιc(f) = supp f for all f ∈ E ′∗(Ω).
Moreover, ιc|D∗(Ω) = σ, where σ is the constant embedding (8.3).

Proof. Let f ∈ E ′∗(Ω). We first show that ((f ∗ φε)|Ω)ε ∈ E∗,M(Ω). Let K ⋐ Ω and
λ > 0 be arbitrary. Let χ ∈ D(ω)(Ω) such that χ ≡ 1 on a neighborhood of K. The
Paley-Wiener theorem for Beurling-Björck ultradistributions1 [6, Thrm. 1.8.14] implies

1It should be noticed that Björck only considers the Beurling case; however, his proof can be easily
adapted to treat the Roumieu case as well.
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that there is k > 0 (for each k > 0) |f̂(ξ)| ≤ Cekω(|ξ|) for some C = Ck > 0. We have,

‖f ∗ φε‖Eλ
ω(K) ≤ ‖χ(f ∗ φε)‖FL1

ω,λ

≤ C‖χ‖FL1
ω,λ

(2π)d

∫

Rd

|φ̂(εξ)|e(λ+k)ω(|ξ|)dξ

≤ C‖χ‖FL1
ω,λ‖φ̂‖L1

(2πε)d
e2(λ+k)ω(1/ε),

which in view of condition (γ) (condition (γ0)) shows the assertion. The injectivity of
ιc is clear. This already yields supp f ⊆ supp ιc(f) and thus the mapping has range in
G∗,c(Ω). The reverse inclusion supp ιc(f) ⊆ supp f actually follows from the continuous

embedding E ′∗(Ω) → E (Mp)′(Ω), Proposition 5.5, the assumption 8.4, and Proposition
8.2. Finally, let f ∈ D∗(Ω). For each λ > 0 (some λ > 0), we have

‖f ∗ φε − f‖L∞ ≤ 1

(2π)d

∫

Rd

|f̂(ξ)||φ̂(εξ)− 1|dξ

≤ ‖f‖FL∞
ω ,λ+λ′

(2π)d
(1 + ‖φ̂‖L∞)e−λω(1/ε)

∫

Rd

e−λ′ω(|ξ|)dξ,

where in the Beurling case λ′ = Λ (cf. Remark 8.1) and in the Roumieu case λ′ = λ.
Proposition 8.2 and condition (γ) (condition (γ0)) imply that ιc(f) = σ(f). �

As in Section 5, Proposition 8.3 and the fact that D′
∗ and G∗ are fine sheaves allows

one to automatically extend the embedding ιc : E ′∗(Ω) → G∗,c(Ω) to a unique sheaf
monomorphism:

Theorem 8.4. There exists a linear embedding ι = ιΩ : D′
∗(Ω)→ G∗(Ω) satisfying:

(i) ι|E ′
∗(Ω) = ιc.

(ii) ι commutes with ∂α for each α ∈ Nd, namely,

∂αι(f) = ι(∂αf), f ∈ D′
∗(Ω).

(iii) ι|E ′
∗(Ω) coincides with the constant embedding. Consequently,

ι(fg) = ι(f)ι(g), f, g ∈ E∗(Ω).
Furthermore, the entirety of all ιΩ : D′

∗(Ω)→ G∗(Ω) is a sheaf monomorphism D′
∗ → G∗

on any open subset of Rd.

We point out that the technique employed at the end of the proof of Proposition 8.3
also yields the following version of Corollary 5.3.

Lemma 8.5. Let f ∈ E ′∗(Ω), (fε)ε a representative of ιc(f) and K ⋐ Ω. Then

(∃λ > 0)(∃C > 0)(∃ε0 > 0)(∀ψ ∈ D(ω)(K))(∀ε < ε0)

|〈f − fε, ψ〉| ≤ C‖ψ‖FL∞
ω ,2λ e

−λω(1/ε).
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Finally, the next remark discusses the optimality of our embedding in some important
cases.

Remark 8.6. If the function ω(et) is convex – a crucial assumption in the Braun-
Meise-Taylor approach to ω-ultradistributions [8]– one can define the notion of an
ultradifferentiable operator of class (ω) or {ω} and show an analogue of Komatsu’s
second structure theorem (as stated in [45]) for ω-ultradistributions [7]. In such a case,
it is therefore possible to state and prove a Schwartz’ impossibility type result for ω-
ultradistributions (cf. Section 3). Moreover, every ultradifferentiable operator of class
∗ canonically defines a linear operator on G∗(Ω) and one can show that the embedding
constructed below is again optimal in view of the impossibility result.

8.4. Microlocal analysis in G∗(Ω). The corresponding subalgebra G∞∗ (Ω) of regular
∗-generalized functions is the factor algebra

G∞∗ (Ω) = E∞∗,M(Ω)/E∗,N (Ω),

where

E∞(ω),M(Ω) = {(fε)ε ∈ E(ω)(Ω)(0,1] : (∀K ⋐ Ω)(∃k > 0)(∀λ > 0)

‖fε‖Eλ
ω(K) = O(ekω(1/ε))},

and

E∞{ω},M(Ω) = {(fε)ε ∈ E{ω}(Ω)(0,1] : (∀K ⋐ Ω)(∃λ > 0)(∀k > 0)

‖fε‖Eλ
ω(K) = O(ekω(1/ε))}.

Clearly, G∞∗ is a fine and supple (but non-flabby) subsheaf of G∗.
In view of Lemma 8.5 and the Paley-Wiener-Björck theorem [6], our argument used

in the proof of Theorem 6.2 can be easily modified to obtain the regularity theorem

(8.5) G∞∗ (Ω) ∩ ι(D′
∗(Ω)) = ι(E∗(Ω)).

The definitions of the ∗-singular support and the generalized one, denoted as sing supp∗
and sing suppg,∗, with respect E∗- and G∞∗ -regularity should be clear. As a corollary of
(8.5), one obtains

sing suppg,∗ ι(f) = sing supp∗ f, ∀f ∈ D′
∗(Ω).

Based upon the notion of G∞∗ -regularity, we now define the wave front set of a
∗-generalized function. We begin by recalling the case of ultradistributions. For f ∈
D′

∗(Ω), the wave front setWF∗(f) is defined [16, 19] as the complement in Ω×(Rd\{0})
of the set all (x0, ξ0) for which there are an open conic neighborhood Γ of ξ0 and
ψ ∈ D∗(Ω), with ψ ≡ 1 in a neighborhood of x0, such that for every λ > 0 (for some
λ > 0)

sup
ξ∈Γ
|ψ̂f(ξ)|eλω(|ξ|) <∞.

Note that, equivalently, we may simply ask ψ(x0) 6= 0, because, due to the Beurling
theorem [5], E∗(Ω) is inverse closed.
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Let now f = [(fε)ε] ∈ G∗(Ω). The wave front WFg,∗(f) is defined as the complement
in Ω×(Rd\{0}) of the set pairs (x0, ξ0) for which there are an open conic neighborhood
Γ of ξ0 and ψ ∈ D∗(Ω) with ψ(x0) 6= 1 such that

(∃k > 0)(∀λ > 0) ((∃λ > 0)(∀k > 0))

sup
ξ∈Γ
|ψ̂f ε(ξ)|eλω(|ξ|) = O(ekω(1/ε)).

This definition is clearly independent of the representative of f . Versions of all of
our results from Section 7 remain valid for the generalized wave front set WFg,∗ with
respect to ∗ = (ω) or{ω}. In particular,

WF∗(f) =WFg,∗(ι(f)), ∀f ∈ D′
∗(Ω).

Once again we omit details and leave to the reader the formulations and proofs of the
other results from Section 7.
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