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Optimal Infinite-Horizon Feedback Laws for a General 

Class of Constrained Discrete-Time Systems: 

Stability and Moving-Horizon Approximations 

S.  S .  K E E R T H t  1 A N D  E . G .  G I L B E R T  2 

Communicated by J. L. Speyer 

Abstract. Stability results are given for a class of feedback systems 

arising from the regulation of time-varying discrete-time systems using 

optimal infinite-horizon and moving-horizon feedback laws. The class 

is characterized by joint  constraints on the state and the control, a 

general nonlinear cost function and nonlinear equations of motion 

possessing two special properties. It is shown that weak conditions on 

the cost function and the constraints are sufficient to guarantee uniform 

asymptotic stability of both the optimal infinite-horizon and moving- 

horizon feedback systems. The infinite-horizon cost associated with the 

moving-horizon feedback law approaches the optimal infinite-horizon 

cost as the moving horizon is extended. 

Key Words. Discrete-time systems, infinite-horizon optimal control, 

moving-horizon control, state-control constraints, nonquadratic cost 

functions, stability. 

1. Introduction 

C o n s i d e r  the  fo l lowing  d i sc re te - t ime  sys tem with const ra in ts :  

Xk+l=A(Xk, Uk), yk=gk(Xk, Uk), k>--i, (t) 

(Xk, U k ) ~ Z k C R " x R  m, k>-i, x,=a, (2) 

where,  for  k>-O, f k :R"xRm->R"  a n d  gk:R"xRm->R I. F o r  k ->0 ,  !et 

hk : R ~ x R m --> R be a nonnega t ive  funct ion .  O u r  p r o b l e m  is to de t e rmine  a 

f e e d b a c k  law uk = ~k(Xk), k ~ 0, which,  for  each  i -> 0 and  feas ible  ini t ial  
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state a c R", generates through (1) a sequence {Uk}k>i that minimizes the 

cost to go 

c o  

J~ = E hk(Yk, Uk), (3) 
k=i 

subject to (1) and (2). The constraint set Zk and the functions fk, gk, and 

h k satisfy 

(0,0)ezk, A(0,0)=0, gk(0,0)=0, 
(4) 

hk(0, 0) =0, k->O 

Thus, we have an output regulator problem where the targets for Xk, Yk, 

and Uk are the origins. The state regulator problem is a special case of the 

output regulator problem in which gk(X, U)=--X. The assumption (4) is not 

terribly restrictive, because many interesting problems can be made to satisfy 

it with a simple change of variables. 

The prior literature is mostly concerned with stochastic regulator prob- 

lems. See, for instance, Ref. 1. Deterministic problems are quite different 

in nature and previous results appear to be limited to the linear quadratic 

regulator problem (LQRP), where the following conditions hold: 

(a) fk(X, U) =AkX+BkU, gk(X, U) = CkX+Dku, k>-O, (5) 

and the matrices Ak, Bk, Ck, and Dk are uniformly bounded on k - 0 ;  

(b) the sequence pairs {Ak, Bk}k~_O and {Ck, Ak}k~_O are, respectively, 

uniformly completely controllable and uniformly completely observable; 

(c) hk(y, u)=y'Qky+U'RkU, k>-O, where prime indicates transpose 

and Qk and Rk are symmetric positive-definite matrices satisfying, for some 

h 2 - - > h l > 0 ,  

h~y'y~y'Qky<_A2y'y, hiu'u~--U'Rku~h2u'u, 

k>_O, ( y ,u )~Rl×Rm;  

(d) Z k = R n x R m ,  k>-O. 

For the LQRP, it is known (for D k ~ 0) that the optimal feedback law is 

linear and that the resulting feedback system is exponentially stable (Ref. 2). 

In this paper, we extend the results for the LQRP to the wider class 

of problems described by (1)-(3). To obtain our results, the system (1) must 

satisfy two special controllability and observability properties (C and O), 

which for the linear system (5) are implied, respectively, by uniform com- 
plete controllability and uniform complete observability. Under weak condi- 

tions o n  hk and Zk, we show that an optimal feedback law exists and that 

the optimal feedback system is uniformly asymptotically stable; also, we 
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give conditions which guarantee exponential stability of the optimal system. 

The known stability results for the LQRP are obtained by a simple applica- 

tion of our results. Our proofs are based on a standard Lyapunov stability 

theorem. Specialized to the LQRP, they do not utilize the discrete-time 

Riccati equation or the linearity of the feedback law; hence, the proofs are 

more basic than the usual proofs used for the LQRP. 

Even if (5) holds, there are at least two practical motivations for 

considering (1)-(3): the need to impose rigorous constraints on the state 

and /o r  control, the possibility that nonquadratic cost functions may lead 

to a more desirable quality of regulation. Unless (1)-(3) is a time-invariant 

LQRP, it is usually impossible to characterize analytically or compute the 

optimal feedback law ~/k. This leads naturally to the moving-horizon feed- 

back law, "qk, which is a computationally feasible approximation of rlk. 

The moving-horizon feedback law plays a key role in our work. In the 

literature, it is also referred to as the receding-horizon feedback law. The 

moving-horizon feedback law was first considered by Kleinman (Ref. 3) as 

an easy tool for stabilizing a linear time-invariant system. However, it was 

Thomas and Barraud (Refs. 4 and 5) who added a new insight into Klein- 

man's method by recognizing the underlying notion of the moving terminal 

set. Their results applied to linear time-invariant systems and the cost 

function 

hk(y,u)=u'Ru, k>-O, ( y , u ) ~ R t x R  m. 

Kwon and Pearson (Refs. 6 and 7) extended the ideas to the LQRP and 

were the first to employ the moving-horizon feedback law as a means of 

approximating the infinite-horizon feedback law, rtk. More recently, Kwon 

et al. (Ref. 8) have considered certain computational issues related to the 

feedback laws considered in Ref. 6. Little has been done on moving-horizon 

feedback laws for problems with state-control constraints, general cost 

functions, and nonlinear system dynamics. A preliminary treatment of some 

of  the results in this paper appears in Refs. 9 and 10. 

The moving-horizon feedback law for (1)-(3) is defined as follows. For 

k--  0, let Mk be a positive integer denoting the moving-horizon at index k. 

When the system is in operation at time index i-> 0, let its state be x~. To 

determine the moving-horizon control ui, define a = xi. Solve the optimal 

control problem of minimizing 

i+Mi--1 

= E hk(yk, uk), (6) 
k = i  

subject to (1), (2) and the alternative constraints 

i ~ k < - i + M i - 1 ,  Xi+M, = 0. (7) 
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Let 

. ? l A , ~ l i + M . - - I  {uk0, a; ~,,,sk=~' 

be an optimal control sequence for this problem. Then, choose ui= 

~i(i, a; Mi). In other words, the moving-horizon feedback law at index i is 

defined by the function ~i(-; M~), where ¢/i(a; M~) = a~(i, a; Mi).  

Except for special problems, it is not possible to give a formula for 

r~k. However, in principle ~k can be computed as follows. Given i -  0 and 
a = x~, state the finite-dimensional optimization problem defined by (1), (2), 

(6), and (7) as a large-scale mathematical programming problem whose 

independent variables are the components of Xi,. . . ,X~+M,-I and 

u ~ , . . . ,  u~+ M,-i. Solve the mathematical programming problem by using one 

of the well established techniques. Then, obtain ~ (a ;  M~) as indicated in 

the previous paragraph. We will refer to such a procedure as feedback by 

on-line mathematical programming (FOMP). The advance of computer 

technology makes it possible to entertain the notion of the extensive on-line 
computations. Recently, on-line procedures similar to the FOMP idea have 

been investigated by Knudsen (Ref. 11) and DeVlieger et al. (Ref. 12) for 

minimum-time problems and by Gutman (Ref. 13) for regulator problems 

with t~-cost functions. However, only special examples are treated and there 

is no general theory. 
If the hk and Zk satisfy the same requirements as for the infinite-horizon 

problem, and if the Mk, k >-O, satisfy certain weak conditions, we show that 

a moving-horizon feedback law exists and that the feedback system resulting 
from the moving-horizon feedback law enjoys the same stability properties 

as the optimal infinite-horizon feedback system. Moreover, by choosing the 

Mk sufficiently large, the associated infinite-horizon cost Ji in (3), associated 

with uk = "~k(Xk ; Mk),  can be made arbitrarily close to the optimal cost of 

the infinite-horizon control problem. The only prior results of a similar 

nature, obtained by Kwon and Pearson (Ref. 7) for the time-varying LQRP, 

follow easily from our results. 
The organization of the paper is as follows. Section 2 introduces 

notations and slight generalizations of some standard stability definitions. 
Section 3 defines and discusses the two special properties which are required 

of system (1). Stability results for the optimal infinite-horizon and moving- 

horizon feedback laws are then stated in Sections 4 and 5 respectively. The 

relationship between the costs given by these feedback laws is described in 

Section 6. Because of the similarities in the optimal infinite-horizon and 

moving-horizon problems, it is more efficient and illuminating to bring the 
proofs together in one place; this we do in Section 7. Finally, Section 8 
gives examples which illustrate some advantages that may accrue from 

applying the general problem formulation. 
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2. Notations and Definitions 

We begin with some notations and definitions. Given a column vector 

x 6 R p and a matrix M c R q×p, let 

IIxH =x/-x~ and ItMI! =sup{ltMxll: llxll= 1}. 

We interpret (x, y) ~ R p × R q as the single column Ix', y'] ' .  R+ is the set of  

nonnegative reals. For e e R+, 

N ( ~ )  = {x  :lExll ~ ~}. 

I ,  denotes the n x n identity matrix. A function W: R+ -~ R+ is said to belong 

to class Y{~ if: 

(a) it is continuous; 

(b) W(s)=O¢:~ s = 0 ;  

(c) it is nondecreasing; 

(d) W(s)-~ oe when s -~ ce. 

Let W~, W2 belong to class Y{~ and define 

W3(s) = W2(W~(s)), W4(s )=max{Wl ( s ) ,  W:(s)}. 

It follows easily that W3, W4 are in class Y{~ and that 

W~(s l )+W2(s2)~2W4(s l+s2) ,  s l uR+,  s26R+. (8) 

The following abbreviations will be used: MH =moving-horizon;  I H =  

infinite-horizon. 

Since we treat systems with a constrained state space, it is necessary 

to modify slightly the usual stability definitions (Refs. 14 and 15) which 

apply to unconstrained systems. Consider the system 

Xk+~=Fk(Xk), x k c X k C R  ~, k->0, (9) 

where Fk : Xk ~ Xk+~. Define 

Y =  {(i, a): i>-O, a~Xi} .  

For (i, a ) e  Y, let x*(i, a), k > - i, denote the solution of (9), given x~ = a. 

A state x~ ~ R" is said to be an equilibrium state for (9) if xe ~ Xk and 

Fk(xe) =xe for all k >-0. Assume hereafter that x = 0 is an equilibrium state 

for (9). 

With these minor changes in set-up, the usual definitions for local 

stability apply. The equilibrium state x = 0 is uniformly stable (US) if, given 

e>O,  3 6 ( ~ ) > 0  such that 

llx*(i,a)It<-E, ( i , a ) ~  Y, k>_i, a 6 N ( 6 ) .  
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It is uniformly asymptotically stable (UAS) if: 

(a) it is US; 

(b) 3 r  > 0 and, for any ~r > 0, a positive integer T(o-) such that 

]lx~(i,a)ll~, (i,a)e Y, k>-i+ T, aeN(r) .  (10) 

The following definitions concern global stability. The equilibrium state 

x = 0 is uniformly asymptotically stable in the large (UASL) if: 

(a) it is US; 

(b) given r > 0 ,  3 B ( r ) > 0  such that 

flx~d(i,a)ll~-B, (i,a)E Y, k>-i, a~N(r); 

(c) for any cr > 0 and r > 0, 3 a positive integer T(o-, r) such that (10) 

holds. 

The origin is exponentially stable (ES) if 3 constants 4~ > 0 and 0 - ~ < 1 

such that 

[Ix*(i,a)[l<-¢(~)k-'llall, (i,a)~ Y, k>-i. (11) 

If (11) holds, ~" is the degree of ES. 

3. Properties C and 0 

Since the properties of controllability and observability play a crucial 

role in the theory of the LQRP, it is not surprising that similar properties 

come up in the treatment of  the more general problem (1)-(3). Properties 

C and O appear in Sections 4-7. They are important because they appear 

to summarize just those characteristics of  the nonlinear system (1) which 

are essential for the stability of the IH and MH optimal feedback systems. 

Before stating the definitions of Properties C and O, we consider several 

simple consequences of uniform complete controllability and observability 

in the linear system (1), (5). This adds some insight to the definitions and, 

in the case of linear systems, provides algebraic tests for the properties. 

Given i>-j >-0, let ~(i,j) be the state-transition matrix defined by 

cP(i,j) =/~,  for i=j, 

O(i , j )=A~ IA~ 2 " " A  j, for i>j. 

The following definition is standard (Ref. 2). 
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Definition 3.1. The sequence pair {Ak, Bk}k>_O is uniformly completely 

controllable if 3/z~ > 0 and a positive integer N~ such that 

i+Nc~-I 

G~(i,N~)= E dp(i+N~,j+I)BjB~O~'(i+N~,j+I) 
j=i 

~- tx~I,, i - 0 .  (12) 

The above definition is an algebraic condition on {Ak, Bk}k>_o. An 
alternative and slightly weaker notion of uniform complete controllability 

for (1), (5) is a consequence of (12). 

Theorem 3.1. Assume fhat, for k - 0 ,  the matrices Ak and Bk are 

uniformly bounded and that {Ak, Bk}k_>o is uniformly completely control- 

lable. Then, 3 p c > 0  such that: for all i>-O, a ~ R  n, 3 a sequence pair 

{(Xk, Uk)}k>_i which satisfies (1), (5), x, = a, (x~, Uk) = (0, 0), k >> - i+ N,,, and 

i+N-t 

II(xk, uD ll <_ pcltatt. (13) 

This theorem is easily proved by using the least-squares control 

sequence which transfers x~=a to x~÷N~=0. The details are omitted. 

Inequality (13) requires the existence of a motion to the origin in which 

the state and control sequences are bounded, uniformly in i, by a multiple 

of Ilall. Property C is simply a weak form of (13). 

Definition 3.2. System (1) has property C if 3 a positive integer N~ 

and a 5'{'~ function Wc such that: for all i>-O, a ~ R  n, 3 a sequence pair 

{(xk, Uk)}k__~ which satisfies (1), x~ = a, (xk, uk) = (0, 0), k > - i+  N~, and 

i + N c -  I 

2 I1(2~, u~)ll-< W~(llalt) (14) 
k=i 

Remark 3.1. The appearance of xk in (14) can be eliminated if the fk 
satisfy some additional conditions. Suppose, e.g., 3 a Y~'~ function F such 

that 

l lA(x,u)t l~F(l l(x ,u)l l ) ,  k---0, (x, u ) c R °  ×R m , 

and that in Definition 3.2, (14) is replaced by 

i-b Nc-1 

E llu~lt <- ~c(llall). (15) 
k = i  

Then, (1) satisfies Property C. The argument goes as follows. Clearly, 

[Ixk÷,ll<_f(llx~ll+llukll), k>_i. 
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Applying property (8) successively shows 

llx~ll-<Fk-, all+ E lluj <-Fk-,(llall+vcc(llalt)), k>i, 
3=t 

where Fj is in class Y{~ for j-> 1. Using this inequality in the sum on the 

left side of (14) and applying (8) repeatedly proves the existence of a ~{~ 

function Wc bounding the sum. 

We now turn to Property O. First, consider the linear system (1), (5). 

Definition 3.3. The sequence pair {Ck, Ak}k>_o is uniformly completely 

observable if 3~o>  0 and a positive integer No such that 

i+No--1 

Go(i, No) = ~ O'(j , i )CjCjO(j , i)>-l~ol,  , i>-O. (16) 
j=i 

Theorem 3.2. Assume that, for k -> 0, the matrices Ak, Bk, Ck, and Dk 

are uniformly bounded and that { Ck, Ak}k >--0 is uniformly completely observ- 

able. Then, 3po>0  such that: for all i>_0 and sequences {(Xk, Yk, Uk)}k~i 

that satisfy (1) and (5), 

i+No--I 

II(Yk, Uk )ll >-- Pollx~tt. (17) 
k=i 

The proof of Theorem 3.2 is given in Section 9. Condition (17) is the 

model for Property O. 

Definition 3.4. System (1) has Property O if 3 a positive integer No 

and a Y[oo function Wo such that: for all i -> 0 and sequences {(xk, Yk, Uk)}k~_~ 

that satisfy (1), 

i+No--1 

Z II(yk, u~)ll-> w0(lix, ll). (18) 
k=i 

For uk = 0, k - i, it is obvious that Property O is a uniform observability 

property; by observing the outputs yk for i<_ k_< i+  N o -  1, it is possible to 

determine a bound on the size of the initial state x~. For the general nonlinear 

system (1), it is not surprising that our subsequent results require uk to 

appear in (18). Unlike the case of linear systems, it is impossible to character- 

ize all the interactions between {Xk}k___~ and {Yk}k~i by setting uk = 0, k-> i. 

Remark 3.2. Consider the state regulator problem in which gk(X, U) =-- 

X. Then, Property O is satisfied trivially. 
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It is clear from Theorems 3.1 and 32 that for the linear case (5), 

Properties C and O are implied, respectively, by uniform complete controlla- 

bility and uniform complete observability. Therefore, Properties C and O 

can be tested easily, particularly when Ak, Bk, and Ck are index invariant. 

For the nonlinear system (1), it is not obvious how to proceed and this is 

an interesting topic for further research. 

4. Infinite-Horizon Feedback System 

In this section, we formulate precisely the IH optimal control problem 

and state theorems concerning the existence and stability of the correspond- 

ing optimal feedback system. 

For i -- 0, a e R ~, let N(i, a) denote the problem of minimizing the cost 

Ji in (3) subject to (1) and (2). A sequence {(xk, Yk, Uk)}k~_i is admissible 

to N(i, a) if it satisfies (1) and (2). 

To state our results, a variety of assumptions will be needed. Let 

Z=Nk~o Z~. 

Assumption A1. 0 e interior Z 

Assumption A2. For each k->0, Zk is closed; fg:R'~xRm-~R ", 
gk:R'~xRm-.'.R ~ are continuous; and hk:RSxRm-.',R is lower semi- 

continuous. 

Assumption A3. 3 a Y{~ function G such that 

flgk(x,u)ll<-O(tl(x,u)lt), k->O, ( x , u ) c R " × R  m. (19) 

Assumption A4. 3 a fff~ function H1 such that 

hk(y,u)<--H~(ll(y,u)lJ), k>-O, ( y , u ) e R ; x R  m. (20) 

Assumption A5. 3 a Y£~ function //2 such that 

hk(y,u)>--H2(ll(y,u)!]), k>-O, ( y ,u )~RrxR m. (21) 

Assumption A6. The following conditions hold: 

(a) fk and gk are given by (5) and satisfy the assumptions immediately 

below (5); 

(b) 3 positive numbers Pl, P2, and q such that 

Pl H(Y, u)ll q ~ hk(y, U)~p2 II(Y, U)I[ q, 

k>--O, (y ,u )~RtxRm;  (22) 
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(c) for k>-0, h k : R f x R " ~ R  is lower semicontinuous; 

(d) Zk=R'~xR '', k>-O. 

In proving certain results, the following assumption will serve as an 

alternative for A5. 

Assumption AS'. The following conditions hold: 

(a) l=n, gk(x ,u)=x,k>O,(x ,u)~R~xRm; 

(b) hk(y, u)>-U3(llYll), k>-O, (Y, u ) s R  'xRm, where H3EY£cc; 

(c) for k -  0, {u: (x, u) ~ Zk} C~k, where f~k is compact. 

Remark 4.1. Assumption A6 implies Assumptions A1-A5 and refers 

to unconstrained problems with linear equations of motion and special 

bounds on the cost function hk. 

Remark 4.2. Assumptions A3 and A4 mainly concern the existence 

of bounds on gk(X, U) and hk(y, u) that are uniform with respect to k; 

otherwise, they are merely technical in nature. Suppose, e.g., that gk(X, U) = 
g(x,u), hk(y,u)=h(y,u), k>-O, (x,y ,u)~Rn×R~×R m, where g : R " x  

R m ~ R t and h : R 1 x R m -~ R are continuous. Then, Assumptions A3 and 

A4 are automatically satisfied. To see this, let 

G(s) =max(s,  max{I]g(x, u)ll: II(x, u)ll s}) 

and 

Hi(s) =max(s,  max{h(y, u): II(Y, u)]f ~ s}). 

It is not difficult to verify that G and H~ are in class Y[o~ and satisfy (19) 

and (20). We also note that, iffk(x, u) = f(  x, u ), k >_ O, ( x, u) ~ R" x R' ,  and 

f :  R" x R m -~ R" is continuous, then the bounding function F required in 

Remark 3.1 is given by 

F(s) : max(s, max{Hf(x, u)j[: l[(x, u) H -<- s}). 

Remark 4.3. Assumption A5 is implied by another condition which 

may be easier to verify. Specifically, assume that 3 a function/7: R ~ x R m --> R 

such that 

hk(y,u)>-h(y,u), k - 0 ,  (y,u)cR~×R ", (23) 

and the following conditions hold: 

(a) /T is continuous and nonnegative; 

(b) h(y,u)=O4=>(y,u)=(O,O); 
(c) /~(y, u)-~ee, whenever (y, u)~oo.  



JOTA: VOL. 57, NO. 2, MAY 1988 275 

To see that Assumption A5 is implied by (23), define 

H2(s) = min{/~(y, u): II(Y, u)II>-s}, s>-O. 

Remark 4.4. Assumption A5 requires that hk include a suitable cost 

on the control (e.g. the term U'RkU in the LQRP). Assumption A5' does not 

require a control cost and refers to the state regulator problem with a 

compactness constraint on the control. 

For i - 0, let 

X~ ={a:  ~(i ,  a)  has an admissible sequence 

for which J~ is finite}. 

Set X = O X~. (24) 
i_>0 

The following theorem concerns properties of  these sets and the existence 

of  an optimal control. The existence is a direct consequence of  the results 

in Ref. 16, which are reviewed in Section 10. 

Theorem 4.1. 

(i) 
(ii) 

(iii) 

(iv) 

solution. 

(v) 

Consider ~( i ,  a) for each i->O. 

Xi is nonempty. 

Assumption A1 and Property C imply O ~ interior X. 
Zk = R"X R m, k>-O, and Property C imply X = R n. 

Assumptions A2, A5 (or A5') and a c Xi imply ~(i ,  a) has a 

Suppose that (5) holds and, for k>-O, Zk is convex and hk is 

strictly convex. 

Then, the solution of  ~( i ,  a) in (iv) is unique. 

Assume that the hypotheses of part (iv) of  the theorem are satisfied so 

that, for i -  0, a ~ Xi, there is an optimal control sequence {uk(i, a)}k~i, for 

~(i ,  a). Let rlk :Xk ~ R m be defined by rlk(X) = ~k(k, X). Then, by the 

principle of optimality, ~k is an optimal feedback law and an optimal 

feedback system is given by 

xk+, =A(xk, .k(Xk)) = G(xk).  xk~Xk, k>-O. (25) 

Clearly, Fk : Xk ~ Xk+~ is defined and, by (4) and nonnegativity of  hk, 
it follows that ~Tk(O) = 0 and Fk(O) = O. We now consider the stability proper- 

ties of the feedback system (25). Let x*(i, a), k>--i, denote the solution of  
(25), given xi = a e Xi. 
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Theorem 4.2. Suppose that (1) satisfies Properties C and O and that 

Assumptions A1-A4 and A5 (or A5') hold. Then: 

(i) for all i>--O and a •  X~, limk_.oox*(i,a)=O; 

(ii) x = 0 is the only equilibrium state of (25) and it is UAS. 

The results of Theorem 4.2 can be viewed as a weak form of global 

stability. By removing the state-control constraints true global stability 

properties are obtained. 

Theorem 4.3. Consider the system (25). 

(i) Assume that (1) satisfies Properties C and O, Z k = Rn x Rm, k >- O, 

and Assumptions A2-A5 hold. Then, x = 0 is UASL. 

(ii) Assume that A6 holds. Then, x - -0  is ES and 3/3 > 0 such that 

II~k(a)[I-</311all, k >-O, a • R". 

Remark 4.5. The results in this section are extensions of those in Ref. 

17, where we considered the special case 

fk(X, U ) = A x + B u ,  gk(X, U)= Cx+Du,  Zk =Z, k>-O. 

(26) 

Theorems 4.1-4.3 require the controllability of (A, B) and the observahility 

of (C, A) to ensure (through Theorems 3.1 and 3.2) that (1) satisfies 

Properties C and O. The results in Ref. 17 are stronger in that they allow 

controllability to be replaced by stabilizability; also, when there are only 

output-control constraints, i.e., 

Z = {(x, u): y = Cx+ Du, (y, u) • W}, 

observability can be weakened to detectability. 

It is easy to see that Assumption A6 (with q =2 ,p l  = Al, and P2 =2t2)  

is satisfied for the LQRP of Section 1. Thus, Theorem 4.1 implies the 

existence and uniqueness of the optimal feedback law and Theorem 4.3 

shows that the optimal feedback system is ES. 

5. Moving-Horizon Feedback System 

We begin by completing the formulation of the MH feedback law 

described in Section 1. For i -> 0, a • R", let ~(i ,  a; Mi) denote the problem 

of minimizing the cost Ji in (6) subject to (1), (2), and (7). A sequence triple 

{(xk, Yk, , ,  +M-1 U k ) ~ k = i  

is admissible for ~(i ,  a; M~) if it satisfies (1), (2) and (7). For i-->0, let 

Xi(Mi)={a:  ~(i ,  a; Mi) has an admissible sequence}, (27) 
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and 

X(Jg) = (-'])~(Mi), where 3/t = {Mk}k_~0. 
i ~ 0  

Because ~(i, a; M~) is a finite-horizon optimal control problem, Assumption 

A2 implies that all admissible sequences for ~(i, a; M~) have finite costs. 

It is obvious that 

Xi(Mi) C Xi, i->0, and )f(M) C X. 

The following theorem concerns other properties of X7 (3//) and the existence 

of a solution for ~(i, a; M~). Let us introduce the following assumption. 

Assumption AT. Mk -- N~, k -> 0, where N~ is the index in Definition 
3.2 (Property C). 

Theorem 5.1. Suppose that Assumption A7 is added to the hypotheses 

of parts (ii) and (iii) of Theorem 4.1. Then, the conclusions of Theorem 
4.1 hold when X~, X, and ~(i, a) are replaced, respectively, by X~(M~), 
X ( ~ ) ,  and ~(i, a; M~). 

Assume that A2 and A5 (or A5') are satisfied, so that, for i>-0, 
A 

a ~ X,(M~), there is an optimal control sequence, 
* " M " " i+M.--I 

{uk(~,a; i)}k=, ~ , 

for 35(i, a; M,) [part (iv) of Theorem 5.1]. Then, ~k('; Mk):)(k(Mk)-+ R m, 

defined by ~k(X; Mk) = ~k(k, x; Mk),  is an MH feedback law. For meaning- 
fulness, it is necessary that fk (X, ~k(X; Mk)) ~ Xk~-,(Mk+~),x ~ Xk (Mk) .  Thus, 
the following assumption is needed. 

Assumption A8. M k + l ~ M k - - 1  , k ~ O .  

The MH feedback system is then given by 

Xk+, =fk(xk,  ~k(Xk ; Mk))  

= F k ( x k ; M k ) ,  x k e f f k ( M k ) ,  

where 

k_0, (28) 

~k(0; Mk)=0 and Fk(0; Mk)=0. 

We now consider the stability properties of the feedback system (28). Let 

Xk(l, a; 3/), k_> i, denote the solution of (28), given xi = a c XI(M~). 

Theorem 5.2. Suppose that Assumptions A7 and A8 are added to the 
hypotheses of Theorem ,$.2. Then, the conclusions of Theorem 4.2 hold for 

the feedback system (28), with xk* and X, replaced, respectively, by ~* and 
f(,(M~). 



278 JOTA: VOL. 57, NO. 2, MAY 1988 

Theorem 5.3. Suppose that Assumptions A7 and A8 are added to the 

hypotheses of Theorem 4.3. Then, the conclusions of Theorem 4.3 hold for 

the feedback system (28), with *)k(a) replaced by ~k(a; Mk). 

In Ref. 7, Kwon and Pearson consider MH feedback laws for the LQRP 

and treat the case where the horizons all have equal length (Mk = M, k >- 0). 

Their stability results are a special case of Theorem 5.3. The proofs in Ref. 

7 utilize the linearity of the feedback law and properties of a discrete-time 

Riccati equation; stability of the feedback system is established in an indirect 
way, by demonstrating the instability of its adjoint system. Our method of 

proof is based on a Lyapunov theorem, with the IH cost associated with 

~k serving as the Lyapunov function; linearity and the Riccati equation are 

not used. 

6. Convergence of the Moving-Horizon Cost 

In this section, we state results which show that, as the horizons Mk 

are extended, the MH feedback law becomes a good approximation of the 

optimal IH feedback law. 

For problem ~ ( i , a ) ,  i>-O, a~X~,  let V*(i ,a)  be the optimal cost, 

U*k(i, a) = ~ t k ( X ~ ( i ,  a)) and y*(i, a) = gk(x*(i, a), u*(i, a)), k -> i. Clearly, 

co 

V*(i, a) = ~ hk(Y*k(i, a), u~(i, a)). (29) 
k=i  

Also, for problem ~( i ,a ;M~) ,  i>-O, aEf f i (Mi ) ,  let £'(i,a;M~) be 

the optimal cost, U k ( l  , a; At) = rlktXktt, a; At); Mk) and Yk(t, a; At) = 
,,g . ^ ~  . 

gk(XkO, a; At), Uk(t, a; At)), k > - i. The IH cost associated with the MH 

feedback law is 

c o  

uk0, a; ~)). V*(i, a; At) = ~ hk(yk(z, a; At), (30) 
k=i  

It has nice properties. 

Theorem 6.1. (i) Suppose that Assumptions A2, A5 (or A5'), and 

A8 hold, i---0 and aEff~(M~). Then, V*(i, a), £'(i, a; M~) and l)*(i, a; At) 

exist and satisfy 

V*( i, a) < - V*( i, a; At)<_ I"( i, a; M,). (31) 

(ii) Suppose that the hypotheses of Theorem 4.2 are satisfied. Then, 

given i>--O, acX~ ,  and ~>0 ,  BM(i,a,~)>--N~ such that 

M~>_M(i ,a ,~)~a~J(~(M~)  and £z(i,a; M~)<-- V*( i , a )+& 

(32) 
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Moreover, 3 r >  0 and, given 6 > 0, 3 a positive integer M(6)  >- Nc such that 

I/(i,a;Mi)<- V*(i,a)+6, i>-O, Mi>-M, a~N(r) .  

(33) 

The lower bound in (31) is obvious from the optimality for ~(i ,  a). 

However, the upper bound needs a more detailed proof. Implicit in (33) is 

the conclusion that N(r)C J~;(M), i-> 0, a fact which is obvious from part 
(ii) of Theorem 5.t. 

Remark 6.1. Parts (i) and (ii) can be combined to describe the conver- 

gence of I)*(i, a; ~/~) to V*(i, a). Note that the bounds on V(i, a; Mi) and 

V*(i, a; o~) depend only on M~ c :g; the remaining elements of J[ are only 

required to satisfy Assumption A8. Clearly, part (ii) implies Assumption AT. 

In part (ii) of Theorem 6.1, (33) is stronger than (32) in that the 

convergence is uniform with respect to i and a; it is weaker in that it applies 

only locally. Under stronger hypotheses stronger convergence properties 

can be obtained. 

Theorem 6.2. (i) If  the hypotheses of part (i) of Theorem 4.3 hold, 

then given any r > 0  a n d / ~ > 0  ~ a positive integer M(r, 6) such that (33) 

holds. 

(ii) Assumption A6 implies that, given any 6 > 0, 3 a positive integer 
M(6) such that 

A 

V(i,a;M~)<-(l+6)V*(i,a), i>--O, Mi->-M, a~R". 

(34) 

Part (ii) of Theorem 6.2, specialized to the LQRP, was obtained by 

Kwon and Pearson (Ref. 7). 

7. Proofs 

We now prove the results in Sections 4-6. Most of the details required 

for proving Theorems 4.1-4.3 are omitted, since they parallel those which 
we use in proving Theorems 5.1-5.3. 

Proof of Theorem 53. By (4), 0~3~(Mi);  thus, X~(Mg), i - 0 ,  are 
nonempty. 

Now, consider part (ii). By Assumption A1, 3e > 0 such that N(E) C Z. 

Choose )t > 0 such that Wc(A ) -< E, where W~. is the 5'f~ function in Definition 

3.2. Given i>-O, aER ~, let {(xk, yk, uk)}k~ be the sequence given by 

Definition 3.2 with yk=gk(xk, Uk). If  Ilall-<A, it follows by Assumptions 
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A1, A7 and (14) that {(Xk, Yk, Uk)}~k+--~ '-~ is admissible for ~(i ,  a; M~). Since 
h is independent of  i, N(A) C X(d//) which proves part (ii). 

Part (iii) follows immediately, since Z = R n÷m implies that ~, and hence 

h, can be arbitrarily large. 

Part (iv) is proved using Theorem 10.1. Define 

Wk =Zg, i<-k<-i+ M~- l ,  

Wk = {(0, 0)}, k >-- M, ; 

Ti = {a}; 

~k(X,U)--=hk(gk(X,U),U), k>_i, ( x , u ) e R  "÷m. 

Clearly, Assumptions A2 and A5 imply conditions (a)-(c) of Theorem 10.1. 

Then, define 

6k(u)= n2(llull), k>--i, u ~ R", 

to see that Assumptions A5 implies condition (d). If a ~ Xi(Mi), condition 

(e) is also satisfied. Thus, by Theorem 10.1, ~(i ,  a; Mi) has a solution for 
all i --- 0, a ¢ Xi(M~). If  Assumption A5 is replaced by A5', then the existence 

result still holds since condition (b) of  A5' implies the nonnegativity of  hk, 
and condition (c) of  A5' implies condition (d~) of  Theorem 10.1. 

Now, consider part (v). Suppose that 

1 i+Mi--1 2 2 2 i + M i - 1  
{(x~, y~, Uk)}k=i , {(Xk, Yk, Uk)}k=i 

are two distinct solutions of  3~(i,a;M~). Thus, 3j: i<- j<- i+Mi- I  and 

u) ~ u). Let /z  ~ (0, 1) and 

(Xg, Yk, Uk) = IX(Xlk, ylk, U~) 

+(1--1Z)(x~,y~,U2k), i<--k~i+Mi-1 .  

u ~i~+M-~ is admissible to ~3(i, a; Mg). By (5) and convexity of Zk, {(Xk, yg, k:Jk=i' 
By convexity of hk, 

hk(yk, Uk)<_izhk(ylk, Ulk)+(1--tZ)hk(Y2k, U2),  i<-k<-i+M~-t;  

also, by the strict convexity of hi, 

hi(y:, u~) < txhj(y), u / )+  (1-Iz)hj(y},  u}). 

Thus, 

i+Mi--I 

Z 
k = i  

hk(yk, Uk) < ¢/(i, a; Mi), 

which is a contradiction. [] 
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Proof of Theorem 4.1. It is essentially the same as the proof of Theorem 

5.1, except that ~(i ,  a) replaces ~(i ,  a; Mi), X~ replaces .~(Mi),  and X 

replaces X(M).  [] 

Stability properties of the IH and MH systems will be established by 

using the following theorem, which is mainly an extension of a Lyapunov 

stability theorem (Refs. 14 and 15) to systems with a constrained state space. 

We omit its proof, since it is similar to the proofs in Refs. 14 and 15. 

Theorem 7.1. Consider the system (9) and the associated notations 

immediately below (9). Assume that Oc Xk, Fk(O)=0, k--0.  Suppose that 

3 V: Y ~ R, a 6 Yf~,/3 ~ Y{'~, y c Y{~, A > 0 and a positive integer L which 

satisfy the following conditions: 

(a) V(i,a)<-~(ljalt), V(i ,a)~ Y , a ~ N ( A ) ;  

(b) V(i, a) >- or( llalI ), v(i, a ) -  v ( i+ L, X**L(i, a)) >-- ,7( Hall ), 
V(i ,a)-V(i+l) ,x*+l( i ,a))>-o,  V(i, a) c Y. 

Then: 

(i) 
(ii) 

(iii) 

x = 0 is UAS; 

if N(A) is replaced by R", x = 0  is UASL; 

if N(A) is replaced by R" and 3 positive numbers oq, 131, 7~, 

and q such that o~(s) = als q,/3(s) =/31s q, 7(s) = 71s q, the origin is ES and 

the degree of ES is at least ((/31 - 71)//3t) ~/qL. 

The functions V* and V* introduced in Section 6 will serve as the 

Lyapunov functions, for the IH and MH feedback systems respectively. 

The bounds in condition (b) of Theorem 7.1 will be established using 

Property O and Assumption A5; condition (a) will be based on Property 

C, Assumptions A3, A4, A7, and the following lemma. 

[,emma 7.1. For i->0, a c R  ~, let V(i, a) be defined by 
i+ N - t  co 

f / ( i ,a)= E hk(yk, Uk)= E hk(yk, Uk), (35) 
k ~ i  k = i  

where {(Yk, Uk)}k_~ is the sequence defined in the proof of part (ii) of 
Theorem 5.t. Then: 

(i) Assumptions A3 and A4 imply the existence of a Yt~o function 

such that 

f / ( i ,a )~( l la l] ) ,  i>-O,a*R~; (36) 

(ii) Assumption A6 implies (36) with 

~(s) =fis q, (37) 

where ,6 > 0 and q > 0 is the constant in A6. 
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Proof. For i > - 0, a e R", Assumptions A3 and (14) yield 

II(yk, uk)tl<-G(WZtlall))+ wZIlall)= Yv(llatl), k>-i. 

By this and A4, we get the bound 

i + N  --1 
c 

V(i,a)<- E H,([l(yk, Uk)H)<--ff(Hal[), 
k = i  

where 

¢(s)  = N J - / , ( i f ( s ) ) .  

Clearly, ff e Y(~. This proves part (i). By Theorem 3.1 and A6, Wc(s) = pcs 

and Hi(s)=p2s q. Also, 

G(s)= ds, where d =sup [l[Ck Ok][I. 
k_>O 

These results imply that ~ has the form of part (ii). [] 

Proof of Theorem 5.2. We begin by developing an inequality relating 

the functions ~' and '~'* defined in Section 6. Define 

l~= {(i, a): i>--O, aeXi (Mi)} .  
~ ^ ~  , ~  ^ : ¢  . 

In what follows, we use Xk,Yk,  and Uk as abbreviations for XkO, a; ~ ) ,  
~ , ~  . ^ ~  • 

yk(t, a; d/t), and Uk(Z, a; ~ ) .  For (i, a )~  Y and k>_ i, 

V(k, x*; MD = ~* hk(yk, a'k) + C*, 

where c* is the optimal cost for ~ ( k + t ,  Xk+l; Mk--1). By A8 and the 

optimality for ~ ( k + l ,  Xk+,, ** "Mk+O, 

r~(k, ~*; Mk) - V ( k +  1, ~*+1; Mk+~) >-- hk(fi*, a*). 

Successive use of  this inequality yields 

j - - 1  

~' ( i ,a;M~)>-Q(i ,a;M~)-Q( .h~*;Mfl>-  E hk(fi*k,a~), j > i .  
k = i  

Since j can be arbitrarily large, 

co A 

~'(i, a; M,) >- E hk(fi*k, O'k) = V*(i, a; all{). (38) 
k = i  

First, consider the proof  for the case where A5 holds. Let (i, a ) e  Y. 

Since 

~'*(i, a; d,t) <- ~'(i, a; Mi) < co, 

A5 implies that 

H2([[(yk, ak*)ll) ~ 0, as k - ~ .  
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H2e Y{o~ implies [l(Yk, U*)II -~ O, as k ~  oe. It follows from Property 0 that 
A~ 

Wo(llx~lt)-~o as k-~oo. Since WoeYg~, I1~*11-'0 as k - ~ ,  which proves 
part (i). 

By part (i), the only equilibrium point for (28) is x = 0. To prove UAS 

of x = 0 ,  we use part (i) of  Theorem 7.1 with V* serving as the Lyapunov 

function. Let i->0 and a e N(A), where a > 0 is the constant defined in the 

proof  of  Theorem 5.1. By A7 and the definition of  A, the sequence 
i + M i - - 1  . . . . . .  

{(Xk,,yk, Uk)}k=, used in the proof  of part (n) of  Theorem 5.1 is admlsslble 
for N(i, a; M~). Optimality for ~(i ,  a; M;) together with (36.) and (38) yields 

V*(i, a; ~()--< £:(i, a; 3///) 

-<'~(llall), (i, a ) c  9, a ~ N(A). (39) 

Let (i, a )~  9. Then Assumption A5, H2~ Y{~, and Property O imply that 

i+ No-1 

E 
k = i  

A, ( i) hk(yk, ~*)>-H2 max [l(Yk, a~)l 
i<- -k~ i+No- -1  

0 - 2 E tt(yk, a*)] >-ff(llajl), 
k = i  

(40) 

where ff : R+ ~ R+, defined by 

,~(s) = H2 (~oo Wo(s)), (41) 

is in Y(~, because //2 and Wo are in Y~. Thus, 

i + N o - 1  

I)*(i, a; ~ )  -> E 
k = i  

(i, a )~  9. (42) 

Moreover, 

V*(i, a; ~ ) -  V*(i+ No, ** xi+N0; M) 

i+No-1  

= Z hk(yk, u~)>-q~(llatl), (i, a)~ R 
k = i  

(43) 

and by the nonnegativity of  hk, 

I~*(i, a; d/,t)- I)*(i + 1, x*+l; d/t) 

A ,  
= h;(y,,  a*)->0, (i,a)~ Y. (44) 

With o~ = 3' = •, 3 = if, V = I )*, Y = Y, and L = No, it is seen that conditions 
(a) and (b) of  Theorem 7.1 hold. Thus, the proof  of part (ii) is complete. 
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Now, consider the replacement of Assumption A5 by A5'. Assumption 

A5 is used in the proofs to prove part (i) and derive (42)-(44). The proof  

of  part (i) is obvious from (a) and (b) of  A5'. Conditions (a) and (b) also 

imply that 

V*(i, a; J / / )> V (i, a; J / ) -  V ( i+  ** ^ _ 1, xi+,; Jlt) >_ hi(y*, a*) 
A A ~  

>-H3(llYl II)--- n3(llall)--- 0, (i, a ) e  Y. 

This implies (42)-(44), with ¢(s)  = H3(s) and No = 1. [] 

Proof of Theorem 5.3. The proof  of part (i) is omitted, since by part 

(ii) of  Theorem 7.1 it is an obvious modification of  the proof  of  part (ii) 

of  Theorem 5.2. Part (ii) is established as follows. By Assumption A6 and 

Theorem 3.2, 

H2(s) =p~s q, Wo(s) =poS. 

Thus, ¢ in (41) becomes 

(o(s) = ffs q, (45) 

where/~ = P~(Po/No) q. This together with (37), (39), (42)-(44), and part (iii) 

of  Theorem 7.1 proves ES. The required bound on ~k(" ; Mk) is easy to 

establish by using (22), (36), (37), (39), and letting/3 = ( f i /pl)  1/q. [] 

Proofs of Theorems 4.2-4.3. The proofs are obtained from those of  

Theorems 5.2-5.3 by: 

(i) omitting M~ and J/t from all the notations; 

(ii) omitting all the hats; 
(iii) defining V(i ,a) - -  V*(i ,a) ,  for i>_O, a ~ X i .  

Because of  (iii), the inequality corresponding to (38) is immediate and 

eliminates the need for Assumption A8. Also, the relation parallel to (39) 

follows from Lemma 7.1 and the optimality for ~(i ,  a); thus Assumption 

A7 is also not needed. [] 

Remark 7.1. It may seem surprising that simply removing the state- 

control constraints changes UAS [part (ii) of Theorems 4.2 and 5.2] to 

UASL [part (i) of Theorems 4.3 and 5.3]. The change hinges on the fact 

that, with constraints, (39) holds only locally: the sequence triple 
u li+M-~ which is used in deriving (39), may not be admissible to { X k ,  Y k ,  k J  k = i  ' , 

~(i ,  a; M~), for all i_>0 and a~X~(Mi) .  If (39) can be made global (i.e. 
h = ~ )  by some other means, then part (ii) of  Theorem 5.2 [4.2] and part 

(i) of  Theorem 5.3 [4.3] merge to yield UASL. 
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Proof of Theorem 6.1. The proof of part (i) follows directly from part 

(iv) of Theorems 4.1 and 5.1, Assumption A8, (38), and the optimality for 

~(i, a). Consider the proof of (32). Let i>-0, a e Xi be given. Let 

M ~ N c ,  K = M - N o ,  

and define the sequence triple ((xk, Yk, Uk)}k>-i by 

(Y~k, yk, fik)=(x*(i,a),y*(i,a),u*(i,a)),  i<--k<--i+K-1, 

(,~k, Yk, ak) = (,~k, ~k, ~k), k ->i+~¢,  

where Yk = gk(Xk, ftk) and {(Xk, Uk)}k>--i+K iS the sequence in Definition 3.2 
corresponding to the initial values 

(i, a): i= i+K,  a=x*+K(i,a). 

By (36), V(i, a; M), the cost given by the sequence triple {(~k, Yk, Uk)}k~_~ 
to J~ in (3), satisfies 

re(i, a; M) <- V*(i, a)+ (P(HX*+K(i, a)][). (46) 

Now, consider the selection of M(i, a, 8). By part (i) of Theorem 4.2, 

Hx*+K (i, a)[I-->0, as K--> ~.  Choose K(i, a, ~) such that ~(Ilx*÷K(i, a)t[)<- 
and ]]x*+K(i, a)lj- a, where A is the constant in the proof of Theorem 5.1; 
then, let M(i,a, 8)= K(i,a, B)+ N~. By the definition of A, 
{( '~k,  Y k ,  - x ' i + M - 1  "~ ~' Uk)~k=i is admissible for ~(i, a; M). So, a e X~(M(i, a, 8)); also, 

by (46), the optimality for ~(i, a; M), and the definition of K, 

V(i, a; M ) -  < V(i, a; M ) -  V*(i, a )+& (47) 

Implication (32) follows immediately from X~(M)C X~(M~) and the opti- 
mality for ~3(i, a; Mi). 

Consider (33). Given 8 > 0, choose ~r > 0 such that ~(o-) <- 8 and o-_< A, 
where A is the constant defined in the proof of Theorem 5.1. By part (ii) 

of Theorem 4.2, 3T(o-)> 0 such that (10) holds. Define 

K ( 8 ) = T  and M ( 8 ) = K + N 0 .  

Now, let i->0 and a ~ N(r), where r>  0 is the constant in (10). Then, (10) 
implies that 

jlx*+K (i, a)ll-< o ' -  A. 

"~t i + M - I  By the definition of A, {(Xk,)Tk, kJSk=~ , the sequence triple defined while 
establishing (32), is admissible for ~(i, a; M). Thus, we get (47) from (46) 
the definition of o,, K, M, and the optimality for ~(i, a; M). Relation (33) 
follows immediately from the optimality for ~(i, a; M~). [] 
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Proof of Theorem 6.2. The proof of part (i) is identical to that of (33) 

if in the proof we use part (i) of Theorem 4.3 instead of part (ii) of Theorem 

4.2. To prove part (ii), let 6 > 0 be given. Choose a positive integer K such 

that 6 >-/~(ckffK)q/p, where ~b, ~, q,/~, and/5 are the constants in (11), (22), 

(37), and (45). This is possible, since 0-< ff < 1. Let M = K + Arc. Correspond- 

ing to (42), we have 

V*(i,a)>-ff(llalt), i>_O, a6Xi.  

By this, (38), (46), (37), (11), and (45), we have, for i>-O, a ~ R",  M~ >-M, 

V(i,  a; M,) < - re(i, a; M )  < - V*(i, a ) +  fillx*+K(i , a)ll q 

<- V*(i, a) +/~(6ffK)qllatl q 

<- V*(i, a) + 6Pllall q <- (1 + a) v*(i,  a). (48) 

[] 

8. Illustrative Examples 

The general problem formulation (1)-(3) offers a much richer approach 

to feedback design than the LQRP. In this section, we illustrate some of 

the possible advantages of the formulation by considering two examples. 

Example 8.1. The example is based on a crane which has been con- 

sidered in Ref. 18 and elsewhere. It consists of an overhead trolley which 

runs on straight frictionless rails with its load suspended on an inextensible 

cable from its center of gravity. The objective is to move the trolley from 

a given position to a reference point with the load starting and finishing in 

a stationary position directly beneath the trolley. Discretizing the con- 

tinuous-time model in Ref. 18 by using a zero-order hold (with period 

T = 0.3) gives the following difference equations: 

x~,+l = x~, + 0.3x~ + 0.036x~ + 0.0036x'~ + O.08Uk, 

X2+l : X2k "~- 0.234X~ + 0.036X~ + 0.534Uk, 

X3+1 = 0.92X 3 + 0.292X~ -- 0.08Uk, 

X4+~ = --0.526X 3 + 0.92X 4 -- 0.526Uk. 

Here, x~, X2k, X3k, and x 4 denote, respectively, the position of the trolley 

(from the reference point), its velocity, the angle of the cable from the 

vertical, and its angular velocity at time kT. The  control uk is the normalized 
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horizontal force applied on the trolley in the interval kT <- t <- (k+ 1)T. 

Therefore, it satisfies the constraint lUkl <- 1. 
t 2 3 4 

Let l = n = 4 and Yk = x~, where xk = (xk, xk, xk, xk). We consider l~ 

and/2  cost functions: 

hi(y, u)=ly[+pluj and h2(y, u ) =  llyll2+(pu) 2, 

where lyl denotes the It norm of  the vector y and p = 10 -3. The following 

abbreviations will be used: UC = unconstrained, CC = control constrained. 

Our first computation concerns the FOMP implementation for the UC-MH- 

1t problem (Z=R"+'~,hk=hl, Mk=M).  An efficient 1t computer code, 

based on linear programming (Ref. 19), was used to solve the finite- 

dimensional MH problems at each time step. Continuous-time responses 

x~(t) and x3(t), corresponding to xo = ( -5 ,  0, 0, 0), are given in Fig. 1 for 

M = 10, 15, 20, and 30. There is no change in the solutions for M->20. It 

is believed, but has not been proved, that for M->20 solutions for the 

UC-MH-/~ and UC-IH-/~ problems are the same, with the response deadbeat 

in 20 steps. 

The UC-IH-lz problem is a time-invariant LQRP and so its optimal 

control law is given by uk = Kxk, where K is obtained by solving a discrete- 

time algebraic Riccati equation. The largest control magnitudes for the 

UC-MH-la (M = 30) and UC-IH-12 solutions (respectively, 7.67 and 4.56) 

are considerably higher than the desired limit of  1.0. Adding the control 

constraint fukl-< 1 gives the CC-MH-I~ and CC-MH-I2 problems. Again, it 

is believed that CC-MH-/1 (M >-30) and CC-IH-/1 solutions are identical. 

An efficient quadratic programming code (Ref. 20) was used to obtain the 

FOMP implementations for the CC-MH-/2 problems. The responses x~(t) 
and X3(t) corresponding to the UC-MH-I~ (M = 30), UC-IH-12, CC-MH-I~ 

( M = 3 0 ) ,  and CC-MH-/2 ( M = 3 0 )  problems are shown in Fig. 2. Some 

useful indicators of  solution properties are given in Table t. 

The following observations can be made. Apart from keeping the force 

within limits, the control constraint also causes the magnitudes of  the 

velocities to be considerably reduced, without much loss in the overall speed 

of response. Also, the IH costs only increase about 10% despite the very 

large reduction in control amplitude. It is also our general experience that 

good response properties are obtained when the control term is removed 

from the cost function (i.e. p = 0) and, instead, a compactness constraint is 

placed on the control. By Assumption A5' and Theorems 4.2 and 5.2, this 

problem has a sound theoretical basis. The l~ cost offers a deadbeat solution 

even when the control constraint is imposed. Also, the maximum values in 

Table 1 for the CC-MH-I~ and CC-MH-12 solutions are comparable. There- 

fore, with the control constraint, the l~ cost yields a better quality of 

regulation compared to the /2 cost. 
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Fig. 1. Responses for the UC-MH-I 1 problems. 

Example 8.2. This example is the double integrator 

~'(t)  = x2(t), ~2(t) = u(t), 

with control constraint iu I -< 1. We consider two approaches to the quadratic 

regulation problem. The first is a commonly used pragmatic approach:  find 

a linear feedback law by solving the LQRP and then add an appropriate 
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Fig. 2. Responses for the UC and CC problems. 

saturating element in the control loop to satisfy the control constraints. 

There are two main objections to such a feedback law, First, the state space 

region which can be stabilized by the saturation feedback law may be smaller 

than the region which can be stabilized by admissible controls. Reference 

21 contains a simple example where this may occur. Secondly,  even if the 

initial state is driven to the origin by the saturation feedback taw, the quality 
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Table 1. List of some useful solution properties. 

Maximum magnitudes 
V*(i, a; ~ )  

Problem M xlmax X2max X3ax X4ax l/ma x (or V*(i, a)) 

UC-MH-I 1 30 5.0 4.55 1.36 4.50 7.67 76.68 

UC-IH-12 - -  5.0 2.70 1.29 2.66 4.56 149.3 

CC-MH-I l 30 5.0 1.62 1.00 1.56 1.00 83.27 

CC-MH-12 30 5.0 1.61 1.20 1.40 1.00 167.7 

of  response may be poor. The second approach is to incorporate the control 

constraint directly in (1)-(3) and use the MH feedback law. It will be seen 

that this gives a much better quality of regulation than the saturation 

feedback law. 

Discretizing the continuous-time system using a zero-order hold (period 

T = 1) gives 

xL~ = x/, + x~ + 0.Su~, 

xL1 = x~ + uk, 

yk = x~, k->0. 

The saturation feedback law (SFL) is developed as follows. Solve an LQRP 

with Qk = 1 and Rk = 1 0  . 3  t o  get the linear feedback law Uk = gxk, where 

g = ( -1 .962, -1 .962) .  Then, define 

[ gXk, if Igxkl <- 1, 
(49) 

Uk = ]l. gXk/lgXkl, otherwise. 

The MH feedback law (MHFL)  is generated by the FOMP approach with 

Mk = 30, k >-0, and the same quadratic cost function as in the LQRP. 

A comparison of  responses for a variety of initial conditions of 

sufficiently large amplitude shows that the MHFL leads to a well-damped 

response, whereas (49) leads to an oscillatory and very sluggish response. 

For instance, with Xo = (15 , -10) ,  the number of zero-order hold periods 

required by the response to reach {x: Ilxll-< 0.01} is 26 and 72, respectively, 

for the MH FL and the SFL. The failure of  the S FL is not surprising, because 

the resulting control sequence differs widely from the optimal control 

sequence for the UC-IH-/2 problem. Specifically, for Xo = (15 , -10) ,  the 

UC-IH-/2 problem gives Umax =9.81. 
The desirable behavior of the CC-MH-/2 implementation in both 

examples suggests a promising approach to regulator system design. Well- 

known techniques can be used to formulate an LQRP which has desirable 
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characteristics such as good damping and robustness to modeling errors. 

Then, the large control amplitudes associated with the LQRP can be reduced 

by specifying a hard control constraint and implementing the CC-MH-/2 

system corresponding to the LQRP. For M reasonably large and small state 

errors, the behavior of the CC-MH-/2 and the UC-IH-/2 systems should be 

nearly identical; thus, the CC-MH-12 implementation can be viewed as an 

effective nonlinear extension of the linear LQRP design, 

9. Appendix A: Proof of Theorem 3.2 

Let i - 0  and {(xk, Yk, uk)}k_>i be a sequence triple that satisfies (1) and 
(5). Let a = x ~ .  For k>- i ,  

Yk = Ck(dP( k, i ) a + C p ( k ,  i + l ) B ~ u ~ + . .  ""kBk_lUk_l ) -kDkU k. (50) 

Hence, 
i + N o - I  i+No--I 

E Ilykll z= E IlCkO(k,i)a+tk,,Uill 2, (51) 
k ~ i  k=i  

where U~ = ( u~, u~+ ~ , . . . , u~+ No-~) c R '~No and the matrices Lk,~ are appropri- 
ately defined using (50). Expansion of (51) gives 

iq-No--I 

E [lykl[2>-a'Go(i, N o )a +2 a 'T~U~ ,  (52) 
k=i  

where 
i+No-1 

T~= • dp ' (k , i )C 'kLk ,  i. 
k=i  

By the uniform boundedness of Ak, 34h > 0 such that 

[IdP(i+j , i )[ l<-&~, i ~ O , j > - O .  (53) 

Because of (53) and the uniform boundedness of Bk, Ck, and Dk, there 
exists 4~2>0 independent of i such that I[T~II <-&z. Also, by (16) and (52), 

i+N0--1 

E [lykll=>-.ollall=-2~,211all IIS, ll. (54) 
k=i  

For 0-< a - 1, we then have, by (54), 

IICYk, Uk) -> E II(y~.uk)!l z>-a 
\ k=i  k=i  

Choose 6 = rain(l,/Xo/2&~) 

(6/Zo-3z4~22)] to get (17). 

i+No- l 

E [lykll2+ [I Ui[[ 2 
k=i  

->a~olla I1=-2a'b=lla tl II u, II + II Uill 2 

>- ( aj~o - a%~)11 a I12. (55) 

and let po=~/a/xo/2 [note that 6/~o/2<_ 
[] 
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10. Appendix B: Existence Theorem 

Consider the optimal control problem, Problem ~, of minimizing 

co 

J = 2 Ygk(xk, uk), (56) 
k = i  

subject to 

xk+l =fk(xk, uk), (xk, uk) ~ Wk, k -> i, xi 6 T~. (57) 

A sequence pair {(xk, Uk)}k>_i is admissible to ~ if it satisfies (57). The 

following theorem gives conditions under which N has a solution. 

Theorem 10.1. Assume that T~ is compact and, for each k - i ,  the 

following conditions hold. 

(a) Wk is closed; 

(b) fk : Wk --> R ~ is continuous; 

(c) Y{k : Wk --> R is lower semicontinuous and nonnegative; 

(d) there exists O k : R m ~ R  which satisfies: ~bk(u)-->~, whenever 

Ilull-,oo, YCk(x, u)>-4,k(u), (x, u)~  W~. 

Also assume that: 

(e) there exists an admissible sequence pair with a finite cost. 

Then, ~ has a solution. 

The existence result also holds if (d) is replaced by: (d~) there exists 

a compact set UtkCR m such that {u: (x, u )~  Wk}Cf~k. 

Except for minor changes in notations, Theorem 10.1 is directly taken 

from Ref. 16: in particular, see Theorem 1 and conditions (d~) and (d3) of 

Theorem 2. 
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