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For an energy transfer network, the irreversible depletion of excited electron energy occurs
through either an efficient flow into an outer energy sink or an inefficient decay. With a small
decay rate, the energy transfer efficiency is quantitatively reflected by the average life time
of excitation energy before being trapped in the sink where the decay process is omitted.
In the weak dissipation regime, the trapping time is analyzed within the exciton population
subspace based on the secular Redfield equation. The requirement of the noise-enhanced
energy transfer is obtained, where the trapping time follows an exact or approximate 1/Γ-
scaling of the dissipation strength Γ. On the opposite side, optimal initial system states
are conceptually constructed to suppress the 1/Γ-scaling of the trapping time and maximize
the coherent transfer efficiency. Our theory is numerically testified in four models, including
a biased two-site system, a symmetric three-site branching system, a homogeneous one-
dimensional chain, and an 8-chromophore FMO protein complex.

Key words: Noise-enhanced energy transfer, Trapping-free subspace, Optimal initializa-
tion, Quantum dissipation

I. INTRODUCTION

Optimizing system- and environment-related param-
eters is a fundamental question in quantum dynamics
and thermodynamics, appearing in contexts of energy
and charge transfer [1], quantum heat engine [2, 3], op-
timal control [4, 5], and many other problems. For
example, the transfer efficiency of electronic excitation
energy in biological photosynthetic protein complexes
is maximized (∼100%) at intermediate environmental
parameters around the physiological condition. This
optimization behavior can be observed in terms of the
reorganization energy, the temporal-spatial correlation
of bath, the static disorder, and many other parameters
[6–22].

The environment surrounding a quantum system in-
duces quantum dissipation [23, 24], which plays an
interesting role of adjusting quantum transport pro-
cesses such as energy transfer. In the strong dissipa-
tion limit, the conventional hopping kinetics predicts a
small transfer rate and a low efficiency. In the oppo-
site limit of a long-lasting quantum coherence, a delo-
calized eigenstate (exciton) leads to an instantaneous

†Part of the special issue for celebration of “the 60th Anniversary
of University of Science and Technology of China and the 30th
Anniversary of Chinese Journal of Chemical Physics”.
∗Author to whom correspondence should be addressed.
E-mail: jianlanwu@zju.edu.cn

long-range transfer, but energy oscillates within the
quantum system before being irreversibly absorbed by
an outer energy sink. The transfer efficiency stays at
a low level. As the dissipation strength is gradually
applied to disrupt coherence of the quantum system,
the transfer efficiency is significantly enhanced until
reaching a maximum value at an intermediate dissipa-
tion strength. The phenomenon that the efficiency in-
creases with the dissipation strength is termed with dif-
ferent names such as the noise-enhanced energy transfer
(NEET) and environment-assisted quantum transport
(ENAQT) [6–22].

Taking a biased two-site system as a simple exam-
ple, we can interpret the NEET using the Förster res-
onance energy transfer (FRET) theory [25], where the
energy transfer rate (more accurately the time integra-
tion of the rate kernel) is proportional to the spectral
overlap between donor emission and acceptor absorp-
tion. The environmental noise broadens two lineshapes,
which subsequently increases the spectral overlap and
the transfer rate. A similar phenomenon is observed in
the classical Kramer’s theory, where the friction accel-
erates the diffusion in the energy space and also leads
to the increase of the reaction rate in the weak damp-
ing regime [26]. For a general multi-site quantum net-
work, the NEET has been interpreted with the con-
cepts of the invariant subspace [9] and the trapping-
free subspace [15]. In the eigen basis representation, the
trapping-free subspace consists of excitons free of the ir-
reversible trapping process (orthogonal to the trapping

DOI:10.1063/1674-0068/31/cjcp1804068 421 c⃝2018 Chinese Physical Society



422 Chin. J. Chem. Phys., Vol. 31, No. 4 Zhi-hao Gong et al.

operator) and the assistance of the environmental noise
can break this orthogonality for the enhancement of ef-
ficiency. In our previous study [15], the trapping-free
subspace is demonstrated in a highly-symmetric den-
drimer system, and a more comprehensive construction
is required.

As a contradiction, the time integration of the rate
kernel for an unbiased two-site system approaches the
infinity in the complete coherent limit and the transfer
efficiency is maximized accordingly. Another example
is a homogeneous one-dimensional (1D) chain, which is
the simplest polymer model [27]. The coherent transfer
efficiency can also be maximized by a ballistic quantum
motion. It may seem that such systems disobey the
NEET behavior. Instead, we take a different angle to
think that the maximized coherent transfer efficiency is
induced by a finely tuned initial system state. In other
words, the NEET is a universal behavior of a quan-
tum network with an irreversible population depletion
but the optimization on the system initialization can
suppress the NEET behavior, which is also universal.
In this paper, we will perform a mathematical analysis
to reveal this conceptual point and verify it in various
model systems.

In this work, we briefly review the theoretical mod-
elling of a quantum dynamic network with an irre-
versible energy trapping process. The trapping time
is approximated by its partial value within the exciton
population subspace. Following a rational polynomial
expression, the partial trapping time is analyzed to de-
rive the constraints of the NEET as well as the optimal
initial system states to suppress the 1/Γ-scaling. Four
model energy transfer networks are also numerically in-
spected in detail to verify our theory.

II. QUANTUM DISSIPATIVE DYNAMICS WITH AN
IRREVERSIBLE TRAPPING PROCESS

For an open quantum system with an irreversible
population depletion process, e.g. the trapping process,
the time evolution of the system reduced density matrix
(RDM) ρS(t) is formally given by [11]

ρ̇S(t) = −LSρS(t)− Lt[ρS(t)]− Ld [ρS(t)] (1)

The three superoperators, {LS,Lt,Ld}, refer to the
dynamic processes of system quantum oscillation, ir-
reversible trapping (yielding an efficient work), and
environment-induced dissipation, respectively. The sys-
tem Liouville superoperator, LS=i[HS, · · · ], arises from
the commutator of the system Hamiltonian HS. Notice
that an extra unit imaginary number is included in LS,
while the definition without this number is also widely
used in literature [28]. Throughout this paper, the re-
duced Planck constant is set as unity (~=1). In a ‘local’
basis set {|n = 1, · · · , N⟩}, the system Hamiltonian is

non-diagonal, expanded as HL
S=
∑

m,n

Hmn|m⟩⟨n|. For an

energy transfer network with a single excitation, which
is the main focus of this paper, |n⟩ represents a quan-
tum state of the excitation localized at site n [29]. Next
we build the eigen basis set {|εi(i = 1, · · · , N)⟩} to di-

agonalize the system Hamiltonian as HE
S =
∑

i

εi|εi⟩⟨εi|,

where εi is the i-th eigen energy. In this paper, the two
basis representations are distinguished explicitly by the
two superscripts, ‘L’ and ‘E’.

For simplicity, a non-Hermitian Hamiltonian Ht

is employed to phenomenologically describe the irre-
versible trapping process, yielding Lt[ρ(t)]=i(Htρ(t) −
ρ(t)H+

t ). If a trapping rate kt;n is defined incoherently
at each local site n, the trapping Hamiltonian is writ-

ten as HL
t =
∑

n

−i(kt;n/2)|n⟩⟨n|. In the local basis rep-

resentation, the trapping superoperator Lt is simplified
to be [11]

LL
t;mn,m′n′ = δm′,mδn′,n

kt;m + kt;n
2

(2)

The trapping rates can be similarly assigned to delocal-
ized excitons (eigenstates) if necessary [19].

The dissipation of a quantum system induced by an
interaction between the system and the surrounding en-
vironment is reflected by the phenomena of population
re-distribution and decoherence [23, 24]. In a micro-
scopic description, we introduce the total Hamiltonian,
Htot=HS+HB+HSB, by excluding the non-Hermitian
trapping Hamiltonian Ht. Here HB is the Hamilto-
nian of the bare bath and HSB is the system-bath in-
teraction. In the local basis representation, HSB is as-

sumed to follow the form of HL
SB=

∑

n

|n⟩⟨n|Bn with

Bn being the bath operator. The initial condition of
a system-bath factorized state, ρtot(0)=ρS(0)ρ

eq
B with

ρeqB ∝exp(−βHB), is also assumed.
In the simplest case, the environment is modelled as

a classical white noise. The quantum dissipation is
described by the Haken-Strobl-Reineker (HSR) model
as [30, 31]

LL
d;mn,m′n′ = (1− δm,n)δm′,mδn′,nΓ (3)

where Γ is a dephasing rate. In a formal manner,
the environment-induced dissipation can be expressed
exactly by the Nakajima-Zwanzig projection operator
technique [32, 33]. With respect to the reference Hamil-
tonian, H0=HS+HB, the system-bath interaction HSB

is treated as a perturbation term. In the interac-
tion picture of H0, we perform two unitary trans-
formations, HSB(t)=exp(iH0t)HSB exp(−iH0t) and

ρ
(I)
S (t)=exp(iH0t)ρS(t) exp(−iH0t). The quantum dis-

sipation is formulated as [24]

Ld[ρ
(I)
S (t)]→−

∫ t

0

dτPLSB(t)T+
[

e−
∫

t

τ
dτ ′QLSB(τ ′)

]

·

QLSB(τ)Pρ(I)tot(τ) (4)
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where LSB(t)=i[HSB(t), · · · ] is a Liouville superopera-
tor, and P=ρeqB }TrB{ and Q=I−P are two orthogonal
projection operators. The practical difficulty of Eq.(4)
is caused by the ambiguous definition of Q. On the sec-
ond order perturbation of HSB, Eq.(4) is simplified to
be [24]

Ld[ρ
(I)
S (t)] ≈ −

∫ t

0

dτTrB{LSB(t)LSB(τ)ρ
(I)
S (τ)ρeqB }

=

∫ t

0

dτTrB{[HSB(t), [HSB(τ), ρ
(I)
S (τ)ρeqB ]]}

(5)

which is a good approximation in the limit of weak dissi-
pation. Furthermore, the Born-Markov approximation
and the random phase approximation are applied. In
the Schrödinger picture and the eigen basis representa-
tion, Eq.(5) is simplified to be

Ld[ρ
E
S (t)] ≈

∑

i,j

Rii,jjρ
E
S;jj(t) +

∑

i ̸=j

Rij,ijρ
E
S;ij(t) (6)

where Rii,jj and Rij,ij are the Redfield tensors. Eq.(6)
is named the secular Redfield equation [29, 34], which
can be transformed into the form of the Lindblad equa-
tion [24, 35]. Under a condition that the environment is
a Gaussian noise (e.g., the bosonic bath), the projection
operator Q can be explicitly expanded over a series of
auxiliary dynamic elements [36–54]. A complete basis
set, σ={σ0(t)=ρS(t), σ1(t), · · · }, is constructed, where
σh(t) is the set of dynamic variables on the h-th order
of the hierarchic expansion. In a shorthand notation,
quantum dissipation is described exactly by the hierar-
chical equations of motion (HEOM) [36–54],

σ̇(t) = −Wσ(t) (7)

where the transition rate matrix W is block tridiago-
nal, Wh,h′=Wh,hδh′,h+Wh,h±1δh′,h±1. For the factor-
ized initial state, ρtot(0)=ρS(0)ρ

eq
B , all the high order

auxiliary dynamic elements vanish initially, σh≥1(0)=0,
so that the block matrix inversion leads to a time-
convolution form,

Ld[ρS(t)] =

∫ t

0

dτLd(t− τ)ρS(τ) (8)

The dissipation kernel Ld(t) is obtained by the inverse
Laplace transform (LT−1) of a continued fraction ex-
pression [55],

Ld(t) = LT−1

[

W0,1 ·

1

z +W1,1 +W1,2
1

z+W2,2+···
W2,1

W1,0

]

(9)

In general, the equation of motion in Eq.(1) can be for-
mally solved in the Laplace z-space, yielding

ρ̃S(z) =
[

z + Ls + Lt + L̃d(z)
]−1

ρS(0) (10)

where ρ̃S(z) and L̃d(z) are the Laplace transforms of
ρS(t) and Ld(t), respectively. A summary of various
quantum dissipation methods can be found in a recent
review [1].

For an irreversible quantum dynamic network, a key
quantity is the trapping time ⟨t⟩, which is the sum of the

survival time at each site, i.e., ⟨t⟩=
∑

n

∫ ∞

0

ρLS;nn(t)dt,

with ρLS;nn(t) being the population of site n at time

t [11]. Eq.(10) allows us to calculate the trapping time
using

⟨t⟩ = TrS{ρ̃S(z = 0)}

= TrS

{

[

LS + Lt + L̃d(z = 0)
]−1

ρS(0)

}

(11)

Since ⟨t⟩ only depends on the dissipation superoperator

at z=0, the abbreviation, Ld≡L̃d(z=0), is introduced.
For an energy transfer network, inefficient energy loss
as heat or light can be phenomenologically described
by an additional decay process characterized by a decay
rate kdecay. The energy transfer efficiency is defined as
the cumulated population flow to the energy trapping

process, i.e., q=

∫ ∞

0

LtρS(t)dt. If the decay rate kdecay

is much smaller than the trapping rate kt, the energy
transfer efficiency is approximated as [11]

q ≈ 1

1 + kdecay⟨t⟩
(12)

In a real system, kt is of the order of ps−1 while kdecay
is of the order of ns−1. Thus, the trapping time ⟨t⟩ in
Eq.(11) fully determines the transfer efficiency q, i.e., a
maximum value of q always corresponds to a minimum
value of ⟨t⟩.

III. TRAPPING TIME IN THE WEAK DISSIPATION
LIMIT

In the HSR model [30, 31], the dissipation strength
from the classical white noise is purely determined by
the dephasing rate Γ. When the bath is an ensemble
of harmonic oscillators, the system-bath interaction is
described by the spectral density J(ω), where ω is the
frequency of a harmonic oscillator. The reorganization

energy, λ=

∫ ∞

0

dωJ(ω)/ω, quantitatively represents the

average dissipation strength [23]. At high temperatures,
the bosonic bath can be qualitatively mapped onto the
HSR model with a linear dependence between Γ and
λ [12, 15]. For conciseness, we use the symbol Γ in this
section to denote the dissipation strength of a general
bath.
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A. Noise-enhanced energy transfer (NEET)

In the weak dissipation limit (Γ→0), the dis-
sipation superoperator follows a Taylor expansion,
Ld=ℓdΓ+O(Γ2), where the reduced Γ-independent su-
peroperator is approximated as

ℓEd;ij,kl ≈ ℓEd;ii,kkδi,jδk,l + ℓEd;ij(̸=i),ijδk,iδl,j (13)

in the eigen basis representation. Eq.(13) is obtained
from the secular Redfield equation in Eq.(6). In the
Liouville space, we partition the RDM into the exci-
ton population and coherence subspaces [56], given by

ρEP=
∑

i

ρES;ii|εi⟩⟨εi| and ρEC=
∑

i ̸=j

ρES;ij |εi⟩⟨εj |. The two

subscripts, ‘P’ and ‘C’, denote the subspaces of popu-
lation and coherence, respectively. In the eigen basis
representation, the three superoperators are written in
block matrix forms as

LE
S =

(

0 0
0 LE

S;C

)

LE
d =

(

ℓEd;P 0

0 ℓEd;C

)

(14)

LE
t =

( LE
t;P LE

t;PC

LE
t;CP ℓEt;C

)

In general, the trapping process (∼ps) is usually
slower than a typical quantum oscillation of excited
electrons (∼fs). Through the block matrix inversion of
[

LE
S + LE

d + LE
t

]−1
in Eq.(11), we can straightforwardly

estimate that the average trapping time ⟨t⟩ is reliably
approximated by its partial value,

⟨t⟩EP = TrS

{

[

ΓℓEd;P + LE
t;P

]−1
ρEP(0)

}

(15)

where the matrices in the trace TrS are restricted to
the exciton population subspace. Despite the fact that
only dissipation and trapping appear in Eq.(15), the
system Hamiltonian enters implicitly through the uni-
tary transformation from the local to eigen basis set.
Notice that the NEET may appear in a fast trapping
process due to a strong influence of hopping kinetics,
which is however beyond the scope of this paper.

For a finite N -site energy transfer network, ℓEd;P and

LE
t;P are two N×N matrices. Through a standard ma-

trix inversion for [ΓℓEd;P+LE
t;P]

−1 [57], the partial trap-

ping time ⟨t⟩EP in Eq.(15) can be expressed as a rational
polynomial,

⟨t⟩EP =

N−1
∑

k=0

akΓ
k

N−1
∑

k=0

bkΓ
k

= t0 +

N−1
∑

k=1

tk
Γ + Γk

(16)

where all the four parameter sets, {ak, bk, tk,Γk (k=0,
· · · , N−1)} are functions of HS, ℓ

E
d;P, and LE

t;P. The

two sets of {ak, tk} vary with the initial exciton pop-
ulation ρEP(0), while the other two sets of {bk,Γk} are
independent of ρEP(0). The constraint, bN∝Det[ℓEd;P]=0,
always holds due to the fact that quantum dissipation
conserves the total population. Another constraint,
b0∝Det[LE

t;P], can be also obtained. Here the symbol

Det[· · · ] denotes the matrix determinant. The set of
{Γk} is composed of the roots of

N−1
∑

k=0

bkΓ
k = 0 (17)

To include a weak contribution of the exciton coherence,
we add a linear Γ-term for the total trapping time, giv-
ing

⟨t⟩ ≈ ⟨t⟩EP + δt0 + fhopΓ (18)

where the two positive parameters, δt0 and fhop, de-
pend on the three superoperators and the initial system
state. The correction term δt0 is usually much smaller
than t0 and can be neglected. This linear Γ-term is the
reminiscent of incoherent hopping kinetics in the weak
dissipation limit [15]. The total trapping time in the
weak dissipation limit is expanded as

⟨t⟩ ≈
(

t0 + δt0 +
N−1
∑

k=1

tk
Γk

)

+

(

fhop −
N−1
∑

k=1

tk
Γ2
k

)

Γ +O(Γ2) (19)

As a result, the condition

N−1
∑

k=1

tk/Γ
2
k > fhop (20)

is a general requirement of the NEET that ⟨t⟩ decreases
with Γ (i.e. efficiency q increases with Γ) in the weak
dissipation regime. Under the opposite condition, ⟨t⟩
increases with Γ and the efficiency is maximized by the
coherent energy transfer without dissipation.

However, one or more zero roots in Eq.(17) dramat-
ically change the Γ-dependence of the trapping time.
For example, the partial trapping time ⟨t⟩EP with Γ1=0
is changed to

⟨t⟩EP =

(

t0 +
N−1
∑

k=2

tk
Γk

)

+
t1
Γ

+O(Γ) (21)

where t1 is nonnegative for a physical trapping time.
The condition necessary for the exact 1/Γ-scaling in
Eq.(21) is

b0 ∝ Det
[

LE
t;P

]

= 0 (22)
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which is our definition of the rigorous trapping-free
subspace Φ⊥ [15]. For the incoherent trapping pro-
cess defined in Eq.(2), LE

t;P is a diagonal matrix sat-

isfying LE
t;ii,jj=LE

t;iiδi,j . The matrix determinant be-

comes Det
[

LE
t;P

]

=ΠN
i=1LE

t;ii with LE
t;ii=

N
∑

n=1

⟨εi|n⟩2kt;n.

The trapping-free subspace Φ⊥ composed of Nt (<N)
trapping-free excitons (LE

t;ii=0) requires the following
two conditions to be satisfied simultaneously: (i) at
least one site is not connected to the energy sink, giving
kt;n=0; (ii) each exciton state in Φ⊥ is a linear combi-
nation of these trapping-free sites, giving ⟨εi|n′⟩=0 for
|εi⟩ ∈ Φ⊥ and kt;n′ ̸=0.

The rigorous solution of b0=0 implies a high sym-
metry in the system Hamiltonian, which is often not
the case in a general quantum network. Instead, we
consider a weaker constraint: the characteristic dissipa-
tion strengths {Γk} are well separated by their magni-
tudes, satisfying 0←|Γ1|, · · · , |ΓNt

|≪|ΓNt+1|, · · · , |ΓN |.
One possible solution for this constraint is

|b0| ≪ |bN−1|ΓN−1
c (23)

where Γc is a critical dissipation strength to balance
the units of b0 and bN−1. Roughly speaking, Γc can be
considered as the boundary of weak dissipation. The
exciton states with the small trapping rates (LE

t;ii→0)
form an approximate trapping-free subspace Φ⊥. In the
weak dissipation regime, the partial trapping time ⟨t⟩EP
becomes

⟨t⟩EP ≈
[

t0 +

N−1
∑

k=Nt+1

tk
Γk

]

+

Nt
∑

k=1

tk
Γ + Γk

for Γ≪ |Γk(>Nt)|;

⟨t⟩EP ≈
[

t0 +
N−1
∑

k=Nt+1

tk
Γk

]

+

Nt
∑

k=1

tk

Γ

for |Γk(<Nt)| ≪ Γ≪ |Γk(>Nt)|

(24)

To achieve the approximate 1/Γ-scaling in Eq.(24), the
two sets of coefficients, {tk(≤Nt)} and {tk(>Nt)}, are
needed to be comparable in magnitude.

B. The optimal initial system state for the disappearance
of the 1/Γ-scaling

In Section III.A, we formulate the exact and approx-
imate 1/Γ-scalings of the trapping time in Eqs. (21)
and (24), respectively. On the opposite side, the 1/Γ-
scaling can disappear by an appropriate initial system
state, ρEP(0). For a rigorous trapping-free subspace Φ⊥,
a straightforward way is to prepare zero population in
Φ⊥, i.e., ρ

E
ii(0)=0 for |εi⟩∈Φ⊥ [15]. For a general net-

work, we apply a stronger requirement,

a0 : a1 : · · · : aN−1 = b0 : b1 : · · · : bN−1 (25)

from which all the Γ-dependent terms vanish in
Eq.(16). The partial trapping time ⟨t⟩EP becomes
a constant and the total trapping time ⟨t⟩ in-
creases linearly with the dissipation strength Γ, i.e.,
⟨t⟩≈(t0+δt0)+fhopΓ+O(Γ2). The energy transfer effi-
ciency is globally or locally maximized in the coherent
regime (Γ→0).

Next we provide a mathematical procedure of opti-
mizing the initial system state. In the subspace of ex-
citon population, the partial reduced dissipation super-
operator ℓEd;P is diagonalized as follows,

D = V−1ℓEd;PV =







0
Λ2

. . .






(26)

where Λi are the eigen dissipation rates reduced by the
dissipation strength Γ. The zero eigen rate, Λ1=0, ap-
pears due to the condition that system population is
conserved by dissipation. The matrix V is not neces-
sarily unitary since ℓEd;P can be non-Hermitian. The
same transformation is applied to the trapping super-
operator and the initial RDM, leading to T =V−1LE

t;PV
and ϱ(0)=V−1ρEP(0). The partial trapping time ⟨t⟩EP in
Eq.(15) is rewritten as

⟨t⟩EP = TrS
{

V(ΓD + T )−1ϱ(0)
}

(27)

After tedious but straightforward steps, we obtain

b0=Det[T ] and bN−1=

N
∏

i=2

Λi[T ]11. Eq.(23) for the ap-

proximate 1/Γ-scaling of the NEET becomes

|Det [T ] | ≪
N
∏

i=2

|Λi[T ]11|ΓN−1
c (28)

which implies an upper limit of the trapping rates. With
respect to the zero eigen rate of Λ1=0, the optimal con-
dition in Eq.(25) to maximize the coherent energy trans-
fer efficiency is explicitly given by

[ϱ(0)]1 : [ϱ(0)]2 : · · · : [ϱ(0)]N =

[T ]11 : [T ]21 : · · · : [T ]N1 (29)

Since the initial exciton coherence varies freely, an infi-
nite possibility of the initial system states (either pure
or mixed) can satisfy Eq.(29).

If the reduced dissipation superoperator ℓEd;P is Her-
mitian as in the HSR model, the eigenvector associated

with Λ1=0 is the identity operator, I=
N
∑

i=1

|εi⟩⟨εi|. The

trapping time is equivalent to the survival time along
this special eigenvector. The matrix T can be block
diagonal as required by the symmetry of the system
Hamiltonian HS. The calculation of the trapping time
is reduced inside an M (≤N)-dimensional subspace in-
cluding the eigenvector I. Consequently, Eqs. (28)
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and (29) are modified by replacing {N, ϱ(0), T } with
{M,ϱM (0), TM}, where ϱM (0) and TM are defined in
the M -dimensional subspace. The optimal requirement
of ρS(0) to maximize the energy transfer efficiency be-
comes more flexible.

IV. NEET AND OPTIMAL SYSTEM INITIALIZATION
IN MODEL SYSTEMS

In Section III, we have derived the requirements
of the rigorous and approximate 1/Γ-scaling for the
NEET. In the same framework, the initial system state
to suppress the 1/Γ-scaling is theoretically obtained,
which optimizes the coherent energy transfer efficiency
in the weak dissipation regime. In this section, we ver-
ify our theory in four model systems of energy transfer,
as shown in FIG. 1.

A. Biased two-site system

The first example is a biased two-site system (see
FIG. 1(a)). The system Hamiltonian is defined in the
local basis as HL

S=∆|1⟩⟨1|+J(|1⟩⟨2|+|2⟩⟨1|), where ∆
is the site energy detuning and J is the site-site cou-
pling. The HSR model in Eq.(3) is applied to model
the quantum dissipation. An incoherent trapping pro-
cess is assumed with the trapping rate kt at site 2.

The analytical expression of the trapping time for
this model was shown previously [11]. Here we apply
the theoretical procedure developed in Section III to
analyze the NEET and determine the optimal initial
system states. In the exciton population subspace, the
two relevant superoperators are explicitly written as

ℓEd;P =
sin2 2θ

2

(

1 −1
−1 1

)

LE
t;P = kt

(

sin θ2 0
θ cos θ2

) (30)

with θ=− arctan(2J/∆)/2. Following Eq.(28), we de-
termine a condition of kt≪2Γc for the NEET. For
a weak site-site coupling, an intermediate dephasing
rate around the energy detuning, Γc≈|∆|, separates
the weak and strong dissipation regimes. To achieve
an apparent 1/Γ-scaling, we propose a scenario of a
slow trapping process kt≪|∆| accompanied with a large
energy mismatch |J |≪|∆|, which is consistent with
the result in Ref.[11]. The approximate trapping-free
subspace Φ⊥ is composed of a single exciton state,
|ε1⟩=cos θ|1⟩+sin θ|2⟩ with θ→0. The total trapping
time is explicitly given by

⟨t⟩ = t0 +
t1

Γ + kt/2
+ δt0 + fhopΓ (31)

where the parameters, {t0, δt0, t1, fhop}, depend on the
initial RDM. The first two terms on the right hand side

BChl 8

BChl 6

BChl 1

BChl 7

BChl 2

BChl 3

BChl 4

BChl 5

(a)

(b)

(c)

(d)

FIG. 1 The four energy transfer networks studied in this
work. (a) a biased two-site system, (b) a symmetric three-
site branching system, (c) a homogeneous 1D chain, and
(d) an 8-chromophore FMO monomer. The trapping site of
each system is highlighted in red color.

of Eq.(31) arise from the partial trapping time ⟨t⟩EP.
As shown in FIG. 2(a), the partial trapping time ⟨t⟩EP
excellently describes the total trapping time ⟨t⟩ in the
weak dissipation regime for an example inital RDM,
ρLS(0)=|1⟩⟨1|. With the increase of energy mismatch,
the approximate 1/Γ-scaling of ⟨t⟩EP gradually becomes
exact.

To suppress the 1/Γ-scaling in the trapping time and
achieve an optimized coherent energy transfer, we solve
Eq.(29) and determine an requirement,

ρLS;11(0) +
2J

∆
Re{ρLS;12(0)} = 0 (32)

in the local basis representation. A trivial solution of
Eq.(32) is ρLS(0)=|2⟩⟨2|, which means that the system
is prepared initially at the trapping site 2. Instead,
an infinite number of nontrivial optimal initial system
states exist, satisfying Eq.(32). One example is a quan-
tum pure state, ϕL

S(0)∝2J |1⟩−∆|2⟩, and the calcula-
tion of ⟨t⟩ for this initial RDM is shown in FIG. 2(b).
In the coherent limit (Γ→0), the trapping time from
ϕL
S(0) is very close to the global minimum result from

ρL(0)=|2⟩⟨2|. As a comparison, we construct a quantum
mixed state, ρLS(0)∝4|J |2|1⟩⟨1|+|∆|2|2⟩⟨2|. By violat-
ing the requirement of the site-site coherence in Eq.(32),
the coherent trapping time ⟨t⟩Γ=0 is increased signifi-
cantly and ⟨t⟩ is minimized at an intermediate Γ (see
FIG. 2(b)).

B. Symmetric three-site branching system

The second example is a symmetric three-site branch-
ing system (see FIG. 1(b)). The system Hamiltonian
is given by HL

S=J(|1⟩⟨2|+|2⟩⟨1|+|2⟩⟨3|+|3⟩⟨2|), in the
local basis representation. The dissipation is approxi-
mated by the HSR model, while the trapping rate kt is
assigned to the middle site 2.

The explicit expression of the trapping time was also
provided previously [11]. Following the procedure in
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FIG. 2 The trapping time vs. the dephasing rate for a biased two-site sytem (J=1 and kt=0.1). (a) The results of the initial
system state at ρLS(0)=|1⟩⟨1|. Subtracted by t0=2/kt, the circles are the total trapping time ⟨t⟩ defined in Eq.(11); the solid
lines are the partial trapping time ⟨t⟩EP defined in Eq.(15); the dashed lines are the 1/Γ-scaling of (∆2/2J2)Γ−1. The data
in black, red, and blue colors refer to ∆=2, 5, 10, respectively. (b) With ∆=2, the solid and dashed lines are the results of
the initial system states at φL

S(0)=(|1⟩−|2⟩)/
√
2 and ρLS(0)=(|1⟩⟨1|+|2⟩⟨2|)/2, respectively.

FIG. 3 The trapping time vs. the dephasing rate for a symmetric three-site model (J=1). (a) The results of the initial
system state at ρLS(0)=(|1⟩⟨1|+|3⟩⟨3|)/2. The circles and solid lines are the total trapping time ⟨t⟩ and the partial trapping
time ⟨t⟩EP (i.e., the exact 1/Γ-scaling), respectively. The data in black and red colors refer to kt=0.1 and 1.0, respectively.
(b) The results of an optimal initial system state at φL

S(0)=(|1⟩+|3⟩)/
√
2. The solid and dashed lines refer to kt=0.1 and

1.0, respectively.

Section III, we obtain dissipation and trapping super-
operators,

ℓEd;P =
1

8





4 −2 −2
−2 5 −3
−2 −3 5





LE
t;P =

kt
2





0 0 0
0 1 0
0 0 1





(33)

in the exciton population subspace. The first exciton
state, |ε1⟩=(|1⟩−|3⟩)/

√
2, is orthogonal to the trapping

site 2 and composes a rigorous one-element trapping-
free subspace Φ⊥ with LE

t;11=0 [15]. FIG. 3(a) demon-
strates that the total trapping time ⟨t⟩ follows the ex-
act 1/Γ-scaling for a non-optimal initial system state,

ρLS(0)=(|1⟩⟨1|+|3⟩⟨3|)/2.
As discussed in Section III.B, a straightforward way

to optimize the coherent energy transfer is to avoid the
initial population at the trapping-free subspace, i.e.,
ρES;11(0)=0. Alternatively, we apply the mathematical
procedure in Section III.B to solve the optimization re-
quirement in Eq.(29), which leads to

ρL11(0) + ρL33(0) = 2Re{ρL13(0)} (34)

in the local basis representation. Eq.(34) is identical
to the condition of zero population in the trapping-
free subspace. Here we design an optimal initial sys-
tem state, ϕL

S(0)=(|1⟩+ |3⟩)/
√
2, which shares the same

site population as in the above non-optimal state but
differs in the site-site coherence. The trapping time
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is changed to a linearly increasing function of Γ (see
FIG. 3(b)), which indicates the relevance of an appro-
priate site-site coherence in quantum optimization. The
underlying symmetry argument shows that our analy-
sis is not limited to the simple HSR model, but valid in
general environments, as demonstrated in our previous
study of a tree-like dendrimer system [15].

C. Homogeneous 1D chain systems

The third example is a homogeneous 1D N -site chain
(see FIG. 1(c)). In the local basis representation, the
system Hamiltonian is written as

HL
S =

N−1
∑

n=1

J(|n⟩⟨n+ 1|+ |n+ 1⟩⟨n|) (35)

with the nearest neighboring interaction. The dissipa-
tion is simulated by the HSR model, while the trapping
process is defined by an irreversible rate kt at the end
site N .

Following the procedure in Section III.B, we numer-
ically calculate Eq.(28) and determine an upper trap-
ping rate limit, kt≪NΓc(N), where the critical dephas-
ing rate roughly follows Γc(N)∼N−1J . Together, we
reach a slow trapping rate of kt≪J , which can lead to
the NEET. The participation coefficient of the trapping
site in each exciton state decreases with the increased
chain size N so that the trapping rate of each exic-
ton decreases accordingly, i.e. LE

t;ii(i=1, · · · , N)→0 for
N→∞. The NEET is thus expected to be more pro-
nounced with a long spatial extension (N≫1).

To extract the approximate 1/Γ-scaling, we prepare
the initial population at the third site, ρLS(0)=|3⟩⟨3|.
The usual condition, ρLS(0)=|1⟩⟨1|, is actually an op-
timal initial state and will be discussed later in this
subsection. With a small trapping rate, kt=0.1J , we
numerically calculate the total trapping time ⟨t⟩ and
its partial value ⟨t⟩EP for the chain sizes of 5≤N≤40.
FIG. 4(a) shows that ⟨t⟩EP agrees excellently with ⟨t⟩
in the weak dissipation limit. Furthermore, the partial
trapping time ⟨t⟩EP can be fitted by

⟨t⟩EP ≈
N

kt
+

t1
Γ + Γ1

+
t2

Γ + Γ2
(36)

over a broad range of Γ. As shown in FIG. 4(a), the
difference between the exact and fitting results of ⟨t⟩EP
cannot be seen with naked eyes. The two characteris-
tic dephasing rates, Γ1 and Γ2, monotonically decrease
with the chain size N , as shown in FIG. 4(b). In the
condition of max(Γ1,Γ2)≪Γ≪|Γk(>2)|, we reach the ex-
act 1/Γ-scaling,

⟨t⟩EP ≈
N

kt
+

t1 + t2
Γ

(37)

which is confirmed for the result of N=40 in FIG. 4(a).

Next we calculate the optimal initial system state of
the coherent energy transfer. Without tedious details,
Eq.(29) is transformed into an M -equation array (k=1,
2, · · · , M),

N−1
∑

i=2

xk
i ρ

L
i (0) +

N−2
∑

i=1

(N−i)/2
∑

j=1

2xk
i,i+2jReρ

L
i,i+2j(0) = 0 (38)

with M=(N−1)/2 for an odd N and M=N/2−1 for an
even N . For conciseness, we will not provide the ex-
plicit forms of the coefficients, {xk

i , x
k
i,i+2j}. However,

there are several important properties to be noticed:
{xk

i , x
k
i,i+2j} are independent of the site-site coupling J

and the trapping rate kt; the coefficients obey a mirror
symmetry, xk

i=xk
N+1−i and xk

i,i+2j=xk
N+1−i−2j,N+1−i,

together with another constraint, xk
i=xk

i−1,i+1. Inter-
estingly, a unique initial state satisfying Eq.(38) for
an arbitrary chain size N is ρLS(0)=|1⟩⟨1|, where all
the population is initially prepared at the starting site.
This preference of the coherent energy transfer is con-
sistent with the ballistic quantum diffusion in the in-
finite homogeneous 1D chain [58, 59]. On the other
hand, Eq.(38) allows an infinite number ofN -dependent
solutions (quantum pure and mixed states). Here we
present an example,

ρLS(0) =
1

2(N + 1)

[

3|1⟩⟨1|+ 3|N⟩⟨N |+ 2
N−1
∑

i=2

|i⟩⟨i| −

N−2
∑

i=1

(|i⟩⟨i+ 2|+ |i+ 2⟩⟨i|)
]

(39)

As shown in FIG. 5, the total trapping time ⟨t⟩ follows
the linear Γ-function exactly for both optimal initial
system states.

By comparing the results of the non-optimal and op-
timal initial system states in FIGs. 4 and 5, we observe
that the trapping time of ρLS(0)=|3⟩⟨3| in the 20-site
chain is larger than that of ρLS(0)=|1⟩⟨1| in the 40-site
chain for Γ<10−3. In contradiction to a classical dif-
fusion picture, the energy can be transferred faster in
the quantum coherent limit even when the distance is
doubled. The basic mechanism of this phenomenon lies
on the the mirror symmetry in the initial system state
compatible with dissipation and trapping.

D. Eight-site FMO model

Our final example is the 8-chromophore Fenna-
Matthews-Olson (FMO) protein complex (see
FIG. 1(d)), which is an important light-harvesting
system in green sulfur bacteria [60, 61]. The effective
Hamiltonian of an FMO monomer is taken from
Refs. [13, 62]. The influence of the bosonic bath is
simulated by a Debye spectral density,

J(ω) =
2λ

π

ωωD

ω2 + ω2
D

(40)
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FIG. 4 (a) The trapping time subtracted by N/kt vs. the dephasing rate for the 1D N -site chain. The initial system state is
at ρLS(0)=|3⟩⟨3|. The circles and solid lines are the calculated results of ⟨t⟩ and ⟨t⟩EP. The dashed lines are the fitting results
of Eq.(36). The dotted-dashed line is the exact 1/Γ-scaling for N=40. The data in black, red, blue and green colors refer to
N=5, 10, 20, and 40, respectively. (b) The fitting parameters of Γ1 and Γ2 in Eq.(36) vs. the chain size N . The solid lines
with circles and diamonds are the results of Γ1 and Γ2, respectively. Here the parameters are J=1 and kt=0.1.

optimal initial state 

in Eq. (39)

FIG. 5 The trapping time vs. the dephasing rate for the
1D N -site chain, with the two optimal initial system states
satisfying Eq.(38). The solid and dashed lines are the re-
sults of ρLS(0)=|1⟩⟨1| and the initial state defined in Eq.(39).
The data in black and blue colors refer to N=20 and 40,
respectively. Here the parameters are J=1 and kt=0.1.

where λ is the reorganization energy and ωD is the De-
bye frequency. The trap process is assigned to bac-
teriochlorophyll (BChl) 3 with a typical trapping rate
kt=1 ps−1. To be consistent with the physiological con-
dition, we set the Debye frequency at ω−1

D =50 fs and
temperature at T=300 K.

For the non-symmetric FMO system, the upper limit
of the trapping rate for the NEET is estimated by
Eq.(28) as kt≪4000 ps−1, where the critical dissipation
strength is approximated as λc≈50 cm−1. As the real-
istic trapping rate (∼1 ps−1) is much smaller than this
upper limit, we expect a strong NEET behavior. The
intrinsic mechanism is that the excitons (eigen states)
in the FMO system are highly localized due to both the
large energy mismatch and the long spatial extension.

The eigen states almost orthogonal to the trapping site,
BChl 3, compose the approximate trapping-free sub-
space.

As a demonstration, we consider a natural initial con-
dition of ρLS(0)=|8⟩⟨8| [13, 62] and apply the HEOM [36–
54] to calculate the trapping time. FIG. 6(a) demon-
strates that the total trapping time ⟨t⟩ decreases signifi-
cantly by five orders of magnitude as the reorganization
energy increases from 0 cm−1 to 1 cm−1. In the weak
dissipation regime, the partial trapping time ⟨t⟩EP from
the secular Redfield equation provides an accurate esti-
mation of the total trapping time ⟨t⟩ from the HEOM.
The approximate 1/Γ-scaling,

⟨t⟩EP ≈ t0 +
t1

λ+ λ1
+

t2
λ+ λ2

+
t3

λ+ λ3
(41)

can reliably describe the partial trapping time over a
broad range of the dissipation strength (λ<100 cm−1).
Here the three characteristic reorganization energies
are λ1=7.55×10−5 cm−1, λ2=5.23×10−3 cm−1, and
λ3=0.858 cm−1. Eq.(41) is consistent with the fact that
four sites form a major energy transfer pathway, BChls
8→(1, 2)→3 [13, 55, 62–64]. With λ1, λ2≪λ3, the exact
1/Γ-scaling,

⟨t⟩EP ∼
(

t0 +
t3
λ3

)

+
t1 + t2

λ
(42)

is extracted in the weak dissipation regime of
0.01 cm−1<λ<0.2 cm−1.

On the opposite side, the optimal initial system state
in Eq.(29) is determined by the secular Redfield equa-
tion, from which the efficiency of the coherent energy
transfer (λ→0) is optimized. For simplicity, we only
present one example,
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FIG. 6 The trapping time vs. the reorganization energy in the 8-site FMO (kt=1 ps−1). (a) The initial system state is at
ρLS(0)=|8⟩⟨8|. The circles and solid line are the results of ⟨t⟩ from the HEOM and ⟨t⟩EP from the secular Redfield equation.
The dashed and dotted-dashed lines are the results of Eqs. (41) and (42). (b) The solid and dashed lines are the results of
the initial system state in Eq.(43) with and without site-site coherence.

ρLS(0) =























0.0081 0.0146 −0.0444 −0.0127 −0.0020 −0.0013 −0.0015 −0.0010
0.0146 0.0303 −0.1252 −0.0394 −0.0058 −0.0042 −0.0059 −0.0018
−0.0444 −0.1252 0.8378 0.2675 0.0392 0.0259 0.0420 0.0045
−0.0127 −0.0394 0.2675 0.1065 0.0184 0.0061 0.0242 0.0016
−0.0020 −0.0058 0.0392 0.0184 0.0043 −0.0009 0.0055 0.0002
−0.0013 −0.0042 0.0259 0.0061 −0.0009 0.0037 −0.0011 0.0002
−0.0015 −0.0059 0.0420 0.0242 0.0055 −0.0011 0.0091 0.0003
−0.0010 −0.0018 0.0045 0.0016 0.0002 0.0002 0.0003 0.0001























(43)

The trapping time ⟨t⟩ under this artificially designed
optimal initial state ρLS(0) is then calculated using the
HEOM. As shown in FIG. 6(b), ⟨t⟩ in the coherent limit
(λ→0) is minimized to ⟨t⟩=2.64 ps, significantly smaller
than that from ρLS(0)=|8⟩⟨8|. As the reorganization en-
ergy λ is increased from 0 to 100 cm−1, the trapping
time is increased very weakly to ⟨t⟩=2.77 ps, resisting
the influence of dynamic disorders. To illustrate the
relevance of an appropriate site-site coherence in the
optimal state, we remove the off-diagonal elements in
Eq.(43) and ⟨t⟩ is changed to a decreasing function of λ
(see FIG. 6(b)). In fact, the NEET behavior can be ob-
served even with all the initial population localized at
the trapping site, BChl 3. Thus, the optimized coherent
energy transfer requires an appropriate initial site-site
coherence constrained by Eq.(29).

V. SUMMARY

In this paper, we extend our previous studies of
efficiency optimization [12, 14, 15] to probing the
mechanism of the noise-enhanced energy transfer
(NEET) and engineering the initial system state to
maximize the efficiency of coherent energy transfer
from a conceptual point of view. In the weak dissipa-
tion limit, the trapping time ⟨t⟩ of an energy transfer

network with a slow trapping process can be reli-
ably approximated by the survival time ⟨t⟩EP of an
exciton spanning only inside its population subspace.
Following a simple but accurate description of quan-
tum dissipation from the secular Redfield equation, we
express ⟨t⟩EP in a rational polynomial of the dissipation
strength Γ and formulate the general requirement of
the NEET. If the determinant of the trapping super-
operator is zero in the exciton population subspace
(Det[LE

t;P]=0), a rigorous trapping-free subspace Φ⊥ is

formed and the trapping time follows the exact 1/Γ-
scaling, ⟨t⟩∼1/Γ, in the limit of Γ→0. Under a weaker
condition that Det[LE

t;P] is nonzero but sufficiently
small, the trapping time can be still approximated
as ⟨t⟩∼A+B/Γ over a certain range of dissipation
strengths. In contrast, the initial system state can be
tuned finely to suppress the 1/Γ-scaling of the NEET,
globally or locally maximizing the transfer efficiency in
the coherent limit (Γ→0). A mathematical procedure
is proposed by us to fulfill the optimization constraint
in Eq.(29), showing an infinite possibility of solutions.

Our theoretical predictions of the 1/Γ-scaling and the
optimal initial system states are verified in the four ex-
amples of the energy transfer networks: a biased two-
site system, a symmetric three-site branching system,
a homogeneous 1D chain, and an 8-chromophore FMO
monomer. We observe that the NEET can always ap-
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pear approximately due to a slow trapping process or
exactly due to a symmetric system Hamiltonian com-
patible with trapping. The approximate 1/Γ-scaling
induced by the former condition becomes more pro-
nounced with a larger energy mismatch and a longer
spatial extension. For each model system, the optimal
initial system states to maximize the coherent transfer
efficiency are successfully obtained following our proce-
dure.

The studies in this paper confirm that the NEET is a
universal behavior in the energy transfer network, which
can be applied to other irreversible quantum dynamic
systems such as a quantum heat engine. Here we focus
on the dephasing rate and reorganization energy, but
the concept of the dissipation strength can be extended
to other system- and bath-related parameters such as
temperature. Our calculation of the optimal initial sys-
tem states shows that quantum (site-site) coherence to
accelerate energy transfer must be tuned finely to be
compatible with dissipation and trapping. Although
such a fine tuning is difficult to be achieved in natu-
ral systems, it is experimentally accessible in precisely-
controlled artificial quantum devices, which will be an
interesting problem to be explored in the future [65].
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Schirmer, T. Schulte-Herbrüggen, D. Sugny, and F. K.
Wilhelm, Eur. Phys. J. D 69, 279 (2015).

[6] K. M. Gaab and C. J. Bardeen, J. Chem. Phys. 121,
7813 (2004).

[7] A. Olaya-Castro, C. F. Lee, F. F. Olsen, and N. F.
Johnson, Phys. Rev. B 78, 085115 (2008).

[8] B. M. Plenio and F. S. Huelga, New J. Phys. 10, 113019
(2008).

[9] F. Caruso, A. W. Chin, A. Datta, S. F. Huelga, and M.
B. Plenio, J. Chem. Phys. 131, 105106 (2009).

[10] F. Caruso, New J. Phys. 16, 055015 (2014).
[11] J. S. Cao and R. J. Silbey, J. Phys. Chem. A 113, 13825

(2009).
[12] J. L. Wu, F. Liu, Y. Shen, J. S. Cao, and R. J. Silbey,

New J. Phys. 12, 105012 (2010).

[13] J. Moix, J. L. Wu, P. F. Huo, D. Coker, and J. S. Cao,
J. Phys. Chem. Lett. 2, 3045 (2011).

[14] J. L. Wu, F. Liu, J. Ma, R. J. Silbey, and J. S. Cao, J.
Chem. Phys. 137, 174111 (2012).

[15] J. L. Wu, R. J. Silbey, and J. S. Cao, Phys. Rev. Lett.
110, 200402 (2013).

[16] M. Mohseni, P. Rebentrost, S. Lloyd, and A. Aspuru-
Guzik, J. Chem. Phys. 129, 174106 (2008).

[17] P. Rebentrost, M. Mohseni, I. Kassal, S. Lloyd, and A.
Aspuru-Guzik, New J. Phys. 11, 033003 (2009).

[18] I. Kassal and A. Aspuru-Guzik, New J. Phys. 14,
053041 (2012).

[19] R. de J. León-Montiel, I. Kassal, and J. P. Torres, J.
Phys. Chem. B 118, 10588 (2014).

[20] M. Mohseni, A. Shabani, S. Lloyd, and H. Rabitz, J.
Phys. Chem. 140, 035102 (2014).
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Khan, M. C. Collodo, S. Gasparinetti, Y. Salathé, C.
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