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Abstract: Among so many autonomous driving technologies, autonomous lane changing is an
important application scenario, which has been gaining increasing amounts of attention from both
industry and academic communities because it can effectively reduce traffic congestion and improve
road safety. However, most of the existing researchers transform the multi-objective optimization
problem of lane changing trajectory into a single objective problem, but how to determine the
weight of the objective function is relatively fuzzy. Therefore, an optimization method based on the
combination of the Non-Dominated Sorting Genetic Algorithm II (NSGA-II) and the Technique for
Order Preference by Similarity to Ideal Solution (TOPSIS), which provides a new idea for solving
the multi-objective optimization problem of lane change trajectory algorithm, is proposed in this
paper. Firstly, considering the constraints of lane changing and combining with the collision detection
algorithm, the feasible lane changing trajectory cluster is obtained based on the quintic polynomial.
In order to ensure the comfort, stability and high efficiency of the lane changing process, the NSGA-
II Algorithm is used to optimize the longitudinal displacement and time of lane changing. The
continuous ordered weighted averaging (COWA) operator is introduced to calculate the weights of
three objective optimization functions. Finally, the TOPSIS Algorithm is applied to obtain the optimal
lane change trajectory. The simulations are conducted, and the results demonstrate that the proposed
method can generate a satisfactory trajectory for automatic lane changing actions.

Keywords: lane change; quintic polynomial; NSGA-II; optimization; TOPSIS

1. Introduction
1.1. Motivation

According to statistics from the National Highway Traffic Safety Administration, from
2020 to 2021, estimated crashes caused by motor vehicles increased 11.25 percent from
2,425,374 to 2,698,338 [1]. Traffic safety is always the top priority when traveling [2]. In
addition, about 94% of traffic accidents are caused by drivers’ own reasons, such as lack of
concentration and fatigue driving [3], of which accidents caused by lane changing behavior
account for 4% to 10% [4]. Intelligent transportation systems, especially autonomous
driving technology, are regarded as an effective solution to deal with the complex traffic
environments in the future and have attracted widespread attention from people in all
walks of life. It can relieve traffic pressure and reduce traffic accidents. At present, the
research and development of autonomous driving technology is widely carried out in
academia and industry [5–9], mainly involving decision making, planning and control.
Among them, intelligent vehicle autonomous lane changing is an important application
scenario, and it is also one of the links to traffic behaviors such as overtaking and U-
turns [10], which have become a current research hotspot. Compared with the lane keeping
system, the autonomous lane changing system is mainly used in a more complex dynamic
environment, which needs to consider the surrounding environment facilities and other
vehicles, and the conditions are more severe. These include wrong lane changing decisions,
unreasonable path planning or invalid control algorithms that have the potential to cause
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traffic jams or even traffic accidents [11]. A complete autonomous lane changing system
can be divided into four parts: perception and communication module, lane change
decision module, path planning module and trajectory tracking module [12]. The in-vehicle
communication system can make up for the shortcomings of the sensor itself. Through
wireless communication modes, such as V2I and V2V, autonomous vehicles can obtain
more real-time traffic data to optimize their driving strategies [13,14]. In addition, 5G will
further enhance the V2X information interaction capability, making communication more
convenient and faster [15]. The purpose of lane changing decision making is to determine
when to change lanes. During the lane changing process, vehicles should ensure safe
driving and not collide with surrounding facilities and vehicles. When there is a risk in
lane changing, the lane changing behavior should be stopped immediately [16,17]. The
path planning module comprehensively considers factors, such as obstacle avoidance,
stability constraints, lane changing efficiency, etc., and plans the optimal lane changing
curve according to the real-time traffic environment. The path planning module acts as a
bridge between decision making and trajectory tracking control modules. The planned
lane changing trajectory after receiving the lane changing command issued by the decision-
making module will directly affect the accuracy of trajectory tracking and passenger
comfort. The trajectory tracking module calculates the vehicle’s turning angle, driving force
(throttle valve opening), etc., as input through the lateral and longitudinal displacement,
speed, curvature, and other information of the planned path so that the vehicle can follow
the planned path as precisely as possible [5].

1.2. Literature Review

As the core part of the autonomous lane changing system, path planning is the key
to ensuring safe driving. Many scholars have conducted a lot of fruitful research. The
following highlights some of the research results.

Jhanani Selvakumar et al. proposed a CC-RRT* Algorithm for autonomous vehicle
lane changing in high-speed scenarios [18]. The algorithm based on curve interpolation is
the most widely used path planning algorithm for autonomous lane changing of intelligent
vehicles. The planned path is usually described in the form of a mathematical function.
Different path curves can be obtained by adjusting parameters, such as time and curvature.
This method can consider the kinematics and dynamics of the vehicle and can be used
for obstacle avoidance in dynamic environments to obtain a safe, stable, and easy-to-
track lane changing path curve. The trajectory generated by the lane change trajectory
algorithm proposed by Li Bae et al. based on the curvature of Bezier curve can be used to
estimate the maximum lateral acceleration [19]. Dequan Zeng et al. proposed a method
combining a B-spline curve and RRT to plan the lane changing path and monitor the
trajectory at the same time to ensure the robustness of the algorithm. However, when
the traffic environment is complex, the success rate of generating the lane changing path
will decrease [20]. Zhiyuan Li et al. established a second-order continuous quintic spline
curve in the Frenet coordinate system, taking into account the curvature and heading
angle of the planned path to ensure the safety and stability of the vehicle during the lane
change process [21]. In order to obtain an algorithm suitable for autonomous lane change,
Armin Norouzi et al. compared the quintic polynomial function, the sine function, and
the tangent function according to the RMS value of peak acceleration and finally chose
the quintic polynomial as the lane changing model [22]. Based on the unconstrained
lane changing trajectory cluster generated by the quintic polynomial, Haijian Bai et al.
obtained the feasible lane changing trajectory cluster through vehicle kinematics constraints
and comfort requirements and finally determined the optimal lane changing trajectory
through the cost function, realizing the safety and stability of the lane changing process [23].
Chenyang Xi et al. applied deep learning and data-driven methods to polynomial lane
changing trajectory optimization so that the final lane changing trajectory followed traffic
rules [24]. In recent years, V2V technology has been widely used in autonomous driving.
Yong Xiang et al. proposed a dynamic autonomous lane changing system based on V2V,
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which is updated during the lane changing process to avoid possible collision behavior,
and uses the lane changing time and distance to transform the planning problem into a
constrained optimization problem so that the planned reference trajectories meet safety,
comfort, and traffic efficiency requirements [25]. Yonggang Liu et al. established a path
planning model and a speed planning model through cubic polynomial interpolation
based on the local trajectory generated by GPS and proposed a comprehensive trajectory
optimization function to ensure driving safety, passenger comfort, and lane changing
efficiency [2]. N.A. Othman et al. proposed a Hermite interpolation algorithm, which
can determine the maximum speed of safe driving through the curvature information
of the generated path [26]. WANG Jiang Feng characterizes lane changing trajectory by
combining a linear function and a sine function [27]. Bangjun Qiao et al. obtained the
optimal lane changing path, taking into account safety and comfort through a quadratic
programming algorithm [28]. Zhaolun Li et al. combined the bicycle model with the
function of automatically determining the target lane and realized the autonomous lane
changing of vehicles in the dynamic environment through the model predictive control
method (MPC) [29]. Nobuto Sugie et al. regard vehicle dynamics, physical constraints,
and safety requirements as constraints, proposed a synchronous planning and control
framework based on nonlinear model predictive control, and applied it to lane changing
tasks [30]. Hong Wang et al. proposed an LSTM-MPC algorithm to predict the trajectory
of surrounding vehicles through an LSTM network training data set to realize safe lane
changing [31].

The many alternate path planning algorithms mentioned above can generally be
divided into two categories: numerical-optimization-based and sampling-based. The
method based on numerical optimization can simultaneously consider the constraints of
the ego vehicle and the surrounding environment. Due to the non-convexity of most path
planning, optimization problems are difficult to solve. Sampling-based methods generally
have the ability to generate a large number of high-quality candidate paths. A random
sampling method can be used to generate a lane change path quickly, but the smoothness
of the path is often unusable and may not be optimal.

To the authors’ knowledge, only a few research findings account for the optimization
problem of two or even more variables. In addition, the determination of cost function
weight in existing references is relatively fuzzy. To solve the issue mentioned above, an
algorithm based on NSGA-II and TOPSIS is proposed in this paper, which is convenient for
solving the multi-objective optimization problem in the lane change process quickly. It not
only retains sufficient reference trajectory, but also considers the constraints, making the
lane change trajectory smooth and continuous.

In fact, a genetic algorithm is widely used to solve optimization problems, but few
scholars have applied it to lane change path planning. NSGA-II is able to find a much better
spread of solutions and better convergence near the true Pareto-optimal front compared to
the Pareto-archived evolution strategy and the strength-Pareto Evolutionary Algorithm—
two other elitist multi-objective evolutionary algorithms that pay special attention to
creating a diverse Pareto-optimal front. While comparable to NSGA, the time complexity
of NSGA-II is greatly reduced due to the adoption of fast non-dominated sorting and
elite strategy.

2. Optimal Lane Change Path Planning Based on the NSGA-II and
TOPSIS Algorithms

This section optimizes the lane change trajectory based on the NSGA-II Algorithm
to obtain the Pareto optimal solution set. On this basis, COWA operator is introduced
to calculate the weight of the evaluation indicators of the three objective optimization
functions. Finally, the TOPSIS Algorithm is applied to evaluate and sort the solutions in
the Pareto optimal solution set to obtain the optimal lane change path.
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2.1. Lane Change Trajectory Based on Polynomials

In order to ensure that the velocity, acceleration, and curvature of the lane change
trajectory are continuous and bounded and at the same time meet the boundary conditions
at the beginning and end of the lane change, the lane change trajectory based on the quintic
polynomial is adopted in this section, which can be expressed as:{

x(t) = a0 + a1t + a2t2 + a3t3 + a4t4 + a5t5

y(x) = b0 + b1x + b2x2 + b3x3 + b4x4 + b5x5 (1)

where, ai, bi(i = 1, 2 · · · 5) are coefficients to be determined. At the initial time t0 and
the end time t f of the lane changing, the longitudinal and lateral lane change boundary
conditions meet Equations (2) and (3), respectively,{

x(t0) = 0,
.
x(t0) = v0,

..
x(t0) = 0

x
(

t f

)
= x f ,

.
x
(

t f

)
= v f ,

..
x
(

t f

)
= 0

(2)

{
y(x0) = 0,

.
y(x0) = 0,

..
y(x0) = 0

y
(

x f

)
= w,

.
y
(

x f

)
= 0,

..
y
(

x f

)
= 0

(3)

In Equations (2) and (3), each state parameter and its definition are shown in Table 1.
In order to simplify the calculation, t0 = 0, w = 3.75m are set in this study, in which w is the
lateral displacement of lane changing, that is, the lane width. Longitudinal displacement
∆x = x f and lane change time ∆t = t f are variables that need to be optimized by the
NSGA-II Algorithm.

Table 1. State parameters with their definitions.

State
Parameters Definition

x(t0) The longitudinal coordinate of the ego vehicle at the beginning of the lane changing
.
x(t0) The longitudinal velocity of the ego vehicle at the beginning of the lane changing
..
x(t0) The longitudinal acceleration of the ego vehicle at the beginning of the lane changing
x
(
t f
)

The longitudinal coordinate of the ego vehicle at the end of the lane changing
.
x
(
t f
)

The longitudinal velocity of the ego vehicle at the end of the lane changing
..
x
(
t f
)

The longitudinal acceleration of the ego vehicle at the end of the lane changing
y(x0) The lateral coordinate of the ego vehicle at the beginning of the lane changing
.
y(x0) The lateral velocity of the ego vehicle at the beginning of the lane changing
..
y(x0) The lateral acceleration of the ego vehicle at the beginning of the lane changing
y
(

x f
)

The lateral coordinate of the ego vehicle at the end of the lane changing
.
y
(

x f
)

The lateral velocity of the ego vehicle at the end of the lane changing
..
y
(

x f
)

The lateral acceleration of the ego vehicle at the end of the lane changing

Through the lane changing boundary conditions in Equations (2) and (3), the quintic
polynomial lane changing trajectory can be obtained. Assuming that the size of the ego
vehicle and the surrounding traffic vehicles are the same, with a length of 4.2 m and a
width of 1.82 m, the lane changing scene is as follows: The velocity of the ego vehicle is
50 km/h at the beginning of the lane change and 60 km/h at the end of the lane change.
The velocity of the vehicle ahead in the current lane is 50 km/h, and the distance from the
ego vehicle is 30 m. The velocity of the vehicle in front of the target lane is 60 km/h, and
the distance from the ego vehicle is 50 m. The velocity of the vehicle behind the target lane
is 55 km/h, and the distance from the ego vehicle is 30 m. The schematic diagram of the
lane changing process is shown in Figure 1.
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Figure 1. Schematic diagram of vehicle lane change.

According to the experience, the lane change time ∆t was selected as 4~8 s, and the
longitudinal displacement of lane change ∆x was 60~135 m, in which the lane change
time was 0.2 s as the simulation step and the longitudinal displacement was 2 m as the
simulation step for the simulation experiment. The unconstrained lane changing trajectory
cluster is obtained, as shown in Figure 2.
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Figure 2. Unconstrained lane changing trajectory cluster.

2.1.1. Lane Change Trajectory Constraints

In the cluster of unconstrained lane changing trajectories, some cannot meet the
feasibility requirements. Considering the dynamic constraints of the ego vehicle and the
requirements of riding comfort, the constraint conditions of lane changing trajectories
considered in this paper are as follows [32,33]:

(1) Lateral displacement constraint: 0 < y(t) < width.
(2) Security constraints: During the lane changing process, the ego vehicle does not

collide with the surrounding traffic vehicle;, that is, the collision avoidance algorithm
in Section 2.2 is satisfied.

(3) Minimum lane change time constraint:

tmin = 2.745− 2.997µ + 0.01093v + 1.138µ2 + 0.0004618µv− 3.107× 10−5v2 (4)
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where tmin is the shortest time for the ego vehicle to change lanes smoothly, µ is the
road adhesion coefficient, and v is the speed of the ego vehicle. In this study, all the
vehicles are assumed to be driving on an asphalt road, and the reference value of µ
is 0.85.

(4) Limited by the constraints between the tire and the road, the maximum lateral acceler-
ation is ay,max = µg.

2.2. Collision Avoidance Algorithm

In order to avoid traffic accidents, the vehicle should ensure that there is enough safe
distance with the surrounding vehicles when changing lanes. Hossein Jula et al. realized ob-
stacle avoidance by calculating the safe distance to meet the lane change requirements [34].
Zhou Jian et al. established a rectangular vehicle model and used a heuristic lane changing
collision algorithm to screen out the safe lane changing trajectory [32]. You Feng et al. used
a dynamic circle with the diameter of the vehicle width to surround the whole vehicle and
detect a collision to solve the safety problem of lane changing [35]. In order to express
succinctly and calculate simply, the rectangular model is used for geometric modeling of
vehicles in this study, as shown in Figure 3. In the figure, l and w represent vehicle length
and width, respectively.
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Figure 3. Rectangular vehicle model.

Assume that the size of the ego vehicle is the same as that of other traffic vehicles,
and the surrounding traffic vehicles keep constant velocity in a straight line during the
lane change process. According to the lane change trajectory function of Equation (1), the
coordinates of the centroid of the ego vehicle at time t can be calculated, and the coordinates
of the vertices A, B, C, and D at time t can be obtained by combining the heading angle
ϕ(t). The calculation method is as follows:[

xA(t) xB(t) xC(t) xD(t)
yA(t) yB(t) yC(t) yD(t)

]
=

[
cos ϕ(t) − sin ϕ(t)
sin ϕ(t) cos ϕ(t)

]
× 1

2

[
l l −l −l
w −w −w w

]
+

[
x(t) x(t) x(t) x(t)
y(t) y(t) y(t) y(t)

] (5)

ϕ(t) = arctan
dy
dx

(t) (6)

Similarly, vertex coordinates of other traffic vehicles at time t can be obtained as follows:[
xiA(t) xiB(t) xiC(t) xiD(t)
yiA(t) yiB(t) yiC(t) yiD(t)

]
=

1
2

[
l l −l −l
w −w −w w

]
+

[
xi(t) xi(t) xi(t) xi(t)
yi(t) yi(t) yi(t) yi(t)

]
(7)

where i = Vf t, Vf c, Vrc.
This study further simplifies collision detection during lane changing by creating an

axially aligned bounding box. Firstly, the ego vehicle and the surrounding traffic vehicles
are projected in the coordinate axis direction. When the two coordinate axes overlap, the
two vehicles are judged to have a collision, as shown in the red area in Figure 4. In other
words, if the coordinates of the ego vehicle and surrounding vehicles meet Equation (8)
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in the lane changing process, no collision will occur, and lane changing collision will be
detected every 0.5 s. 

xmin > xi,max
ymin > yi,max
xi,min > xmax
yi,max > ymax

(8)
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When the lane changing trajectory constraint conditions of Section 2.1.1 in which the
velocity of the ego vehicle is 50 km/h <= ve <= 60 km/h are added, the minimum lane
changing time is 1.171 s, collision avoidance meets the algorithm of Section 2.2, and the
feasible lane changing trajectory cluster is finally obtained, as shown in Figure 5. The ego
vehicle is relatively safe and comfortable to drive with these trajectories.
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2.3. NSGA-II Multi-Objective Optimization and Decision Algorithm
2.3.1. The Objective Function

In the feasible lane changing trajectory cluster, it is necessary to find an optimal lane
change trajectory. In this study, the lane changing trajectory is optimized from three aspects:
lane changing comfort, lane changing smoothness, and lane changing efficiency, and the
influence on traffic flow to obtain the following three objective function formulas:

(1) The weighted root mean square value of acceleration characterizes lane changing comfort:

WRMS = α1RMS
( ..

x(t)
)
+ α2RMS

( ..
y(t)

)
(9)

where α1 = α2 = 0.5.
(2) The maximum curvature characterizes lane changing smoothness:

ρmax = Max

∣∣∣ d2y
dx2

∣∣∣[
1 +

(
dy
dx

)2
] 3

2
(10)

(3) Lane changing trajectory length represents lane changing efficiency and its impact on
traffic flow:

s =
∫ ∆x

0

√
1 +

(
dy
dx

)2
dx (11)

where ∆x is the longitudinal displacement.

2.3.2. Multiple Objective Optimization

In this study, the optimization objective functions WRMS, ρmax, and s cannot be
minimized at the same time. Only three optimization objectives are weighed to obtain
the Pareto optimal solution set, and then a further decision is made to obtain the optimal
solution. In this study, the NSGA-II Algorithm [36] is used to solve nonlinear optimization
problems, and the specific process is shown in Figure 6.

As the core of the NSGA-II Algorithm, it is necessary to explain non-dominant sorting
in more detail. For n minimization objective functions fi(x), i = 1, 2, · · · , n, for any decision
variables Xa and Xb, if the following two conditions are true, then Xb is dominated by Xa,
and the constraint conditions are:

(1) ∀i ∈ 1, 2, · · · n, fi(Xa) ≤ fi(Xb).
(2) ∃i ∈ 1, 2, · · · n, fi(Xa) < fi(Xb).

In a group of solutions, the Pareto level of the non-dominated solution is one, which
is deleted from the solution set, and the Pareto level of remaining solutions is two. By
analogy, the Pareto level of all solutions in the solution set is finally obtained.

Before applying the NSGA-II Algorithm, the parameters are set as follows:

(1) Population size: In order to obtain the global optimal solution, the population size
should not be too small, but the size should also not be too large considering the time
complexity. In this study, the population number is set as 100.

(2) Crossover probability and mutation probability: Crossover probability and mutation
probability were set as 0.8 and 0.2, respectively, in this study.

(3) Maximum evolutionary algebra: Matlab simulation results showed that the evolution
can be completed after 30 generations. Therefore, MaxGen = 30.

The lane changing longitudinal displacement ∆x and lane changing duration ∆t in
the scenario in Section 2.1 are decision variables, and the value range and step size satisfy
Equation (12). {

80 ≤ ∆x ≤ 135
4 ≤ ∆t ≤ 8

(12)
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where the step size of ∆x and ∆t is 0.2 m and 0.2 s, respectively.
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2.3.3. Non-Dominated Sorting Method

Specific to this study, give a rank to each individual (trajectory) in the population
based on non-domination, and then sort all individuals (trajectories) in descending order.
If the value of at least one objective function of trajectory p is better than that of trajectory q,
and the value of other objective functions of trajectory p is not worse than that of trajectory
q, it is said that trajectory p dominates trajectory q, and the order value of trajectory p is
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higher than that of trajectory q. In the process of sorting, the trajectory with an order value
of one is ranked as the first frontier, and the trajectory with an order value of two is ranked
as the second frontier. After the trajectory population is sorted, the first frontier trajectory
individual is completely independent of other trajectory individuals, and each frontier
trajectory individual after the first frontier is dominated by the previous frontier. So far, the
trajectory individuals in the trajectory population are divided into different frontiers.

The Pareto solution set is finally solved, as shown in Figure 7.
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2.3.4. Multiple Objective Decision Making

On the basis of the Pareto optimal solution set, this section takes three objective
optimization functions as evaluation indicators and introduces the COWA [37,38] operator
to calculate the weight of the three indicators, which can effectively weaken the impact
of extreme solutions in a Pareto optimal solution set on objective weighting. Then, the
TOPSIS [39] method is adopted to make decisions to obtain the solutions in the top five
orders in the Pareto optimal solution set. The specific decision-making calculation process
is as follows:

(1) Take three objective optimization functions as indicators to evaluate t solutions in the
Pareto optimal solution set and obtain the indicator matrix I:

I = (imn)t×3(m = 1, 2, · · · t; n = 1, 2, 3) (13)

where imn is the value of the nth objective function of the mth solution.
(2) Standardize each element of indicator matrix I:

i∗mn =
imn

imax,n
(14)
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where imax,n is the maximum value of the nth objective function.
(3) Using the COWA operator to calculate the weight of the three objective functions ωn:

ωn =
ω∗n

3
∑

n=1
ω∗n

(15)

where ω∗n =
t

∑
m=1

τm · i∗mn, τm =
Cm−1

t−1
t−1
∑

j=0
Cj

t−1

=
Cm−1

t−1
2t−1 , Cm−1

t−1 is the combination number of

m− 1 elements arbitrarily extracted from t− 1 elements.
(4) Assign weight to each element of indicator matrix I to obtain the weighting matrix K:

K = (kmn)t×3(m = 1, 2, · · · , t; n = 1, 2, 3) (16)

where kmn = i∗mn ·ωn
(5) Take the minimum element of the mth column in the weighting matrix K as the

optimal solution S+
n and the maximum element as the worst solution S−n , respectively:

S+
n = min(k1n, k2n, · · · , k3n) (17)

S−n = max(k1n, k2n, · · · , k3n) (18)

(6) Calculate the distance between elements kmn in the weighting matrix K and S+
n ,

S−n ——D+
m , and D−m , respectively:

D+
m =

√√√√ 3

∑
n=1

(
kmn − S+

n
)2 (19)

D−m =

√√√√ 3

∑
n=1

(
kmn − S−n

)2 (20)

(7) Calculate the proximity index Rm between the mth solution in the Pareto optimal
solution set and the optimal level:

Rm =
D−m

D+
m + D−m

(21)

Sort the results in descending order. The solution with the largest Rm-value is optimal.

2.4. Optimization and Decision Result Analysis

The proposed method is implemented and tested based on MATLAB. The computer is
loaded with a Windows system with AMD Ryzen5 3.0 GHz processor and 16 GB memory.

The weights of the three optimization objective functions are calculated by
Equations (13)–(15) as follows: ω1 =0.2940, ω2 =0.2157, and ω3 =0.4903. The top five
solutions in the Pareto optimal solution set obtained through TOPSIS decision making are
shown in Table 2.

Therefore, the longitudinal displacement of lane changing is finally determined to be
78 m, and the lane changing time is 5.2 s. The optimal lane changing trajectory function
can be obtained by substituting the two parameters into Equation (1) and combining the
state quantities at the initial and termination moments of the ego vehicle lane changing.
The lane changing trajectories of the ego vehicle and other surrounding vehicles are shown
in Figure 8, where Ve represents the ego vehicle, Vf c represents the vehicle in front of the
current line, Vf t represents the vehicle in front of the target line, and Vrt represents the
vehicle in rear of the target line.



Appl. Sci. 2023, 13, 1149 12 of 16

Table 2. The top 5 solutions in the Pareto optimal solution set.

Order

The Decision Variables Objective Optimization Function
RmLongitudinal

Displacement/m
Time

/s WRMS ρmax
s

/m

1 78 5.2 0.5947 0.0035 78.1286 0.9160
2 80 5.2 0.5827 0.0034 80.1254 0.9154
3 76 5.0 0.6137 0.0037 76.1320 0.9148
4 82 5.4 0.5478 0.0032 82.1223 0.9136
5 80 5.8 0.8051 0.0034 80.1254 0.9118
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In Equation (1), the lateral trajectory is a function of the longitudinal displacement x.
The lateral velocity and acceleration can be obtained by Equation (22).{ .

y(t) =
.
y(x)

.
x(t)

..
y(t) =

..
y(x)

.
x2
(t) +

.
y(x)

..
x(t)

(22)

Then, the longitudinal and lateral displacement, velocity, acceleration, yaw angle,
curvature, and other information of the vehicle are obtained, and the schematic diagram of
these variables with time is drawn by Matlab as follows (Figure 9).
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It can be seen from the figure that the displacement, velocity, and curvature of the
planned trajectory are smooth and continuous. The longitudinal velocity is gently acceler-
ated from 13.89 m/s to 16.67 m/s, and the lateral velocity is gently accelerated from 0 to
1.35 m/s and then slowed down to 0. The lane changing process is relatively stable. The
maximum value of longitudinal acceleration is about 0.95 m/s2, the maximum value of
lateral acceleration is about 0.91 m/s2, and the acceleration value of the start and end of
lane changing is 0. The optimal lane changing path designed in this study conforms to the
constraints of lane changing trajectory and is suitable to be used as the actual lane changing
reference trajectory.

The path planning method in [20] is compared with the proposed method. Similar
to the lane change scenario in [20], the maximum curvature of the lane change trajectory
planned in this study is 0.0221/m, which is smaller than that in [20] (0.05729/m), and the
lane changing velocity and acceleration curves in [20] are not smooth. The comparison
shows that the method proposed in this study can ensure a more stable and comfortable
lane changing process.

3. Conclusions

An optimal lane change path planning algorithm based on NSGA-II and TOPSIS is
proposed in this paper, and the vehicle lane change trajectory is generated based on a
quintic polynomial. Firstly, feasible lane change trajectory clusters are obtained based on
lane change constraints and an obstacle avoidance algorithm. Firstly, feasible lane change
trajectory clusters are obtained based on lane change constraints and an obstacle avoidance
algorithm. Then, a multi-objective optimization method for lane change trajectory based on
NSGA-II is proposed, which takes into account the comfort, stability, efficiency, and impact
on traffic flow. On this basis, the COWA operator is introduced to calculate the weights of
three objective optimization functions. Finally, the TOPSIS Algorithm is applied to obtain
the optimal lane change path. The simulation results show that the displacement, velocity,
and curvature of the optimal lane change trajectory planned by the method proposed in
this paper are smooth and continuous and meet the constraints of the lane change trajectory,
which is suitable for the actual lane change reference trajectory.

However, there still exist some research limitations that future works will be required
to be addressed. Firstly, we hope to further improve the efficiency of the algorithm,
making the lane change path planning response faster. Moreover, in the process of lane
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changing, the prediction of the surrounding traffic vehicle trajectory will be added to make
the collision detection more reasonable. In addition, the method proposed in this paper
will be combined with the trajectory tracking control algorithm. The rationality of the
algorithm will be verified by the vehicle dynamics software, and the vehicle yaw rate and
other dynamic characteristics during lane changing will be analyzed to see if they meet
the requirements.
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