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Abstract—Cognitive femtocell has been envisioned as a promis-
ing technology for covering indoor environment and assisting
heavy-loaded macrocell network. Although lots of technical issues
of cognitive femtocell network have been studied, e.g., spectrum
sharing, interference mitigation, etc., the economic issues that are
very important for practical femtocell deployment have not been
well investigated in the literatures. In this paper, we focus on
the pricing issues in the cognitive femtocell network and propose
a two-tier pricing game theoretic framework with two models:
static and dynamic pricing models. In the static pricing model,
we derive the closed-form expressions for pricing and demand
functions, as well as the Nash equilibrium pricing strategies for
both macrocell and femtocell operators. In the dynamic pricing
model, we first model the cognitive users’ network access behavior
as a two-dimensional Markov decision process and propose a
modified value iteration algorithm to find the best strategy profiles
for cognitive users. Based on the analysis of users’ behavior, we
further design an iterative gradient descent algorithm to find the
Nash equilibrium pricing strategies for both macrocell and femto-
cell operators. Simulation results verify our theoretic analysis and
show that the proposed algorithm in the dynamic pricing model
can quickly converge to the Nash equilibrium prices.

Index Terms—Cognitive femtocell, two-tier pricing, Nash equi-
librium price, Markov decision process.

I. INTRODUCTION

R ECENTLY, femtocell technology is proposed to combat

the poor signal reception problem for indoor environment

and aims to provide high-speed, low-power communication

solutions. Since it is predicted that in the near future, about

60% of voice traffic will originate from indoor environments

with femtocell, femtocell networks have to use the same spec-

trums with macrocells to avoid additional hardware support [1].

Under such circumstance, the application of cognitive radio

technology in the femtocell network becomes a promising so-

lution [2]. The involvement of cognitive radio in femtocell not

only can improve the efficiency of spectrum management, but
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also enhance the flexibility and reconfigurability of femtocell’s

access point (AP) deployment [3], [4].

The concept of “cognitive femtocell” has received more and

more attentions from researchers around the world. In [4]–[6],

downlink spectrum sharing problems between macrocells and

femtocells were studied, including joint channel allocation

and power control method in [5], decentralized OFDMA

based cognitive femtocell network in [6] and underlay spec-

trum sharing schemes design and analysis in [7]. To mitigate

the interference in cognitive femtocell network, Chang pro-

posed a multiple-access CDMA based approach in [8] and

Wang et al. proposed a stochastic dual control approach in [9].

Game-theoretic resource allocation in cognitive femtocell net-

work are studied in [10] with correlated equilibrium analy-

sis and in [11] with Stackelberg game model. In [12], two

cooperation models, called as “Cooperative Relay Model”

and “Interference Model”, were proposed for femtocell and

macrocell users in cognitive femtocell networks. Moreover,

Hu et al. discussed the scenario of scalable video streaming

over cognitive femtocell network in [13].

Those prior works on cognitive femtocells mainly focused on

various technical issues, such as spectrum sharing, interference

mitigation, resource allocation, etc. Little effort has been made

on the economic issue in cognitive femtocell networks, which is

also an important topic when it comes to practical deployment

of cognitive femtocells. In this paper, we will study the pricing

game between macrocell operator and femtocell operator in

cognitive femtocell networks. In the literatures, the pricing

related issues were discussed in [13] and [14], where Yun et al.

designed two pricing schemes (flat and partial volume pricing)

under the case of monopoly market in [14] and Kang et al.

analyzed two pricing models (uniform and non-uniform

pricing) under two scenarios (sparsely and densely deployed

scenarios) in [15]. From the perspective of operators, Ren et al.

discussed whether the operator should enter the femtocell

market in [16], while Duan et al. studied whether the operator

should provide users with only the macrocell service, only the

femtocell service, or both services in [17].

All the existing literatures assume that both femtocell and

macrocell are operated by the same service provider. However,

the femtocell operator and macrocell operator can be differ-

ent in the practical scenarios. For example, in China, China

Telecom, the third largest wireless service provider is planning

to lease TD-LTE spectrums from China Mobile, the largest

wireless service provider, and build femtocell networks [18].

In such a case, each operator only tries to maximize its own

utility and the competition between the macrocell and fem-

tocell operators would appear, which is the main difference

of this work from the traditional heterogeneous networks. In

this paper, we consider such a scenario and study the pricing
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issue among indoor users, femtocell operator and macrocell

operator. Although the spectrum leasing related issues were

analyzed in [18] and [19], including the macrocell-femtocell

cooperation game in [19] and hybrid access based spectrum

leasing framework in [20], the pricing issue was not discussed

in these works. Note that the spectrum leasing game is also

investigated in cognitive radio networks, where the primary

users lease licensed spectrums to the secondary users with

some [21]–[23]. In our model, the cognitive users can choose

to access either femtocell or macrocell, which is the main

difference from the existing spectrum leasing game in cognitive

radio networks where the secondary users can only access

the secondary networks. Moreover, there is also competition

between the femtocell and macrocell operators in our model,

leading to a two-tier pricing game model which is totally differ-

ent from the spectrum leasing game in cognitive radio networks.

In this paper, we study the pricing game between macro-

cell and femtocell operators, where femtocell operators lease

spectrums from the macrocell operator to provide high-speed

communications for indoor users. Given the spectrum leasing

price, macrocell and femtocell operators set the network ac-

cess prices independently and non-cooperatively. The cognitive

users can access either macrocell network or femtocell network

to achieve the best utility. We formulate this pricing problem as

a two-tier pricing model and derive the Nash equilibrium prices

under two models: static pricing model and dynamic pricing

model, where “dynamic” means that the network access price

is changing with the number of users in the network. The main

contributions of this paper are summarized as follows.

1) We propose a two-tier pricing game framework to study

the pricing strategies of macrocell and femtocell oper-

ators. The two-tier pricing game is analyzed under two

models: static pricing model and dynamic pricing model.

Based on the analysis of cognitive users’ network access

behaviors, we derive the utilities of both operators and the

Nash equilibrium pricing strategies.

2) In static pricing model, we define the cognitive users’

utility functions of accessing macrocell or femtocell

network, as well as macrocell and femtocell operators’

utility functions. According to the utility functions, we

further derive the closed-form expressions for pricing and

demand functions of both operators. Through solving the

joint pricing equations, the closed-form expressions for

Nash equilibrium pricing strategies of both operators are

derived.

3) In dynamic pricing model, we analyze cognitive users’

network access behavior by considering their long-term

expected utilities and the interactions among them due

to negative network externality. We formulate users’ net-

work access behavior as a 2-D Markov decision process,

and propose a modified value iteration algorithm to find

the corresponding best strategy profile. We further the-

oretically prove that there exists a threshold structure in

the best strategy profile. Moreover, based on the analysis

of cognitive users’ behaviors, we analyze the utilities of

macrocell and femtocell operators, and design an iterative

gradient descent algorithm to find the Nash equilibrium

pricing strategies for both operators.

The rest of this paper is organized as follows. First, our

system model is described in Section II. Then, we analyze the

Fig. 1. System model of the cognitive femtocell network.

Nash equilibrium pricing strategies of macrocell and femtocell

operators in terms of static and dynamic pricing model in

Sections III and IV, respectively. Finally, simulation results are

shown in Section V and conclusions are drawn in Section VI.

II. SYSTEM MODEL

A. Network Entity

The system diagram is shown in Fig. 1. We consider one

macrocell base station located at the center of one region, which

is operated on licensed spectrums and considered as licensed

users in the system. Within the coverage area of the macrocell

base station, there are multiple femtocell networks operating

on spectrums which are leased from macrocell network. Note

that there is no interference between macrocell and femtocell

network since they are operated on different spectrums, i.e., the

interweave heterogeneous networks architecture [24], [25]. The

spectrum leasing price, denoted by w, is set by the macrocell

operator. The macrocell network and femtocell network offer

different spectrum access prices to the mobile users, denoted

by pm and pf , respectively. For users within the coverage

area of one femtocell base station, they can cognitively access

either femtocell network or macrocell network, i.e., the “open

access” model [1]. As shown in Fig. 1, since all femtocell

networks are operated by the same operator and thus relatively

homogeneous, we only focus on one femtocell network and

study the cognitive users’ behaviors within it, based on which

we further analyze its pricing strategies. Note that although

the cognitive radio model in our system is based on “spectrum

leasing” scheme instead of “spectrum sensing” scheme, all the

results in this paper can be easily extended to those of the latter

scheme.

B. Two-Tier Pricing Model

According to the system diagram discussed above, we can

abstract a two-tier pricing model as shown in Fig. 2. For

cognitive users, on one hand, accessing femtocell network

may obtain higher data rate but with higher payment due to

additional spectrum leasing costs for the femtocell operator. On

the other hand, accessing macrocell network can lead to lower

payment but users may experience unsatisfied data rate due to

unfavorable locations. Therefore, rational cognitive users make

their decisions, i.e., accessing macrocell network or femtocell

network, by comparing the corresponding utilities.

For network operators (macrocell and femtocell operators),

on one hand, through adjusting the network access prices

pm and pf , they compete with each other for more users to

maximize their own profits. On the other hand, the macrocell

operator can also influence femtocell’s pricing strategy through
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Fig. 2. Two-tie pricing model.

controlling the spectrum leasing price w. In such a case, we can

formulate the two-tier pricing game model as a non-cooperative

game with complete information as follows:

• Players: The macrocell operator and femtocell operator.

• Strategies: The two players’ strategies are network access

prices set by two network operators: pm and pf , respec-

tively. That is, the strategy profile is (pm, pf ). Note that

pf should be no less than the spectrum leasing price,

i.e., pf > w. (This is because if pf ≤ w, the femtocell

operator’s profit will be negative or 0.)

• Utilities: The utilities of macrocell and femtocell oper-

ators, denoted by Vm(pm, pf ) and Vf (pm, pf ), are their

own overall profits, respectively.

Based on the game formulation above, we can define the

Nash Equilibrium (NE) of this two-tie pricing game as follows.

Definition 1—Nash Equilibrium Price (NE Price): A price

strategy profile (pNm, pNf ) is a NE pricing strategy profile of

the two-tie pricing game, if and only if, no unilateral deviation

in pricing strategy by any single operator is profitable for that

operator, that is

∀pm, Vm

(

pNm, pNf
)

≥Vm

(

pm, pNf
)

, (1)

∀pf > w, Vf

(

pNm, pNf
)

≥Vf

(

pNm, pf
)

. (2)

In the following section, we will study the NE price under

two models: static pricing model and dynamic pricing model.

In static pricing model, the prices (pm, pf ) are independent of

the network state, i.e., the number of users in each network,

and users’ utilities are independent of each other, which means

that the negative externality is not considered. With the static

pricing model, we can derive closed-form expression for NE

price to give insights of the relationship between w, pm and pf .

In dynamic pricing model, the prices (pm, pf ) depend on the

number of users in each network, and the more users access

one network, the less utility each user can obtain, which means

that the negative externality is considered.

III. STATIC PRICING MODEL WITHOUT NEGATIVE

EXTERNALITY

In this section, we study the static pricing model, where

the network access prices for macrocell network and femtocell

network, pm and pf , are independent of the number of users

sharing the same network. Moreover, the negative externality

is not considered in this static model, which means users’

throughput are independent of each other [26], [27]. According

to the Hotelling model in economics [28], which is usually

Fig. 3. Static pricing model.

used to model the distribution of customers within one area,

we assume that cognitive users are linearly uniformly located

within the coverage of each femtocell base station. As shown

in Fig. 3, suppose the coverage radius of each femtocell is D
and the number of all cognitive users within the femtocell is

ND. Let rf represent the distance between a cognitive user and

the corresponding femtocell base station. With the Hotelling

model, the number of users located within distance rf ≤ d,

Nd, satisfies that (Nd/ND) = (d/D). Note that our analysis

in this paper is not limited to be the Hotelling model, and other

user distribution model can be analyzed in a similar way. In the

following derivation, we normalize the coverage radius of each

femtocell, D, to be 1, i.e., the distance between a user and the

corresponding femtocell base station, rf , satisfies 0 < rf ≤ 1.

A. Utility Functions

1) Utility Functions of Cognitive Users: When confronted

with macrocell network and femtocell network simultaneously,

a rational cognitive user would estimate and compare the

utilities from accessing both networks and make a selection

that can provide better utility. From a rational cognitive user’s

perspective, his/her motivation is always to acquire as much

data rate as possible with a low cost, where the cost mainly

refers to the network access fees, as well as the interference

from neighboring cells. In such a case, given network access

prices pm and pf , we can define the utility functions of users

located at rf as follows:

Um =Rm − θpm − Im, (3)

Uf =Rf − θpf − rfIf , (4)

where Um and Uf are utilities of choosing macrocell network

and femtocell network, respectively; Rm and Rf are throughput

each cognitive user can obtain by accessing macrocell network

and femtocell network, respectively; Im is the interference

from neighboring macrocells, which is considered as a constant

within the coverage of one femtocell since the coverage radius

of one femtocell is usually 20 to 50 meters, while the coverage

radius of one macrocell is typically around 1 kilometer [29];

rfIf is the interference from neighboring femtocells, which is

considered proportionally to the distance between the user and

the femtocell base station, since the further from the femtocell

base station, the more interference will be caused and the

interference reaches limit on the boundary of two adjacent

femtocells; and θ is a constant coefficient that transfers the

price cost into throughput loss. Note that the interference terms
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Im and If in the utility functions represents the throughput

degradation due to the inter-cell interference, e.g., Im can be

calculated as follows:

Im = log

(

1 +
Ps

Pn

)

− log

(

1 +
Ps

Pn + Pi

)

, (5)

where Ps denotes the macrocell signal power, Pn denotes the

noise power and Pi denotes the inter-cell interference power.

Such a utility definition is also helpful to derive the closed-

form expression of the NE price, which can give more insightful

results about the static pricing model. The cognitive users

consider to access the network only if the utility is larger than

0. If both Um and Uf are positive, the user will choose the one

with larger utility. From the utility function definitions in (3)

and (4), we can see that the price pf should satisfy w < pf <
Rf/θ, otherwise, no user will choose femtocell network and the

two-tier pricing model will not exist.

2) Utility Functions of Macrocell and Femtocell Operators:

Suppose the numbers of cognitive users choosing the macrocell

network and the femtocell network are Qm and Qf , respec-

tively. Note that the total number of users within the coverage

of one femtocell is normalized as 1, which means that Qm +
Qf ≤ 1. As shown in Fig. 2, the femtocell operator’s utility is

only determined by femtocell users’ access. On the other hand,

for the macrocell operator, both channels of users’ access can

contribute to its utility. In such a case, the utility functions of

both operators, Vm and Vf , can be defined as follows:

Vm =wQf + pmQm, (6)

Vf =(pf − w)Qf . (7)

Recall that w is the spectrum leasing price. With the utility

function definitions in (3)(7), we will analyze the NE price as

defined in Section II-B in the following.

B. Best Response of Femtocell Network

In this subsection, we first derive the best response of fem-

tocell network, i.e., optimal pricing strategy p∗f when given the

network access price of macrocell network, pm. According to

users’ utility of accessing macrocell network, Um, there are

two cases:

• Case 1: pm ≥ (Rm − Im)/θ

In this case, according to (3), Um ≤ 0, which means that all

users will not choose macrocell network, i.e., Qm = 0. On the

other hand, one cognitive user will access femtocell network if

and only if his/her utility Uf is larger 0. In such a case, accord-

ing to (4), we have rf ≤ (Rf − θpf )/If which means that only

users located at a distance less than (Rf − θpf )/If from the

femtocell base station will access femtocell network. Since the

total number of users within one femtocell has been normalized

as 1, we can derive the demand function of femtocell network,

Qf , as follows:

Qf =

{

1, if w < pf ≤ (Rf − If )/θ,
(Rf−θpf )/If , if (Rf−If )/θ<pf <Rf/θ.

(8)

From (8), we can see that the demand function Qf is a non-

increasing function in terms of price pf and all users will

choose to access femtocell network when pf is lower than the

threshold (Rf − If )/θ. To obtain the optimal pricing strategy,

p∗f , which maximizes the utility of operators, we can solve the

equation arg max
pf∈(w,Rf/θ)

Vf = (pf − w)Qf as

p∗f =

{

(Rf − If )/θ, if w ≤ (Rf − 2If )/θ,
(θw+Rf )/2θ, if (Rf−2If )/θ<w<Rf/θ.

(9)

And the corresponding optimal demand Q∗
f is

Q∗
f =

{

1, if w ≤ (Rf − 2If )/θ,
(Rf−θw)/2If , if (Rf−2If )/θ<w<Rf/θ.

(10)

• Case 2: pm ≤ (Rm − Im)/θ

In this case, according to (3), we have Um ≥ 0, and thus

the influence of pm on pf should be taken into account.

Since users will access the network which can provide higher

utility, through comparing Um and Uf in (3) and (4), we have

(11), shown at the bottom of the page. Similarly, the optimal

pricing strategy p∗f is given in (12), shown at the bottom of

the page. From (9) and (12), we can see given the pricing

strategy of macrocell network pm, the optimal pricing strategy

for femtocell network p∗f is a non-decreasing function in terms

of spectrum leasing price w.

C. Best Response of Macrocell Networks

In this subsection, we derive the best response of macrocell

network, i.e., optimal pricing strategy p∗m when given the

network access price of femtocell network, pf . According to the

relationship between Um and Uf , we consider three intervals of

pm as follows.

Interval 1: pm ≤ pf + (Rm −Rf − Im)/θ, within which

Uf is always less than Um. In such a case, Qf = 0, Qm = 1,

and Vm = pm which is an increasing function in terms of pm.

Interval 2: pf+(Rm −Rf − Im)/θ < pm < pf + (Rm −
Rf + If − Im)/θ. According to whether Uf is larger than 0,

there are two cases.

• Case 1: w < pf ≤ (Rf − If )/θ

In this case, Uf is always larger than 0, and pm <
(Rm − Im)/θ, i.e., Um > 0. Therefore, through comparing Uf

and Um, we have Qf = (Rf −Rm + Im + θpm − θpf )/If ,

Qf =

{

1, if w < pf ≤ (Rf −Rm + Im − If + θpm)/θ,

(Rf −Rm + Im + θpm − θpf )/If , if (Rf −Rm + Im − If + θpm)/θ < pf < Rf/θ
(11)

p∗f =

{

(Rf −Rm + Im − If + θpm)/θ, if w ≤ (Rf −Rm + Im − 2If + θpm)/θ,

(Rf −Rm + Im + θw + θpm)/2θ, if (Rf −Rm + Im − 2If + θpm)/θ < w < Rf/θ
(12)



5292 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 13, NO. 9, SEPTEMBER 2014

Qm = 1−Qf . In such a case, the utility of macrocell

operator is

Vm = wQf + pm(1−Qf ) = (w − pm)Qf + pm. (13)

Since (∂2Vm/∂p2m) = −2θ < 0, Vm is a concave function in
terms of pm in this case. The optimal p∗m can be calculated by

solving (∂Vm/∂pm) = 0 as

p∗m = (Rm −Rf + If − Im + θw + θpf )/2θ. (14)

• Case 2: (Rf − If )/θ < pf < Rf/θ

In this case, if pm > (Rm − Im)/θ, the utility of macrocell

operator is independent of pm since Um < 0 and Vm = wQf .

Therefore, we only consider when pm ≤ (Rm − Im)/θ, which

is similar with Case 1 that Vm is a concave function in terms of

pm and the optimality achieves at the same point.

Interval 3: pm ≥ pf + (Rm −Rf + If − Im)/θ, which

means Uf is always larger than Um. In such a case, Qm = 0
and Vm = wQf is independent of pm.

To summarize, we can see that Vm is continuous in Interval 1

and Interval 2, and Vm is increasing in Interval 1 and concave

in Interval 2. In Interval 3, Vm is independent of pm and is

less than Vm at the boundary point of Interval 2. Therefore, the

optimal p∗m should lie within Interval 2 or at the boundary of

Interval 2. In such a case, we can summarize the best response

function of macrocell operator as follows:

1) When w ≤ (Rm − Im − If )/θ, p∗m is given in (15),

shown at the bottom of the page.

2) When w > (Rm − Im − If )/θ, p∗m is given in (16),

shown at the bottom of the page.

Similarly, we can see given the pricing strategy of femtocell

network pf , the optimal pricing strategy for macrocell network

p∗m is also a non-decreasing function in terms of spectrum

leasing price w.

D. NE Price

In this subsection, we analyze the NE price for both macro-

cell and femtocell operators, (pNm, pNf ), based on the best

response functions we derived in previous subsections. Since

when pm > w > (Rm − Im)/θ, the price of accessing macro-

cell network is so high that no cognitive user will access it, we

only consider the case of w ≤ (Rm − Im)/θ in the following

theorem, where the NE prices under different conditions are

summarized.

Theorem 1: When the spectrum leasing price w ≤ (Rm −
Im)/θ, the NE price (pNm, pNf ) is

1) when Im +Rf −Rm < 2If and w < (Rf + 2Rm −
2If − 2Im)/3θ,

{

pNm = w + (Rm −Rf + 2If − Im)/3θ,
pNf = w + (Rf −Rm + If + Im)/3θ,

(17)

2) when Im +Rf −Rm < 2If and w ≥ (Rf + 2Rm −
2If − 2Im)/3θ,

{

pNm = (Rm − Im)/θ,
pNf = (θw +Rf )/2θ,

(18)

3) when Im +Rf −Rm ≥ 2If ,

{

pNm = w,
pNf = w + (Rf −Rm + Im − If )/θ.

(19)

The physical meaning of the NE price is a pricing point

(pm, pf ) where each operator’s utility is maximized given the

other operator’s pricing strategy. Therefore, the NE price can be

found by calculating the intersection point of those two network

operators’ best response functions, i.e., (9), (12) and (15), (16).

Due to page limit, we omit the derivation details here. Note

that when there is no intersection, the boundary point is taken

as NE, as shown in Case 3) of Theorem 1, since the boundary

point pm = w already maximizes the utility of the macrocell

operator. Moreover, since all the best response functions are

linear as shown in (9), (12) and (15), (16), the intersection of

two linear functions can only be unique, which guarantees the

uniqueness of the NE price.

E. Discussions

In this subsection, we discuss some physical meanings be-

hind Theorem 1. If we regard Rf −Rm as the potential cost of

accessing macrocell network instead of femtocell network, then

Im +Rf −Rm in Theorem 1 can be considered as the overall

cost of accessing macrocell network. Based on this perspective,

we can interpret different NE price under different conditions

as different states between the operators of both networks. In

the following, we will discuss four different states between

two operators: “independent state”, “competition state”, “co-

operation state” and “threatening state”, where each of them is

corresponding to one specific NE price.

• State 1: Independent State

When the macrocell operator increases the spectrum leasing

price w as to w > (Rm − Im)/θ, no user will access macrocell

p∗m =

⎧

⎨

⎩

w, if pf ≤ (Rf−Rm+Im−If+θw)/θ;

(Rm−Rf+If−Im+θw+θpf )/2θ, if (Rf−Rm+Im−If+θw)/θ<pf <(Rf−Rm+Im+If+θw)/θ;
pf+(Rm−Rf−Im)/θ, if (Rf−Rm+Im+If+θw)/θ≤pf ≤Rf/θ

(15)

p∗m =

⎧

⎨

⎩

w, if pf ≤ (Rf−Rm+Im−If+θw)/θ;

(Rm−Rf+If−Im+θw+θpf )/2θ, if (Rf−Rm+Im−If+θw)/θ<pf <(Rf+Rm−Im−If−θw)/θ;
(Rm−Im)/θ, if (Rf+Rm−Im−If−θw)/θ≤pf ≤Rf/θ

(16)
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network since pm > w > (Rm − Im)/θ and Um < 0. In such

a case, from cognitive users’ perspectives, macrocell network is

kind of invisible and femtocell network seems to be monopoly.

Meanwhile, the utilities of both network operators are indepen-

dent with each other, as well as their pricing strategies, due to

which we define this state as “independent state”. Although

there is no user accessing macrocell network, the macrocell

operator can already obtain sufficient utilities from leasing

spectrums to the femtocell operator with high spectrum leasing

price. For femtocell network, in order to ensure positive utility,

the price it offers to users pf should be larger than w, i.e.,

(pf > w), due to which many users will not access it neither.

In other words, such a strategy leads to low utilities for both

operators. Therefore, this “independent state” is not a desirable

NE price for both operators.

• State 2: Competition State

When the overall cost of accessing macrocell network Im +
Rf −Rm is relatively low and the spectrum leasing price

w is also relatively low, the competition between macrocell

operator and femtocell operator appears, i.e., the system is

in “competition state” and the corresponding NE is shown

in the first case of Theorem 1. It may be easier to see the

competition by comparing the pricing strategy and demand of

femtocell network between this state and “independent state”.

Let us denote the optimal pricing strategy and demand of

femtocell operator in “independent state” as pIf and QI
f , which

are shown in (9) and (10), respectively. Then, we can see that

the femtocell operator’s pricing strategy in this state pNf < pIf
by comparing (17) and (9), and QC

f = [w + (Rf −Rm + If +

Im)/3θ]/If < QI
f . Such phenomenons reveal that the femto-

cell operator is no longer monopoly and it has to reduce its price

to compete for more users.

• State 3: Cooperation State

When the overall cost of accessing macrocell network Im +
Rf −Rm is relatively low but the spectrum leasing price w
becomes higher, the cooperation between macrocell operator

and femtocell operator appears, which leads to the “cooperation

state” with the corresponding NE shown in the second case

of Theorem 1. In this state, the optimal demand of femtocell

network QN
f is equal to QI

f , the demand of femtocell network

in “independent state”, which is the femtocell’s monopoly state;

while the demand of macrocell network is QN
m = 1−QN

f .

Such a phenomenon shows that users who are relatively near

with the femtocell base station choose to access femtocell

network, and the remaining users choose to access macrocell

network. In such a case, both network operators cooperate to

attract all users and the social welfare of this state is the highest

compared with other states. Therefore, this “cooperation state”

is a favorable NE price for both operators.

• State 4: Threatening State

When the overall cost of accessing macrocell network Im +
Rf −Rm is relatively high, no user accesses macrocell net-

work, i.e., QN
m = 0 and QN

f = 1. One possible scenario is

that the femtocell base station is located near the boundary

of two macrocells, due to which users will suffer from sever

interference from neighboring macrocell if accessing macrocell

network. Compared with the “independent state”, the optimal

pricing strategy of femtocell network in this state satisfies

pNf =w+(Rf−Rm+Im−If )/θ<(Rf−If )/θ=pIf (20)

which means that although no user chooses to access macrocell

network, the pricing of macrocell operator can threaten that of

femtocell operator. Note that this “threatening state” is also not

a desirable NE price for both operators.

IV. DYNAMIC PRICING MODEL WITH NEGATIVE

EXTERNALITY

In this section, we study the dynamic pricing model, where

the negative externality is considered. In this model, the net-

work access prices (pm, pf ) depends on the number of users in

each network, and each user’s utility depends on others’ since

the more users access one network, the less utility each user

can obtain, i.e., negative network externality [26], [27]. Let

us define the network state as S = (im, if ), where im means

the number of users in macrocell network and if means that

in femtocell network. Note that each network can only serve

limited number of users simultaneously, thus we have im ≤
Nm and im ≤ Nf , where Nm and Nf are maximum numbers

of users each network can support at one time, respectively.

Here, we consider three kinds of users:

1) users who always access the macrocell network;

2) users who always access the femtocell network;

3) cognitive users who can access either the macrocell or

femtocell network according to the utilities.

We assume that these three kinds of users arrive by Poisson

process with arrival rate: λm, λf , and λ, respectively. After a

user accesses one network, he/she cannot switch to the other

network within a period of time exponentially distributed with

mean μ−1, independent of which network the user accesses.

We assume that there is a log-file in the server of each net-

work, which records each user’s access time and leaving time.

Through querying this log-file, the new coming cognitive user

can obtain current network state S, i.e., the number of users in

each network, as well as the estimation of network parameters

λm, λf , λ, and μ.

The immediate utility functions of a cognitive user can be

defined as follows:

Um(im) =Rm(im)− θpm(im)− Im, (21)

Uf (if ) =Rf (if )− θpf (if )− If , (22)

where Rm(if ) = Bm log(1 + (SNRm/(im − 1)INRm + 1))
and Rf (if ) = Bf log(1 + (SNRf/(if − 1)INRf + 1)), Bm

and Bf are bandwidths; SNRm and INRm are Signal-Noise-

Ratio and Interference-Noise-Ratio from each of other users in

the macrocell network, respectively, and SNRf and INRf are

those in the femtocell network accordingly; pm(im) and pf (if )
are pricing strategies of both operators, which are changing

with the network state; Im and If are interference caused by

neighboring macrocells and femtocells, respectively, which are

independent of the network state. Note that the interference

from neighboring femtocells are considered as the worst case
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here. In this model, we consider the prices pm and pf satisfying

that

∀im ≤Nm, pm(im) < Rm(Nm)− Im, (23)

∀if ≤Nf , pf (if ) < Rf (Nf )− If , (24)

which means that Um > 0 and Uf > 0. Moreover, we as-

sume that both immediate utility functions are decreasing

functions in terms of network state, i.e., (∂Um(im)/∂im) < 0
and (∂Uf (if )/∂if ) < 0. This assumption means that the more

users sharing one network, the less utility each user can obtain,

which is consistent with practical scenarios. In the following,

we will first analyze the cognitive users’ (the third kind of users)

network access behaviors, and then study the NE price for both

operators.

A. Cognitive Users’ Network Access Behavior

As discussed above, there are three classes of user arrival

streams. Since the first two classes of users’ network behaviors

are fixed, i.e., regularly accessing macrocell or femtocell net-

work, we only focus on analyzing the third class of users, i.e.,

cognitive users’ network access behavior. For rational cognitive

users, they will access a network that can provide higher utility.

To achieve this goal, one user not only needs to consider the

immediate utility defined in (21) and (22), but also takes into

account the subsequent users’ network access since the more

subsequent users access the same network, the less utility that

can be obtained in the future. In our model, users arrive by

the Poisson process and access the network sequentially. When

confronted with the network selection, a cognitive user only

has the knowledge about current network state information, i.e.,

(im, if ). In order to take into account users’ utility in the future,

we use Bellman equation to formulate a user’s utility and use

Markov decision process (MDP) model to analyze the rational

users’ behaviors. In traditional MDP problem, a player can ad-

just his/her decision when the system state changes. However,

in our system, once accessing one network, a user cannot adjust

his/her decision even if the network state has already changed.

Therefore, traditional MDP cannot be directly applied here. To

solve this problem, we propose a 2-dimensional MDP (2D-

MDP) model, and a modified value iteration method to derive

the network selection solutions for each user.

1) 2D-MDP Formulation: To construct the 2D-MDP model,

we first need to define the actions of users and the network

state transition probabilities. The action set of each user is

choosing macrocell or femtocell network, denoted by A =
{M,F}. Let as ∈ A stand for a new user’s action when arriving

with network state S. In such a case, we can define the network

state transition probabilities as follows:

Pn {S
′|S = (im, if )}

=

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

λm + 1M(as)λ, if S ′ = (im + 1, if )
λf + 1F(as)λ, if S ′ = (im, if + 1)
imμ, if S ′ = (im − 1, if )
ifμ, if S ′ = (im, if − 1)
1− λm − λf − λ− (im + if )μ, if S ′ = S = (im, if )
0, otherwise,

(25)

Fig. 4. State diagram of the 2-D Markov chain.

where S ′ is the next state of S, μ is the departure rate, and

1M(as) and 1F(as) are an indicator functions defined by

1M(as)

{

1, if as = M,
0, if as = F.

1F(as)

{

1, if as = F,
0, if as = M.

(26)

The network parameters should be normalized to satisfy λm +
λf + λ+ (Nm +Nf )μ < 1 in Pn(S

′ = S|S). Note that (25)

are based on the assumption that the system time is discretized

into small time slots, due to which the probability that more

than one user arrive or leave simultaneously is very small and

thus can be negligible [30]. With such an assumption, the state

transition from one time slot to the next, with a non-negligible

probability, can only be increasing 1 user, decreasing 1 user, or

keeping unchanged. Moreover, when the time slot is sufficiently

small, the probability that one user arrives or leaves within

one slot is approximately equal to the arrival or departure rate,

respectively. Fig. 4 illustrates the state transition diagram of

the two-dimension Markov chain, where the staying probability

Pn(S
′ = S|S) is not shown for conciseness.

Secondly, we need to define the expected utility functions of

cognitive users. In general, each user will stay at the selected

network for a period of time, during which the system state

may change. Therefore, when making the network selection, the

cognitive user should not only consider the immediate utility,

but also take into account the future utilities. In the MDP model

[31], Bellman equation is defined as a user’s long-term expected

payoff with the form as

W (S0) = max
{at}t=0

{

U(S0, a0) +

∞
∑

t=1

βtU(St, at)

}

, (27)

where the first term is the immediate utility of current state

S0, the second term is the expected utilities of the future

states beginning from the initial state S0, and βt is a discount

factor series which ensures the summation is bounded. Bellman

equation is usually written by a recursive form as follow

W (S) = U(S) +
∑

S′∈X

P (S ′|S, as)W (S ′), (28)

where S ′ represents the next state of S and P (S ′|S, as) is the

state transition probability given the user’s action at state S, as.

According to the definition of Bellman equation, we can define
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a user’s expected utility in macrocell network and femtocell

network, Wm(S) and Wf (S), respectively as follows:

Wm(im, if )=Um(im)+(1−μ)
∑

S′∈X

Pm(S ′|S)Wm(S ′), (29)

Wf (im, if )=Uf (if )+(1−μ)
∑

S′∈X

Pf (S
′|S)Wf (S

′), (30)

where (1− μ) is the discount factor, which can be regarded as

the probability that the user keeps staying at current network

since μ is the departure probability; and Pm(f)(S
′|S) in the

second term is the state transition probability conditioned on

that the user will still stay at current network in the next state S ′,

which is different with the network state transition probability

Pn(S
′|S) in (25). Note that both Pm(S ′|S) and Pf (S

′|S) are

closely related to the new arriving cognitive user’s action and

can be written as follows:

Pm {S ′|S = (im, if )}

=

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

λm+1M(as)λ, if S ′=(im+1, if )
λf+1F(as)λ, if S ′=(im, if+1)
(im−1)μ, if S ′=(im−1, if )
ifμ, if S ′=(im, if−1)
1−λm−λf−λ−(im+if−1)μ, if S ′=S=(im,if )
0, otherwise,

(31)

Pf {S
′|S = (im, if )}

=

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

λm+1M(as)λ, if S ′=(im+1, if )
λf+1F(as)λ, if S ′=(im, if+1)
imμ, if S ′=(im−1, if )
(if−1)μ, if S ′=(im, if−1)
1−λm−λf−λ−(im+if−1)μ, if S ′=S=(im,if )
0, otherwise,

(32)

where as denotes the new arriving cognitive user’s action, i.e.,

accessing whether macrocell network or femtocell network, and

the terms (im − 1) in (31) and (im − 1) in (32) are because

im and if already include the user who will not leave his/her

current network at state S ′.

Unlike the traditional MDP problem with only one Bellman

equation, there are two Bellman equations in our model as

shown in (29) and (30), which we call as 2-dimensional MDP

(2D-MDP) problem. The user’s strategy profile π = {as|∀S ∈
X} is a mapping from the state space to the action space, i.e.,

π : X → A. Due to the selfish nature, each user will choose the

best strategy to maximize his/her own expected utility. Suppose

that one user arrives with system state S = (im, if ), his/her best

strategy can be defined as

as =

{

M, Wm(im + 1, if ) ≥ Wf (im, if + 1),
F, Wm(im, if + 1) < Wf (im + 1, if ).

(33)

Since the strategy profile satisfying (29), (30), and (33), denoted

by π⋆, maximizes every arriving user’s utility, π⋆ is a Nash

equilibrium.

2) Cognitive Users’ Network Access Behavior: As dis-

cussed above, although the analysis of rational cognitive users’

behavior can be modeled as an MDP problem, it is different

from the traditional MDP problem that the user may not adjust

action even if the network state changes. In traditional MDP

problem, there is only one Bellman equation associated with

each network state, and the best strategy is directly obtained

by optimizing the Bellman equation. In our 2D-MDP problem,

there are two Bellman equations associated with each network

state as follows:

[

Wm(S)
Wf (S)

]

=

[

Um(S)
Uf (S)

]

+ (1− μ)

·

[

Pm(S ′|S) 0

0 Pf (S
′|S)

] [

WT
m(S ′)

WT
f (S

′)

]

, (34)

where Pm(f)(S
′|S) = [Pm(f)(S

′|S)|∀S ′ ∈ X ] and

Wm(f)(S
′|S) = [Wm(f)(S

′|S)|∀S ′ ∈ X ]. Moreover, the best

strategy profile π⋆ should satisfy (33) and (34) simultaneously.

Therefore, the traditional dynamic programming method in

[32] cannot be directly applied. To solve this problem, we

design a modified value iteration algorithm.

Given an initial strategy profile π, the conditional state tran-

sition probability Pm(f)(S
′|S) can be calculated by (31) and

(32), and thus the conditional expected utility Wm(f)(S) can

be found by (34). Then, with Wm(f)(S), the strategy profile π
can be updated again using (33). Through such an iterative way,

we can find the best strategy π⋆. In Algorithm 1, we summarize

the proposed modified value iteration algorithm for the 2D-

MDP problem. The output of the algorithm is the best strategy

for users, which is the network access behavior of the cognitive

users defined at the beginning of Section IV. In the following,

we will show that there exists a threshold structure in the best

strategy profile π⋆.

Algorithm 1 Modified Value Iteration Algorithm for 2D-MDP

Problem.

1: • Given tolerance Υ1 and Υ2, set ǫ1 and ǫ2.

2: • Initialize {W
(0)
m(f)(S) = 0, ∀S ∈ X} and randomize

π = {as, ∀S ∈ X}.

3: while ǫ1 > Υ1 or ǫ2 > Υ2 do

4: for all S ∈ X
5: • Calculate Pm(f)(S

′|S) using π and (31), (32).

6: • Update W
(n+1)
m(f) (S) using (34).

7: end for

8: for all S ∈ X do

9: • Update π⋆ = {as} using (33).

10: end for

11: • Update the parameter ǫ1 by ǫ1 = ‖π − π⋆‖2.

12: • Update the parameter ǫ2 by ǫ2 = ‖W
(n+1)
m(f) (S)−

W
(n)
m(f)(S)‖2.

13: • Update the strategy file π = π⋆.

14: end while

15: • The best strategy profile is π⋆.

Lemma 1: For im ≥ 0 and if ≥ 1,

Wm(im, if ) ≥Wm(im + 1, if − 1) (35)

Wf (im, if ) ≤Wf (im − 1, if + 1). (36)

Proof: See Appendix A. �

Lemma 1 shows that Wm is non-decreasing and Wf

is non-increasing along the line of im + if = m, ∀m ∈
{0, 1, . . . , Nm +Nf}. Based on Lemma 1, we will show the
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threshold structure in the best strategy profile π⋆ by following

Theorem 2.

Theorem 2: The best strategy profile π⋆ = {as} derived

from the modified value iteration algorithm has threshold struc-

ture as follows:

If as=(im,if ) =M, then as=(im−i′,if+i′) = M. (37)

If as=(im,if ) =F, then as=(im+i′,if−i′) = F. (38)

Proof: See Appendix B. �

Note that the best strategy profile π⋆ can be obtained off-line

and the profile can be stored in a table in advance. We can see

that the number of system states is (Nm + 1)(Nf + 1), which

means the corresponding strategy file has (Nm + 1)(Nf + 1)
strategies. With the proved threshold structure on each line

im + if = m, ∀m ∈ [0, Nm +Nf ], we just need to store the

threshold point on each line. In such a case, the storage of

the strategy profile can be reduced from O(N2) to O(2N).
Based on the analysis of users’ network access behavior, we

will further study the optimal pricing strategies for the operators

in the following subsection.

B. NE Price

Given the user’s network access behavior, i.e., the best

strategy profile π⋆ = {as}, the network state transition prob-

ability Pn(S
′|S) can be obtained according to (25). With

Pn(S
′|S) = {Pn(S

′|S), ∀S ′ ∈ X}, we can then derive the sta-

tionary state probability distribution of Markov chain, σ =
{σ(S), ∀S ∈ X}, by solving σPn = σ. In network state

S = (im, if ), the immediate utility of femtocell operator is

(pf (if )− w)if , while the immediate utility of macrocell op-

erator is pm(im)im + wif . In such a case, the expected utilities

of macrocell and femtocell operators can be defined as

Vm =
∑

S=(im,if )∈X

σ(S) (pm(im)im + wif ) , (39)

Vf =
∑

S=(im,if )∈X

σ(S) (pf (if )− w) if . (40)

On one hand, given the user’s network access behavior π⋆, i.e.,

given the stationary state probability distribution σ, the NE

price (pNm(im), pNf (if )) can be obtained through maximizing

(39) and (40). On the other hand, given the pricing strategy

(pm(im), pf (if )), π
⋆ can be calculated through Algorithm 1.

Therefore, the final NE price (pNm(im), pNf (if )) can be solved

through iterative optimizations.

Algorithm 2 Iterative Gradient Descent Algorithm for Finding

the NE Price.

1: • Given step size ηm(f) and ∆m(f), tolerance Υ1,2,3,4 and

maximum iteration number MAX , set ǫ1,2,3,4.

2: • Initialize l = 0, counter, p
∗(l)
m and p

∗(l)
f with random

values that satisfy (23), (24).

3: while ǫ1 > Υ1 and ǫ2 > Υ2 and counter < MAX do

4: //∗∗∗∗∗∗ Fix pm, to find optimal p∗
f .∗∗∗∗∗∗//

5: • Set pm = p
∗(l)
m , initialize j = 0 and p

(j)
f with random

value that satisfies (24).

6: while ǫ3 > Υ3 do

7: • Update femtocell operator’s pricing strategy p
(j+1)
f

using (41).

8: • Update the parameter ǫ3 by ǫ3 = ‖p
(j+1)
f − p

(j)
f ‖2.

9: • Update p
∗(l+1)
f = p

(j+1)
f .

10: end while

11: //∗∗∗∗∗∗ Fix pf , to find optimal p∗
m.∗∗∗∗∗∗//

12: • Set pf = p
∗(l)
f , initialize k = 0 and p

(k)
m with random

value that satisfies (23).

13: while ǫ4 > Υ4 do

14: • Update macrocell operator’s pricing strategy p
(k+1)
m

using (42).

15: • Update the parameter ǫ4 by ǫ4 = ‖p
(k+1)
m − p

(k)
m ‖2.

16: • Update p
∗(l+1)
m = p

(k+1)
m .

17: end while

18: • Update the parameter ǫ1 by ǫ1 = ‖p
∗(l+1)
m − p

∗(l)
m ‖2.

19: • Update the parameter ǫ2 by ǫ2 = ‖p
∗(l+1)
f − p

∗(l)
f ‖2.

20: • Update (pN
m,pN

f ) = (p
∗(l+1)
m ,p

∗(l+1)
f ).

21: • Update counter = counter + 1.

22: end while

23: • The NE price is (pN
m,pN

f ).

Let pm = [pm(1), . . . , pm(im), . . . , pm(Nm)] stand for the

pricing strategy vector of macrocell operator, and pf =
[pf (1), . . . , pf (if ), . . . , pf (Nf )] stand for that of femtocell

operator. To find the NE price, we first fix pm and calculate

the optimal p∗
f which can maximize the femtocell operator’s

utility Vf , using gradient descent method by following update

rule

p
(j+1)
f (if ) = p

(j)
f (if ) + ηf

·
Vf

(

pm, p
(j)
f +∆f · e(if )

)

− Vf

(

pm, p
(j)
f

)

∆f
, (41)

where ηf and ∆f are step sizes, e(if ) is a standard basis vector

whose if -th coordinate is 1 and other coordinates are 0, and

the value of Vf can be calculated by Algorithm 1 and (40).

The second term of (41) is an approximation of the gradient

of Vf at pjf (if ). After obtaining the optimal p∗
f , we then fix

pf = p∗
f and calculate the optimal p∗

m which can maximize the

macrocell operator’s utility Vm, using gradient descent method

by following update rule

p(k+1)
m (im) = p(k)m (im) + ηm

·
Vm

(

p
(k)
m +∆m · e(im), pf

)

− Vm

(

p
(k)
m , pf

)

∆m
, (42)

where ηm, ∆m, and e(im) are similar to ηf , ∆f and e(if ) in

(41), and the value of Vm can be calculated by Algorithm 1

and (39). With optimal p∗
m, we again fix pm = p∗

m and cal-

culate p∗
f using (41). Through such an iterative optimization

method, the convergence point (p∗
m,p∗

f ) satisfies that given

macrocell’s pricing strategy p∗
m, femtocell operator’s utility is

maximized by price p∗
f , while given femtocell’s pricing strat-

egy p∗
f , macrocell operator’s utility is maximized by price p∗

m,

i.e., (p∗
m,p∗

f ) is the NE price (pN
m,pN

f ) defined in Definition 1.

In Algorithm 2, we summarize the proposed iterative gradient

descent algorithm to find the NE price. Note that although
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TABLE I
SIMULATION PARAMETERS

it is difficult to theoretically analyze the convergence of this

iterative optimization algorithm, we find that the proposed

algorithm exhibits very fast convergence in simulations.

V. SIMULATION RESULTS

In this section, we conduct simulations to further analyze the

properties of the NE price, i.e., the influence of interference

(Im, If ) and spectrum leasing price w on the NE price in the

static pricing model, the influence of spectrum leasing price w
on the NE price in the dynamic pricing model, as well as the

convergence performance of the proposed Algorithm 1 and 2.

The parameters used in the simulation are listed in Table I.

A. Static Pricing Model

In this subsection, we discuss the simulation of static pricing

model, where both network access prices (pm, pf ) are inde-

pendent of the network state, i.e., the number of users. In the

simulation, the throughput in macrocell and femtocell network

are set as Rm = 2.5 Mbps and Rf = 3.7 Mbps, respectively;

the parameter θ, which transfers the price into throughput loss,

is set as θ = 1000.

We first illustrates the numerical results of NE price

(pNm, pNf ) in Fig. 5, which shows the influence of interference

in macrocell network Im and spectrum leasing prices w on the

NE price. In Fig. 5(a), we show the result with w = 2.5, where

we can see that when Im ≤ 0.4 Mbps, pNm keeps decreasing

while pNf keeps increasing. This is because with the increase

of interference in macrocell network, macrocell operator has

to decrease its price to attract more users, while femtocell

operator can slightly increase its price to enhance utility. Such

a phenomenon belongs to the second case of Theorem 1, i.e.,

“competition state”. On the other hand, when Im ≥ 0.4 Mbps,

i.e., the interference in macrocell network is relatively severe,

we can see that pNm decreases with a faster speed, while pNf
remains steady. In this case, due to the high interference in

macrocell network, only a small portion of users located near

macrocell base station choose to access macrocell while most

of users select femtocell network, which leads to the fact that

femtocell’s price pNf only depends on its throughput Rf and

the spectrum leasing price w, as shown in the second case of

Theorem 1. In Fig. 5(b), we show the results with w = 1.5,

where we can see that when Im ≥ 0.8 Mbps, pNm is equal to w,

i.e., reaching the minimal value due to the severe interference

in the macrocell network. For femtocell network, although pNf
keeps increasing, it is always smaller than that in “independent

state”. This shows that although pNm is independent of PN
f , it

can suppress PN
f to be lower than pIf , which belongs to the

“threatening state”. Note that the gap between different states

Fig. 5. NE price under different Im and w. (a) w = 2.5. (b) w = 1.5.

are due to state transition, which can be seen from the Nash

pricing equations in Theorem 1.

We then illustrates the influence of interference in femtocell

network If and spectrum leasing prices w on the NE price

(pNm, pNf ) in Fig. 6. Similar to Fig. 5, there are also three

different states under different settings of If and w. The results

with w = 0.9 are shown in Fig. 6(a). We can see that when

If ≤ 0.1 Mbps, although pNf slowly decreases with the increase

of If , most of users choose to access femtocell network due

to the extremely low interference in femtocell network, which

also leads to pNm staying at the minimal value, i.e., the spectrum

leasing price w. On the other hand, when If ≥ 0.1 Mbps,

intuitively, pNf should decrease with the increase of If . How-

ever, we can see from Fig. 6(a) that pNf slowly increases with

the increase of If . This is because, in this state, interference

in femtocell network If is relatively high but the spectrum

leasing price w is relatively low according to the condition of

(17). In such a case, although the number of users accessing

femtocell network Qf decreases with the increase of If , a

higher pNf can lead to a higher utility for femtocell operator

due to the low spectrum leasing price w. In Fig. 6(b) where

w = 1.5, when If ≥ 0.7 Mbps, due to the high interference

in femtocell network, there are only small portion of users

accessing femtocell network. In this case, the network access

price of both operators only rely on their own throughput, as

shown in the second case of Theorem 1.
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Fig. 6. NE price under different If and w. (a) w = 0.9. (b) w = 1.5.

B. Dynamic Pricing Model

In this subsection, we discuss the simulation of dynamic

pricing model, where both network access prices (pm, pf )
depend on the network state. In the simulation, the arrival rates

of three kinds of users discussed at the beginning of Section IV

are set as λm = λf = λ = 0.02. The SNR in macrocell and

femtocell networks are set as SNRm = −13 dB and SNRf =
−10 dB; the INR in macrocell and femtocell networks are set

as INRm = INRf = −14 dB and the bandwidths are set as

Bm = Bf = 8 MHz. The parameter θ is also set as θ = 1000.

We first verify the threshold structure of cognitive users’

network access behavior shown in Theorem 2, i.e., the best

strategy profile π⋆. Fig. 7 illustrates the strategy profile com-

puted by Algorithm 1, where the maximum number of users in

each network is set to be Nm = Nf = 10, the network access

price of two networks are set as pm = 1l10 ∗ 1.5 and pf =
1l10 ∗ 2.0. The x-axis and y-axis denote the number of users

in femtocell network and macrocell network, respectively, i.e.,

each coordinate (x, y) is corresponding to one specific network

state (if , im). The M or F denotes the best strategy for users

at this state, e.g., when S = (if = 3, im = 5), the best strategy

as is F as marked by circle in the figure. We can see that the

proposed algorithm converges in 20 iterations, which is denoted

by the black line drawn on the boundary between M and F.

Moreover, the threshold lines of certain iterations (1, 2, and 10)

are also shown in the figure to illustrate the evolution of users’

Fig. 7. Threshold structure of cognitive users’ network access behavior.

Fig. 8. Convergence performance of Algorithm 2.

behavior during the convergence process of Algorithm 1. It can

be observed that the threshold structure always exists along the

diagonal lines as analyzed in Section IV-A.2.

We then check the convergence performance of finding the

NE price (pN
m,pN

f ) in Algorithm 2. Fig. 8 illustrates the

convergence process of (pN
m,pN

f ) along with the simulation

time, where the spectrum leasing price is set as w = 1. In the

figure, the x-axis denotes the iteration times and the y-axis

denotes the mean-square differences of two adjacent iterations,

i.e., E(||p
∗(l+1)
m(f) − p

∗(l)
m(f)||2). We can see that the proposed

iterative gradient descent algorithm can converge to the NE

price within 10 iterations, where the mean-square difference of

pf has already dropped to nearly −100 dB and that of pm has

already dropped to −60 dB. Therefore, Algorithm 2 exhibits

very fast convergence performance.

We further show the NE price (pN
m,pN

f ) computed by

Algorithm 2 under different settings of spectrum leasing price

w in Fig. 9, where the maximum number of users in each

network is set as Nm = Nf = 5. For the NE price of dynamic

pricing model, it is intuitive that the fewer number of users in

the network, the higher throughput each user can obtain, and
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Fig. 9. NE price under different w.

Fig. 10. Macrocell and femtocell operators’ utilities.

the higher network access price should be set, i.e., pNm(im) >
pNm(im + 1) and pNf (if ) > pNf (if + 1). From the figure, we

can see the simulation results are consistent with the intuition

that pNm(f)(1) > pNm(f)(2) > pNm(f)(3) > pNm(f)(4)> pNm(f)(5).

Moreover, we can also see that pN
f > pN

m. Such a phenomenon

is because femtocell network can averagely provide higher data

rate than macrocell network, and femtocell operator needs to

pay the spectrum leasing price w to macrocell operator. Fig. 9

also shows the influence of spectrum leasing price w on the

NE price (pN
m,pN

f ). We can see that both prices (pN
m,pN

f ) are

larger than w and they keep increase with the increasing of w.

This phenomenon is similar to the “competition state” of static

pricing model according to (17).

Moreover, we also show, in Fig. 10, the macrocell and fem-

tocell operators’ utilities, Vm and Vf , under different settings

of cognitive users’ arrival rate λ. From the figure, we can see

that with the increase of λ, Vm, and Vf keep increasing when

λ < 0.024, since more and more users are joining macrocell

or femtocell network. However, when λ is larger than some

threshold, Vm and Vf begin decreasing with the increase of λ.

This phenomenon is because a high arrival rate can decrease the

network access prices pm and pf , which leads to the decrease of

the utilities of both operators. Moreover, we can see that when

users’ arrival rate λ < 0.023, the utility of macrocell operator is

larger than that of femtocell operator, since accessing macrocell

Fig. 11. Comparison between single-operator and double-operator scenarios.

operator with a lower price is preferred by cognitive users when

arrival rate is relatively low. When λ is in the middle, femtocell

operator’s utility becomes higher, which is because with the

increasing number of users, accessing femtocell network can

achieve more throughput. When λ is relatively high, macrocell

operator’s utility becomes higher again, since both networks

become crowded while macrocell operator has additional spec-

trum leasing revenue.

Finally, we conduct simulation to compare our work with

the scenario where the macrocell and femtocell are operated

by the same operator. In such a single-operator scenario, the

operator can globally optimize the network access prices of

both macrocell and femtocell by maximizing the sum utilities

of them, which can be formulated as follows:

max
(pm(im),pf (if ))

Vm + Vf

=
∑

S=(im,if )∈X

σ(S) (pm(im)im + pf (if )) . (43)

For the cognitive users, they still access the network that can

offer higher utility and make the network access decision using

Algorithm 1. The optimal price (p∗m(im), p∗f (if )) of the single-

operator scenario can also be found through the iterative way,

i.e., first fixing the price (pm(im), pf (if )) to obtain the sta-

tionary state probability distribution σ(S) using Algorithm 1,

then calculating the optimal (p∗m(im), p∗f (if )) by solving (43)

based on the obtained σ(S), and so forth. Fig. 11 shows the

summed utility comparison results between our work (denoted

by double-operator scenario) and the single-operator scenario,

where the x-axis is the cognitive users’ arrival rate λ. We can

see that the single-operator scenario performs better than the

double-operator scenario. This is because in the single-operator

scenario, the operator can globally maximize the summed util-

ity of both macrocell and femtocell, i.e., the objective is just to

maximize the comparison metric Vm + Vf , while in the double-

operator scenario discussed in this paper, each operator only

maximizes its own utility and the Nash equilibrium is achieved.

However, the single-operator scenario can be only applied to the

monopoly based market which is rarely seen in the real-world

market, while the double-operator scenario can be well applied

in the competition-based market and provide an equilibrium

point for the market, which is more common in the current

practical scenario.
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VI. CONCLUSION

In this paper, we analyzed the NE price of macrocell and fem-

tocell operators through studying the two-tier pricing model. In

static pricing model, we derived the closed-form expressions

for the pricing and demand functions, as well as the NE price.

In dynamic pricing model, we modeled the cognitive users’

behaviors as a 2D-MDP model and designed a modified value

iteration algorithm to derive the best network access strategy

for users. Based on the analysis of users’ behavior, we then

designed an iterative gradient descent algorithm to find the NE

price of both operators. According to the simulation results, we

further analyzed the influence of spectrum leasing price on the

NE price of both models. In this paper, we only discussed the

scenario when the femtocell and macrocell are not operated by

the same service provider. In the future, we will study the hybrid

model where femtocell and macrocell may be operated by same

service provider or not.

APPENDIX

A. Proof of Lemma 1

We use induction method to prove that (35) and (36) hold

for all n ≥ 0. First, since W
(0)
m (im, if ) and W

(0)
f (im, if ) are

initialized by zeros in Algorithm 1, (35) and (36) hold for n =
0. Second, we assume that (35) and (36) hold for some n > 0,

and check whether (35) and (36) hold for (n+ 1). For notation

simplicity, we use S1 = (im, if ) and S2 = (im + 1, if − 1).

There are three cases for action a
(n)
s1 and action a

(n)
s2 :

• Case 1: W
(n)
f (S1)≤W

(n)
f (S2)≤W

(n)
m (S2)≤W

(n)
m (S1),

we have a
(n)
s1 = a

(n)
s2 = M;

• Case 2: W
(n)
m (S2)≤W

(n)
m (S1)≤W

(n)
f (S1)≤W

(n)
f (S2),

we have a
(n)
s1 = a

(n)
s2 = F;

• Case 3: W
(n)
m (S1)≥W

(n)
f (S1) and W

(n)
m (S2)≤W

(n)
f (S2)

we have a
(n)
s1 = M and a

(n)
s2 = F.

For Case 1, we have the difference of Wm(im, if ) and

Wm(im + 1, if − 1) as follows:

W (n+1)
m (S1)−W (n+1)

m (S2)

=(Um(im)−Um(im+1))+(1−μ)

×
[

λ
(

W (n)
m (im+1, if )−W (n)

m (im+2, if−1)
)

+λ2

×
(

W (n)
m (im, if+1)−W (n)

m (im+1, if )
)

+ λ1

(

W (n)
m (im+1, if )−W (n)

m (im+2, if−1)
)

+ μ(if−1)
(

W (n)
m (im, if−1)−W (n)

m (im+1, if−2)
)

+ μ(im−2)
(

W (n)
m (im−1, if )−W (n)

m (im, if−1)
)

+ (1−λ1−λ2−λ− (im+if−1)μ)

·
(

W (n)
m (im, if )−W (n)

m (im+1, if−1)
)]

. (44)

Since Um(im) is a decreasing function in terms of im defined

in (21), with the hypothesis that W
(n)
m (S1)−W

(n)
f (S2) ≥ 0,

we can see that W
(n+1)
m (S1)−W

(n+1)
f (S2) ≥ 0 holds ac-

cording to (44). For Cases 2 and 3, same conclusions can

be obtained by analyzing the difference of W
(n+1)
m (S1) and

W
(n+1)
m (S2). Thus, we conclude that Wm(S1) ≥ Wm(S2).

Similarly, Wf (S1) ≤ Wf (S2) can be proved by induction.

Here, due to page limitation, we skip the detailed proof.

B. Proof of Theorem 2

According to Lemma 1, we can have

Wm(im + 1, if )−Wf (im, if + 1)

≥ Wm(im + 2, if − 1)−Wf (im + 1, if ), (45)

which shows that the difference of Wm and Wf is non-

decreasing along the line im + if = m, ∀m ∈ {0, 1, . . . ,
Nm +Nf}. In such a case, on one hand, if Wm(im +
1, if ) ≤ Wf (im, if + 1), i.e., as=(im,if ) = F, then for any i′ >
0, Wm(im + i′ + 1, if − i′) ≤ Wf (im + i′, if − i′ + 1), i.e.,

as=(im+i′,if−i′) = F. On the other hand, if Wm(im + 1, if ) ≥
Wf (im, if + 1), i.e., as=(im,if ) = M, then for any i′ >
0, Wm(im − i′ + 1, if + i′) ≥ Wf (im − i′, if + i′ + 1) which

means as=(im−i′,if+i′) = M. Therefore, we can conclude that

if as=(im,if ) = M, then the upper left of line im + if = m will

be all M, and if as=(im,if ) = F, then the lower right of line

im + if = m will be all F. Thus, there exists some threshold

on the line of im + if = m.
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