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#### Abstract

This paper presents an efficient and effective method for an optimal pulse width modulated (PWM) control of switched-capacitor DC/DC power converters. Optimal switching instants are determined based on minimizing the output ripple magnitude, the output leakage voltage and the sensitivity of the output load voltage with respect to both the input voltage and the load resistance. This optimal PWM control strategy has several advantages over conventional PWM control strategies: 1) It does not involve a linearization, so a large signal analysis is performed. 2) It guarantees the optimality. The problem is solved via both the model transformation and the optimal enhancing control techniques. A practical example of the PWM control of a switched-capacitor DC/DC power converter is presented.
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## I. Introduction

MANY consumer and industrial electronic products, such as LCD drivers [1], pocket computer systems [2], etc, require more than one voltage sources. Hence, DC/DC power converters are required for these applications. For some applications, DC/DC power converters require both low EMI and EMC. In these cases, inductors are not recommended to be
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employed for the realization. Capacitors are used instead. These DC/DC power converters are called switched-capacitor DC/DC power converters or inductorless DC/DC power converters. As they could achieve both low EMI and EMC requirements for many consumer and industrial electronic products, solving unaddressed problems on switched-capacitor DC/DC power converters would be beneficial to the community.

Switched-capacitor DC/DC power converters consist of some switches and capacitors, in which the capacitors are energy storage components. At certain switching instants, some of the capacitors are switched to an input energy source so that energy is stored in these capacitors. At the same time, another set of capacitors are switched to the output load and deliver energy. When the switches turn on and turn off alternatively, those capacitors which have released energy before, are now switched to the input energy source and charged up, whilst, those capacitors which have stored energy before, are now switched to the output load and deliver energy. Because of this operating principle, ripples usually occur at the output load voltage, while the ripple magnitude of the output load voltage is dependent on the capacitances of the capacitors, the resistance of the load, and the switching instants. Since almost all the applications require a steady voltage for their operations, the output ripple magnitude should be minimized.

Simultaneously, reverse-recovery currents of the diodes and the transistors, as well as their parasitic capacitances, would make the output load voltage jumping at the switching instants. Such jumps at the output load voltage are called the output leakage voltage. Similarly, the output leakage voltage should also be minimized.

At the same time, the load resistance would affect the time constant of the discharging circuit, and the input voltage would affect the voltages across the capacitors in the charging circuit, both the load resistance and the input voltage would affect the output load voltage. From the practical point of view, the output load voltage should remain unchanged even though the load resistance and the input voltage are changed. Hence, it is preferred to have a low sensitivity of the output load voltage with respect to both the input voltage and the load resistance.

Therefore, the sensitivity of the output load voltage with respect to both the input voltage and the load resistance should also be minimized.

There are some existing methods for minimizing the output ripple magnitude of a switched-capacitor DC/DC power converter, such as multirate control method [16], LQR control methods [17]-[19], intelligent control method [20], and PWM control methods [21]-[25], etc. On the other side, some methods have been proposed for regulating the output load voltage, such as PWM control method [32], noise shaping method [33], pseudo-continuous control method [34], interleaved discharging method [35], and constant frequency charge pump method [36], etc. Among them, PWM control methods are the common method for both minimizing the output ripple magnitude and regulating the output load voltage subject to the change in the input voltage and the load resistance. This is because these methods exploit both the switching and the nonlinear phenomena of the switched-capacitor DC/DC power converters [21]-[25], [32]. The implementations of the PWM control methods can also be simple [23]. However, there is one fundamental question for the PWM control methods: How to determine the switching instants so that the output ripple magnitude, the output leakage voltage and the sensitivity of the output load voltage with respect to both the input voltage and the load resistance are minimized? This problem is not trivial and has not been completely solved yet. The conventional PWM control methods [21]-[25] are based on small signal approximation. That is, the switched-capacitor $\mathrm{DC} / \mathrm{DC}$ power converter is modeled as a linear time invariant system via perturbating the equations around a fixed point or employing a state space averaging model. Nevertheless, these approaches are only a local approximation of the problem and the obtained switching instants are not guaranteed to be optimal. For conventional optimal control methods [17]-[19], optimal control signals are determined so that a smooth cost function is minimized subject to some smooth constraints. Note that this optimal PWM control is different from the conventional optimal control. The goal for this optimal PWM control is to determine the optimal switching instants, but not to determine the optimal control input signals. Moreover, the switched-capacitor DC/DC power converter switches among different topologies, so the switched-capacitor DC/DC power converter is actually time-varying. Furthermore, initial conditions of the circuit corresponding to each topology are non-zero at the steady state, so the switched-capacitor DC/DC power converter is nonlinear. An inadequate selection of the switching instants and the nonlinear time-varying nature of the switched-capacitor DC/DC power converters may result to instability problems [3]-[5] or the occurrence of chaotic behaviors [6]-[15].

The paper is organized as follows. The system model and the problem formulation are presented in, respectively, Section II and Section III. A solution method is discussed in Section IV. A practical example of PWM control of a switched-capacitor DC/DC power converter is presented in Section V. Finally, a conclusion is drawn in Section VI.

## II. System Model

Consider a switched-capacitor DC/DC power converter in which it switches among different topologies with the dynamics of the circuit corresponding to each topology is characterized by an affine linear time invariant model. Without loss of generality, we assume that there are totally $N$ topologies and $N-1$ switching instants within a time period, denoted as $[0, T)$. Those switching instants are denoted as $t_{i}$ for $i=1,2, \cdots, N-1$. Denote $t_{0}=0$ and $t_{N}=T$. During the $i^{\text {th }}$ time interval $\left[t_{i-1}, t_{i}\right)$ for $i=1,2, \cdots, N$, let the state space representation of the circuit corresponding to the $i^{\text {th }}$ topology be $\mathrm{S}_{i}=\left(\mathbf{A}_{i}, \mathbf{B}_{i}, \mathbf{C}_{i}, \mathbf{D}_{i}\right)$ as follows:

$$
\begin{align*}
\frac{d \mathbf{x}(t)}{d t} & =\mathbf{A}_{i} \mathbf{x}(t)+\mathbf{B}_{i} \mathbf{u}(t)  \tag{1a}\\
y(t) & =\mathbf{C}_{i} \mathbf{x}(t)+\mathbf{D}_{i} \mathbf{u}(t) \tag{1b}
\end{align*}
$$

where $\mathbf{A}_{i} \in \mathfrak{R}^{n \times n}, \mathbf{B}_{i} \in \mathfrak{R}^{n \times p}, \mathbf{C}_{i} \in \mathfrak{R}^{1 \times n}$ and $\mathbf{D}_{i} \in \mathfrak{R}^{1 \times p}$, in which $\mathfrak{R}^{k \times q}$ represents the set of $k \times q$ real matrices, the state vector $\mathbf{x}(t) \in \mathfrak{R}^{n \times 1}$ represents the voltages across the capacitors, $y(t) \in \mathfrak{R}$ and $\mathbf{u}(t) \in \mathfrak{R}^{p \times 1}$ represent the voltage across the load resistor and the input voltages of the switched-capacitor DC/DC power converter, respectively, where $\mathfrak{R}^{n}$ and $\mathfrak{R}$ denote the sets of $n$-dimensional real vectors and real numbers, respectively.

## III. Problem Formulation

The output ripple magnitude of the switched-capacitor DC/DC power converter at the $i^{\text {th }}$ time interval $\left[t_{i-1}, t_{i}\right)$ for $i=1,2, \cdots, N$ is $\max _{t \in\left[t_{i-1}, t_{i}\right)} y(t)-\min _{t \in\left[t_{i-1}, t_{i}\right)} y(t)$. Hence, the output ripple magnitude of the switched-capacitor $\mathrm{DC} / \mathrm{DC}$ power converter can be defined as $\max _{1 \leq i \leq N}\left(\max _{t \in\left[t_{i-1}, t_{i}\right)} y(t)-\min _{t \in\left[t_{i-1}, t_{i}\right)} y(t)\right)$. For a switched-capacitor DC/DC power converter, it is preferred to have small values of the output ripple magnitude. Hence, $\max _{1 \leq i \leq N}\left(\max _{t \in\left[t_{t_{-1}}, t_{i}\right)} y(t)-\min _{t \in\left[t_{i-1}, t_{i}\right)} y(t)\right)$ should be minimized.

At the $i^{\text {th }}$ switching instant, where $i=1,2, \cdots, N-1$, a state leakage voltage, denoted as $\Delta \mathbf{x}\left(t_{i}-0\right)$, is expected. Without loss of generality, it can be expressed as:

$$
\begin{equation*}
\Delta \mathbf{x}\left(t_{i}-0\right)=\mathbf{x}\left(t_{i}\right)-\mathbf{x}\left(t_{i}-0\right)=\boldsymbol{\varphi}_{i}\left(\mathbf{x}\left(t_{i}-0\right)\right)-\mathbf{x}\left(t_{i}-0\right) \tag{2}
\end{equation*}
$$

where $\boldsymbol{\varphi}_{i}$ for $i=1,2, \cdots, N-1$ is supposed to be a continuously differentiable function. In general, the state leakage voltage is too complicated to be represented mathematically. Instead, we approximate $\varphi_{i}$ for $i=1,2, \cdots, N-1$ experimentally. Firstly, capacitors are charged up to different voltages. Then these capacitors are detached from the switched-capacitor DC/DC power converter and the voltage changes across these capacitors are recorded instantaneously. The voltage changes and the voltages across these capacitors correspond to the values of $\Delta \mathbf{x}\left(t_{i}-0\right)$ and $\mathbf{x}\left(t_{i}-0\right)$, respectively. By fitting a
polynomial to approximate the relationship between $\Delta \mathbf{x}\left(t_{i}-0\right)$ and $\mathbf{x}\left(t_{i}-0\right)$, an approximation of $\boldsymbol{\varphi}_{i}$ for $i=1,2, \cdots, N-1$ could be obtained accordingly. And the output load voltage at the switching instants is:

$$
y\left(t_{i}\right)=\mathbf{C}_{i} \boldsymbol{\varphi}_{i}\left(\mathbf{x}\left(t_{i}-0\right)\right)+\mathbf{D}_{i} \mathbf{u}\left(t_{i}\right)=y\left(t_{i}-0\right)+\Delta y\left(t_{i}-0\right)
$$

for $i=1,2, \cdots, N-1$. The output leakage voltage at the $i^{\text {th }}$ switching instant for $i=1,2, \cdots, N-1$ is $\left|y\left(t_{i}\right)-y\left(t_{i}-0\right)\right|$, so the output leakage voltage of the switched-capacitor $\mathrm{DC} / \mathrm{DC}$ power converter can be defined as $\max _{1 \leq i \leq N-1}\left|y\left(t_{i}\right)-y\left(t_{i}-0\right)\right|$, where $|\cdot|$ denotes the absolute operator. Similarly, it is preferred to have small values of the output leakage voltage. Hence, $\max _{1 \leq i \leq N-1}\left|y\left(t_{i}\right)-y\left(t_{i}-0\right)\right|$ should be minimized.

Denote the load resistance as $R_{L}$ and the gradient operator as $\nabla$. Then, the sensitivity of the output load voltage with respect to the load resistance and the input voltage at a particular time instant $t$ within the $i^{\text {th }}$ time interval $\left[t_{i-1}, t_{i}\right)$ for $i=1,2, \cdots, N$ are, respectively, $\frac{d y(t)}{d R_{L}}$ and $\left|\nabla_{\mathbf{u}(t)} y(t)\right|_{\infty}$. Hence, the sensitivity of the output load voltage with respect to the load resistance and the input voltage can be defined as, respectively, $\max _{1 \leq i \leq N} \max _{t \in\left[t_{-1}, t_{i}\right)}\left|\frac{d y(t)}{d R_{L}}\right|$ and $\max _{1 \leq i \leq N} \max _{t \in\left[t_{i-1}, t_{i}\right)}\left|\nabla_{\mathbf{u}(t)} y(t)\right|_{\infty}$. As discussed in
Section I, these two terms should be minimized.

$$
\text { Let } \begin{align*}
\xi= & {\left[t_{1}, t_{2}, \cdots, t_{N-1}\right]^{T} \in \mathfrak{R}^{N-1}, \text { and } } \\
& \mathfrak{J}=\left\{\xi \in \mathfrak{R}^{N-1}: t_{0} \leq t_{1} \leq t_{2} \leq \cdots \leq t_{N-1} \leq t_{N}\right\} . \tag{3}
\end{align*}
$$

The optimal PWM control problem becomes the determination of the optimal switching instants $\boldsymbol{\xi} \in \mathfrak{I}$ so that the output ripple magnitude, the output leakage voltage and the sensitivity of the output load voltage with respect to both the load resistance and the input voltage are minimized. This problem is a multiple-objectives optimization problem. The most common method for solving a multiple-objectives optimization problem is to convert it to a single-objective optimization problem with the cost function being a weighted combination of these multiple objectives. Denote $\beta_{i}^{\prime}$ for $i=1,2, \cdots, 4$ as the weights for combining these multiple objectives. Then the problem can be expressed as follows:

## Problem (P)

$\min _{\xi \in \mathcal{I}} J(\xi)=\beta_{1}^{\prime} \max _{1 \leq i \leq N}\left(\max _{t \in\left[t_{i-1}, t_{i}\right)} y(t)-\min _{\left.t \in t_{i-1}, t_{i}\right)} y(t)\right)+\beta_{2}^{\prime} \max _{1 \leq \leq \leq N-1} y\left(t_{i}\right)-y\left(t_{i}-0\right)$
$+\beta_{3}^{\prime} \max _{1 \leq i \leq N} \max _{t \in\left[t_{1-1}, t_{i}\right)}\left|\frac{d y(t)}{d R_{L}}\right|+\beta_{4}^{\prime} \max _{1 \leq i \leq N} \max _{t \in\left[t_{-1}, t t_{i}\right)}\left|\nabla_{\mathbf{u}(t)} y(t)\right|_{\infty}$
subject to $\frac{d \mathbf{x}(t)}{d t}=\mathbf{A}_{i} \mathbf{x}(t)+\mathbf{B}_{i} \mathbf{u}(t)$ for $t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$,

$$
\begin{align*}
& y(t)=\mathbf{C}_{i} \mathbf{x}(t)+\mathbf{D}_{i} \mathbf{u}(t) \text { for } t \in\left[t_{i-1}, t_{i}\right) \text { and for } i=1,2, \cdots, N,  \tag{4c}\\
& \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{x}\left(t_{i}\right)=\boldsymbol{\varphi}_{i}\left(\mathbf{x}\left(t_{i}-0\right)\right)=\mathbf{x}\left(t_{i}-0\right)+\Delta \mathbf{x}\left(t_{i}-0\right) \text { for } i=1,2, \cdots, N-1 . \tag{4e}
\end{equation*}
$$

## IV. Solution Method

## A. Model transformation method

Problem (P) is a min-max problem, which involves a non-differentiable cost function. To address this problem, since 1) minimizing the maximum value of a function $f(t, \mathbf{u})$ over the index set $\Omega$ is equivalent to minimizing a parameter $v$ subject to all functional values over the index set being smaller than or equal to $v$, that is $\min _{u} \max _{t \in \Omega} f(t, \mathbf{u})$ is equivalent to $\min _{u}$ $v$ subject to $f(t, \mathbf{u}) \leq v \quad \forall t \in \Omega$, and 2) maximizing the minimum value of a function over the index set is equivalent to minimizing a parameter $v$ subject to the negative of all functional values over the index set being smaller than or equal to $v$, that is $\max _{\mathbf{u}} \min _{t \in \Omega} f(t, \mathbf{u})$ is equivalent to $\min _{\mathbf{u}} v$ subject to $-f(t, \mathbf{u}) \leq v \quad \forall t \in \Omega$, minimizing the maximum absolute value of a function over the index set is equivalent to minimizing a parameter $v$ subject to both the positive and the negative of all functional values over the index set being smaller than or equal to $v$, that is $\min _{\mathbf{u}} \max _{t \in \Omega}|f(t, \mathbf{u})|$ is equivalent to $\min _{\mathbf{u}} v$ subject to both $f(t, \mathbf{u}) \leq v \quad \forall t \in \Omega \quad$ and $-f(t, \mathbf{u}) \leq v \quad \forall t \in \Omega$. Also, minimizing the difference between the maximum and minimum values of a function over the index set is equivalent to minimizing a parameter $v_{1}$ subject to all functional values over the index set being smaller than or equal to $v_{1}$ and minimizing a parameter $v_{2}$ subject to the negative of all functional values over the index set being smaller than or equal to $v_{2}$, that is $\min _{\mathbf{u}}\left(\max _{t \in \Omega} f(t, \mathbf{u})-\min _{t \in \Omega} f(t, \mathbf{u})\right)$ is equivalent to $\min _{\mathbf{u}} v_{1}$ subject to $f(t, \mathbf{u}) \leq v_{1} \forall t \in \Omega$ and $\min _{\mathbf{u}} v_{2}$ subject to $-f(t, \mathbf{u}) \leq v_{2} \forall t \in \Omega$. Hence, Problem (P) can be converted into a smooth continuous constrained optimization problem. Denote the set of the fifth dimensional real vectors as $\mathfrak{R}^{5}$. Let $\mathbf{v} \equiv\left[\begin{array}{lllll}v_{1} & v_{2} & v_{3} & v_{4} & v_{5}\end{array}\right]^{T}$ be a vector in $\mathfrak{R}^{5}$. Similarly, denote $\beta_{i}$ for $i=1,2, \cdots, 5$ as the weights for combining the multiple objectives. Denote $\mathbf{u}(t) \equiv\left[\begin{array}{lll}u_{1}(t) & \cdots & u_{p}(t)\end{array}\right]^{T}$. Then Problem (P) is equivalent to the following problem:

## Problem (Q)

$\min _{\xi \in \mathfrak{I}, v \in \mathcal{R}^{5}} \hat{J}(\xi, \mathbf{v})=\sum_{i=1}^{5} \beta_{i} v_{i}$,
subject to $y(t) \leq v_{1} \quad \forall t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$,
$-y(t) \leq v_{2} \forall t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$,
$y\left(t_{i}\right)-y\left(t_{i}-0\right) \leq v_{3}$ for $i=1,2, \cdots, N-1$,
$\frac{d y(t)}{d R_{L}} \leq v_{4} \forall t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$,
$-\frac{d y(t)}{d R_{L}} \leq v_{4} \quad \forall t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$,
$\frac{\partial y(t)}{\partial u_{k}(t)} \leq v_{5} \forall t \in\left[t_{i-1}, t_{i}\right)$, for $i=1,2, \cdots, N$ and for $k=1,2, \cdots, p,(5 h)$

$$
\begin{aligned}
& -\frac{\partial y(t)}{\partial u_{k}(t)} \leq v_{5} \forall t \in\left[t_{i-1}, t_{i}\right), \text { for } i=1,2, \cdots, N \text { and for } k=1,2, \cdots, p, \\
& \frac{d \mathbf{x}(t)}{d t}=\mathbf{A}_{i} \mathbf{x}(t)+\mathbf{B}_{i} \mathbf{u}(t) \text { for } t \in\left[t_{i-1}, t_{i}\right) \text { and for } i=1,2, \cdots, N, \\
& y(t)=\mathbf{C}_{i} \mathbf{x}(t)+\mathbf{D}_{i} \mathbf{u}(t) \text { for } t \in\left[t_{i-1}, t_{i}\right) \text { and for } i=1,2, \cdots, N, \\
& \mathbf{x}(0)=\mathbf{x}_{0},
\end{aligned}
$$

,(5i) Noting that the switching instants of $t(s \mid \mu)$ are also uniformly located at the consecutive integer instants $s=1,2, \cdots, N-1$, the original switching instants $t_{i}$ for $i=1,2, \cdots, N-1$ are the value of $t(s \mid \mu)$ at the switching instants $s=1,2, \cdots, N-1$, that is $t(i \mid \mu)=t_{i}$ for $i=1,2, \cdots, N-1, t(s \mid \mu)$ is continuous and there is a linear relationship between any time instant $t \in\left[t_{i_{i-1}}, t_{i}\right)$ and and

$$
\mathbf{x}\left(t_{i}\right)=\boldsymbol{\varphi}_{i}\left(\mathbf{x}\left(t_{i}-0\right)\right)=\mathbf{x}\left(t_{i}-0\right)+\Delta \mathbf{x}\left(t_{i}-0\right) \text { for } i=1,2, \cdots, N-1 .(5
$$ min-max cost function is called the model transformation method [26].

## B. Enhancing control method

Since the switching instants are generally located nonuniformly in the switching period, it is required to map the original time instant $t$ to a transformed time instant $s$ so that there is a one-to-one correspondence between $t$ and $s$, and the transformed switching instants are uniformly located in the real number line. To achieve this goal, we need the original switching instants $t_{i}$ for $i=1,2, \cdots, N-1$ being mapped to the consecutive integer instants $i$, and $\forall t \in\left[t_{i-1}, t_{i}\right)$, $t$ being mapped linearly to $s \in[i-1, i)$. First, denote $\chi_{[i-1, i)}(s)=\left\{\begin{array}{ll}1 & s \in[i-1, i) \\ 0 & \text { otherwise }\end{array}\right.$ for $i=1,2, \cdots, N$ as a unit square pulse with the time support located at the time interval $[i-1, i)$. Define the switching durations as $\tau_{i} \equiv t_{i}-t_{i-1}$ for $i=1,2, \cdots, N$. Define a vector $\boldsymbol{\tau}=\left[\begin{array}{llll}\tau_{1} & \tau_{2}, \cdots, \tau_{N}\end{array}\right]^{T}$. Define $\mu(\cdot \mid \boldsymbol{\tau}):[0, N) \rightarrow \Re$ as a rectangular pulse train with the magnitude of the pulse train within the time interval $[i-1, i)$ being constant and equal to $\tau_{i}$ for $i=1,2, \cdots, N$, that is:

$$
\begin{equation*}
\mu(s \mid \boldsymbol{\tau})=\sum_{i=1}^{N} \tau_{i} \chi_{[i-1, i)}(s) \tag{6}
\end{equation*}
$$

Let $\Lambda=\left\{\mu(\cdot \mid \boldsymbol{\tau}): \tau_{i} \geq 0\right.$ for $i=1, \cdots, N$ and $\left.\sum_{i=1}^{N} \tau_{i}=T\right\}$. Define $U: \boldsymbol{\tau} \mapsto \mu(\cdot \mid \boldsymbol{\tau})$ as follows:

$$
\begin{equation*}
U(\boldsymbol{\tau})=\mu \tag{7}
\end{equation*}
$$

$U$ is a function that maps the vector $\tau$ to the rectangular pulse train function $\mu(s \mid \tau)$. It is worth noting that the switching instants of $\mu(s \mid \boldsymbol{\tau})$ are uniformly located at the consecutive integer instants $s=1,2, \cdots, N-1$. The original switching durations $\tau_{i}$ for $i=1,2, \cdots, N$ are the magnitudes of the function $\mu(s \mid \boldsymbol{\tau})$ for $s \in[i-1, i)$, that is $\mu(s \mid \tau)=\tau_{i}$ for $s \in[i-1, i)$ and for $i=1,2, \cdots, N$. However, $\mu(s \mid \tau)$ is not continuous and the relationship between $t$ and $s$ is not invertible. To address this problem, define $t(\cdot \mid \mu):[0, N) \rightarrow[0, T)$ as a piecewise linear function with the slope of the function in the time interval $[i-1, i)$ being constant and equal to $\tau_{i}$ for $i=1,2, \cdots, N$, that is:

$$
\begin{equation*}
t(s \mid \mu)=\int_{0}^{s} \mu(\theta \mid \boldsymbol{\tau}) d \theta \tag{8}
\end{equation*}
$$

$\mathbf{z}(s \mid \mu)$ and $w(s \mid \mu)$ be, respectively, the transformed state vector and the transformed output, in which the switching instants of both $\mathbf{z}(s \mid \mu)$ and $w(s \mid \mu)$ are uniformly located at the consecutive integer instants, that is $\mathbf{z}(s \mid \mu)=\mathbf{x}(t(s \mid \mu) \mid \boldsymbol{\tau})$ and $\quad w(s \mid \mu)=\mathbf{y}(t(s \mid \mu) \mid \boldsymbol{\tau})$. Since $\frac{d}{d s} t(s \mid \mu)=\mu(s \mid \boldsymbol{\tau})$ for $i-1<s<i$ and for $i=1,2, \cdots, N$, define the following problem:

## Problem (R)

$$
\begin{equation*}
\min _{\xi \in \Im, v \in \mathfrak{R}^{5}} \widetilde{J}(\xi, \mathbf{v})=\sum_{i=1}^{5} \beta_{i} v_{i} \tag{9a}
\end{equation*}
$$

subject to $w(t(s \mid \mu)) \leq v_{1}$ for $s \in[i-1, i)$ and for $i=1,2, \cdots, N,(9 b)$

$$
\begin{gather*}
-w(t(s \mid \mu)) \leq v_{2} \text { for } s \in[i-1, i) \text { and for } i=1,2, \cdots, N  \tag{9c}\\
w(t(i \mid \mu))-w(t(i-0 \mid \mu)) \leq v_{3} \text { for } i=1,2, \cdots, N-1,  \tag{9d}\\
w(t(i-0 \mid \mu))-w(t(i \mid \mu)) \leq v_{3} \text { for } i=1,2, \cdots, N-1,  \tag{9e}\\
\frac{d w(t(s \mid \mu))}{d R_{L}} \leq v_{4} \text { for } s \in[i-1, i) \text { and for } i=1,2, \cdots, N  \tag{9f}\\
-\frac{d w(t(s \mid \mu))}{d R_{L}} \leq v_{4} \text { for } s \in[i-1, i) \text { and for } i=1,2, \cdots, N \tag{9~g}
\end{gather*}
$$

$\frac{\partial w(t(s \mid \mu))}{\partial u_{k}(t(s \mid \mu))} \leq v_{5}$ for $s \in[i-1, i)$, for $i=1,2, \cdots, N$ and for
$k=1,2, \cdots, p$,
$-\frac{\partial w(t(s \mid \mu))}{\partial u_{k}(t(s \mid \mu))} \leq v_{5}$ for $s \in[i-1, i)$, for $i=1,2, \cdots, N$ and for
$k=1,2, \cdots, p$,
$\frac{d}{d s} \mathbf{z}(s \mid \mu)=\mu(s \mid \boldsymbol{\tau})\left(\mathbf{A}_{i} \mathbf{z}(t(s \mid \mu))+\mathbf{B}_{i} \mathbf{u}(t(s \mid \mu))\right) \quad$ for $\quad s \in[i-1, i)$
and for $i=1,2, \cdots, N$,
$w(t(s \mid \mu))=\mathbf{C}_{i} \mathbf{z}(t(s \mid \mu))+\mathbf{D}_{i} \mathbf{u}(t(s \mid \mu))$ for $s \in[i-1, i)$ and for $i=1,2, \cdots, N$,

$$
\begin{equation*}
\mathbf{z}(t(0 \mid \mu))=\mathbf{x}_{0} \tag{9k}
\end{equation*}
$$

and
$\mathbf{z}(t(i \mid \mu))=\boldsymbol{\varphi}_{i}(\mathbf{z}(t(i-0 \mid \mu)))=\mathbf{z}(t(i-0 \mid \mu))+\Delta \mathbf{z}(t(i-0 \mid \mu))$ for $i=1,2, \cdots, N-1$.

## Theorem 1

Problem ( Q ) and Problem ( R ) are equivalent in the sense that $\left(\xi^{*}, \mathbf{v}^{*}\right)$ is a solution of Problem (Q) if and only if $\left(\mu^{*}, \mathbf{v}^{*}\right)$ is a solution of Problem $(\mathrm{R})$, where $U\left(\tau^{*}\right)=\mu^{*}$, in which $\boldsymbol{\tau}^{*}=\left[\begin{array}{llll}\tau_{1}^{*}, & \tau_{2}^{*}, & \cdots, & \tau_{N}^{*}\end{array}\right]^{T}, \boldsymbol{\xi}^{*}=\left[t_{1}^{*}, t_{2}^{*}, \cdots, t_{N-1}^{*}\right]^{T}$ and $\tau_{i}^{*}=t_{i}^{*}-t_{i-1}^{*}$. Furthermore, $\hat{J}\left(\xi^{*}, \mathbf{v}^{*}\right)=\widetilde{J}\left(\mu^{*}, \mathbf{v}^{*}\right)$.
Proof:

It is clear that $\left(\xi^{*}, \mathbf{v}^{*}\right)$ satisfies (5b)-(5m) if and only if $U\left(\boldsymbol{\tau}^{*}\right)=\mu^{*}$. Hence, $\left(\xi^{*}, \mathbf{v}^{*}\right)$ is a solution of Problem (Q) if and only if $\left(\mu^{*}, \mathbf{v}^{*}\right)$ is a solution of Problem (R). Furthermore, from (5a) and (9a), we can easily verify that $\hat{J}\left(\xi^{*}, \mathbf{v}^{*}\right)=\widetilde{J}\left(\mu^{*}, \mathbf{v}^{*}\right)$.

This method is called the enhancing control method [26]-[28].
C. Solving state jump problem

The discontinuities of the state variables are handled by computing the state variables segment by segment [29]. The value of the initial condition of the current segment can be computed by the value of the state variables at the end of the previous segment. To find $\mathbf{z}(t(i \mid \mu))$ for $i=1,2, \cdots, N-1$, we first compute the value of $\mathbf{z}(t(1-0 \mid \mu))$ using the initial condition $\mathbf{z}(t(0 \mid \mu))$. Then $\mathbf{z}(t(1 \mid \mu))$ can be evaluated by the equation $\mathbf{z}(t(1 \mid \mu))=\boldsymbol{\varphi}_{1}(\mathbf{z}(t(1-0 \mid \mu)))$. Similarly, $\mathbf{z}(t(2-0 \mid \mu))$ can be computed using $\mathbf{z}(t(1 \mid \mu))$, and $\mathbf{z}(t(2 \mid \mu))$ can be evaluated by the equation $\mathbf{z}(t(2 \mid \mu))=\boldsymbol{\varphi}_{2}(\mathbf{z}(t(2-0 \mid \mu)))$. These procedures are repeated until all the values of $\mathbf{z}(t(i \mid \mu))$ for $i=1,2, \cdots, N-1$ are computed.

## D.Evaluation of the sensitivity of the output load voltage

Since the response of the circuit corresponding to each topology depends on the matrix exponential and it is difficult to evaluate the sensitivity of the output load voltage with respect to both the input voltage and the load resistance based on the matrix exponential, the Cayley Hamilton Theorem is applied. Suppose that $\mathbf{A}_{i}$ for $i=1,2, \cdots, N$ are diagonalizable. Denote the eigenvalues of $\mathbf{A}_{i}$ as $\lambda_{i, k}$ for $k=1,2, \cdots, n$ and for $i=1,2, \cdots, N$. Define

$$
\left[\begin{array}{c}
\alpha_{i, 1}(t) \\
\vdots \\
\alpha_{i, n}(t)
\end{array}\right] \equiv\left[\begin{array}{ccc}
1 & \cdots & \lambda_{i, 1}^{n-1} \\
\vdots & \ddots & \vdots \\
1 & \cdots & \lambda_{i, n}^{n-1}
\end{array}\right]^{-1}\left[\begin{array}{c}
e^{\lambda_{i, 1} t} \\
\vdots \\
e^{\lambda_{i, n t}}
\end{array}\right]
$$

and

$$
\left[\begin{array}{ccc}
\kappa_{i, 1,1} & \cdots & \kappa_{i, 1, n} \\
\vdots & \ddots & \vdots \\
\kappa_{i, n, 1} & \cdots & \kappa_{i, n, n}
\end{array}\right] \equiv\left[\begin{array}{ccc}
1 & \cdots & \lambda_{i, 1}^{n-1} \\
\vdots & \ddots & \vdots \\
1 & \cdots & \lambda_{i, n}^{n-1}
\end{array}\right]^{-1}
$$

for $t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$. Then by the Cayley Hamilton Theorem,

$$
e^{\mathbf{A}_{i} t}=\sum_{j=1}^{n} \alpha_{i, j}(t) \mathbf{A}_{i}^{j-1}=\sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k} t} \mathbf{A}_{i}^{j-1}
$$

for $t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$. Hence,

$$
\begin{aligned}
& \mathbf{x}(t)=\sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)} \mathbf{A}_{i}^{j-1} \mathbf{x}\left(t_{i-1}\right)+ \\
& \int_{t_{i-1}}^{t} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} \mathbf{A}_{i}^{j-1} \mathbf{B}_{i} \mathbf{u}(\tau) d \tau
\end{aligned}
$$

and

$$
\begin{aligned}
& y(t)=\mathbf{C}_{i} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} k_{i=k}^{i_{k}(t-t-i)} \mathbf{A}_{i}^{-1} \mathbf{x} \mathbf{x}\left(t_{i-1}\right)+
\end{aligned}
$$

for $t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$. Consequently,

$$
\begin{aligned}
& \mathbf{x}\left(t_{i}-0\right)=\sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t_{i}-t_{i-1}\right)} \mathbf{A}_{i}^{j-1} \mathbf{x}\left(t_{i-1}\right)+ \\
& \int_{t_{i-1}}^{t_{i}-0} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t_{i}-\tau\right)} \mathbf{A}_{i}^{j-1} \mathbf{B}_{i} \mathbf{u}(\tau) d \tau
\end{aligned}
$$

and

$$
\begin{aligned}
& y\left(t_{i}-0\right)=\mathbf{C}_{i} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t_{i}-t_{i-1}\right)} \mathbf{A}_{i}^{j-1} \mathbf{x}\left(t_{i-1}\right)+ \\
& \mathbf{C}_{i} \int_{t_{i-1}}^{t_{i}-0} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t_{i}-\tau\right)} \mathbf{A}_{i}^{j-1} \mathbf{B}_{i} \mathbf{u}(\tau) d \tau+\mathbf{D}_{i} \mathbf{u}\left(t_{i}-0\right)
\end{aligned}
$$

for $i=1,2, \cdots, N-1$. Denote

$$
\widetilde{\mathbf{D}}_{i}(t) \equiv\left[\begin{array}{lll}
\widetilde{d}_{i, 1}(t) & \cdots & \widetilde{d}_{i, p}(t)
\end{array}\right]^{T} \equiv \mathbf{C}_{i} \int_{J_{i-1}}^{t} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} \mathbf{A}_{i}^{j-1} \mathbf{B}_{i} d \tau
$$

for $t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$, and denote

$$
\mathbf{D}_{i} \equiv\left[\begin{array}{lll}
d_{i, 1} & \cdots & d_{i, p}
\end{array}\right]^{\top} \text { for } i=1,2, \cdots, N
$$

Then
$\frac{\partial y(t)}{\partial u_{k}(t)} \approx \tilde{d}_{i, k}(t)+d_{i, k} \quad \forall t \in\left[t_{i-1}, t_{i}\right)$, for $i=1,2, \cdots, N$ and for
$k=1,2, \cdots, p$.
Denote $\quad \mathbf{A}_{i}^{j-1} \equiv\left[\begin{array}{ccc}a_{1,1}^{i, j-1} & \cdots & a_{1, n}^{i, j-1} \\ \vdots & \ddots & \vdots \\ a_{n, 1}^{i, j-1} & \cdots & a_{n, n}^{i, j-1}\end{array}\right]$ for $i=1,2, \cdots, N$ and for

$$
j=1,2, \cdots, n \text {. Denote } \mathbf{B}_{i} \equiv\left[\begin{array}{ccc}
b_{i, 1,1} & \cdots & b_{i, 1, p} \\
\vdots & \ddots & \vdots \\
b_{i, n, 1} & \cdots & b_{i, n, p}
\end{array}\right], \mathbf{C}_{i} \equiv\left[\begin{array}{lll}
c_{i, 1} & \cdots & c_{i, n}
\end{array}\right]
$$

and $\mathbf{x}_{i}\left(t_{i-1}\right) \equiv\left[\begin{array}{lll}x_{i, 1}\left(t_{i-1}\right) & \cdots & x_{i, n}\left(t_{i-1}\right)\end{array}\right]^{T}$ for $i=1,2, \cdots, N$. Then:

$$
\begin{gathered}
\mathbf{C}_{i} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)} \mathbf{A}_{i}^{j-1} \mathbf{x}\left(t_{i-1}\right)=\sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)} a_{l, m}^{i, j-1} x_{i, m}\left(t_{i-1}\right), \\
\mathbf{C}_{i} \int_{t_{i-1}}^{t} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} \mathbf{A}_{i}^{j-1} \mathbf{B}_{i} \mathbf{u}(\tau) d \tau= \\
\sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1} b_{i, m, q} u_{q}(\tau) d \tau
\end{gathered}
$$

and $\mathbf{D}_{i} \mathbf{u}(t)=\sum_{q=1}^{p} d_{q} u_{q}(t) \quad \forall t \in\left[t_{i-1}, t_{i}\right)$ and for $i=1,2, \cdots, N$.
Hence,

$$
\begin{aligned}
& \frac{\partial}{\partial R_{L}} \mathbf{C}_{i} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)} \mathbf{A}_{i}^{j-1} \mathbf{x}\left(t_{i-1}\right)= \\
& \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)}\left(\frac{\partial a_{l, m}^{i, j-1}}{\partial R_{L}}\right) x_{i, m}\left(t_{i-1}\right)+ \\
& \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i, l} \kappa_{i, j, k}\left(t-t_{i-1}\right)\left(\frac{\partial \lambda_{i, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}\left(t-t_{i-1}\right)} a_{l, m}^{i, j-1} x_{i, m}\left(t_{i-1}\right)+
\end{aligned}
$$

$$
\begin{align*}
& \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i, l}\left(\frac{\partial \kappa_{i, j, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}\left(t-t_{i-1}\right)} a_{l, m}^{i, j-1} x_{i, m}\left(t_{i-1}\right)+, \\
& \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n}\left(\frac{\partial c_{i, l}}{\partial R_{L}}\right) \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)} a_{l, m}^{i, j-1} x_{i, m}\left(t_{i-1}\right) \\
& \frac{\partial}{\partial R_{L}} \mathbf{C}_{i} \int_{t_{i-1}}^{t} \sum_{j=1}^{n} \sum_{k=1}^{n} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} \mathbf{A}_{i}^{j-1} \mathbf{B}_{i} \mathbf{u}(\tau) d \tau= \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t}\left(\frac{\partial c_{i, l}}{\partial R_{L}}\right) \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1} b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l}\left(\frac{\partial \kappa_{i, j, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1} b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l} \kappa_{i, j, k}(t-\tau)\left(\frac{\partial \lambda_{i, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1} b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)}\left(\frac{\partial a_{l, m}^{i, j-1}}{\partial R_{L}}\right) b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1}\left(\frac{\partial b_{i, m, q}}{\partial R_{L}}\right) u_{q}(\tau) d \tau \\
& \text { and } \quad \frac{\partial}{\partial R_{L}} \mathbf{D}_{i} \mathbf{u}(t)=\sum_{q=1}^{p}\left(\frac{\partial d_{q}}{\partial R_{L}}\right) u_{q}(t) \quad \forall t \in\left[t_{i-1}, t_{i}\right) \quad \text { and } \quad \text { for } \\
& i=1,2, \cdots, N \text {. Consequently, we have: } \\
& \frac{\partial y(t)}{\partial R_{L}}=\sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)}\left(\frac{\partial a_{l, m}^{i, j-1}}{\partial R_{L}}\right) x_{i, m}\left(t_{i-1}\right)+ \\
& \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i, l} \kappa_{i, j, k}\left(t-t_{i-1}\right)\left(\frac{\partial \lambda_{i, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}\left(t-t_{i-1}\right)} a_{l, m}^{i, j-1} x_{i, m}\left(t_{i-1}\right)+ \\
& \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{i, l}\left(\frac{\partial \kappa_{i, j, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}\left(t-t_{i-1}\right)} a_{l, m}^{i, j-1} x_{i, m}\left(t_{i-1}\right)+ \\
& \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n}\left(\frac{\partial c_{i, l}}{\partial R_{L}}\right) \kappa_{i, j, k} e^{\lambda_{i, k}\left(t-t_{i-1}\right)} a_{l, m}^{i, j-1} x_{i, m}\left(t_{i-1}\right)+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t}\left(\frac{\partial c_{i, l}}{\partial R_{L}}\right) \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1} b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l}\left(\frac{\partial \kappa_{i, j, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1} b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l} \kappa_{i, j, k}(t-\tau)\left(\frac{\partial \lambda_{i, k}}{\partial R_{L}}\right) e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1} b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)}\left(\frac{\partial a_{l, m}^{i, j-1}}{\partial R_{L}}\right) b_{i, m, q} u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p} \sum_{m=1}^{n} \sum_{l=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \int_{t_{i-1}}^{t} c_{i, l} \kappa_{i, j, k} e^{\lambda_{i, k}(t-\tau)} a_{l, m}^{i, j-1}\left(\frac{\partial b_{i, m, q}}{\partial R_{L}}\right) u_{q}(\tau) d \tau+ \\
& \sum_{q=1}^{p}\left(\frac{\partial d_{q}}{\partial R_{L}}\right) u_{q}(t) \\
& \forall t \in\left[t_{i-1}, t_{i}\right) \text { and for } i=1,2, \cdots, N \text {. } \tag{10b}
\end{align*}
$$

By substituting (10) into Problem (R), the problem can be solved efficiently via many CAD tools, such as MISER3 [30].

## V. Illustrative Example

Since few works have been done on the determination of the
switching instants based on minimizing the output ripple magnitude, the output leakage voltage and the sensitivity of the output load voltage with respect to both the input voltage and the load resistance, it is difficult to have a fair comparison. This is because it is unfair if we compare this optimal PWM control method to those control methods with different control strategies (such as those methods which do not determine the optimal switching instants, but determine the optimal control input signals), non-optimal control methods (such as those methods in which the switching instants are not optimal), or optimal control methods with different cost functions and constraints (such as those methods in which the switching instants are optimized based on other criteria, but not on the minimization of the output ripple magnitude, the output leakage voltage and the sensitivity of the output load voltage with respect to both the input voltage and the load resistance). In order to illustrate the effectiveness of this optimal PWM control method, we consider a switched-capacitor DC/DC power converter discussed in [31] as an illustrative example. This switched-capacitor DC/DC power converter [31] is chosen because of its simplicity and having practical applications in industries.

Referring to the example in [31] which switches between two topologies, the circuit corresponding to each topology is characterized by an affine linear time invariant state space model as follows:

$$
\begin{align*}
& \mathbf{A}_{1}=\frac{1}{\alpha_{1}}\left[\begin{array}{ccc}
-\frac{\alpha_{1}}{C_{1}\left(R_{C 1}+2 R_{\text {on }}\right)} & 0 & 0 \\
0 & -\frac{R_{L}+R_{C 0}}{C_{2}} & \frac{R_{L}}{C_{2}} \\
0 & \frac{R_{L}}{C_{0}} & -\frac{R_{L}+R_{C 2}+2 R_{\text {on }}}{C_{0}}
\end{array}\right] \text {, } \\
& \mathbf{A}_{2}=\frac{1}{\alpha_{2}}\left[\begin{array}{ccc}
-\frac{R_{L}+R_{C 0}}{C_{1}} & 0 & \frac{R_{L}}{C_{1}} \\
0 & -\frac{\alpha_{2}}{C_{2}\left(R_{C 2}+2 R_{\text {on }}\right)} & 0 \\
\frac{R_{L}}{C_{0}} & 0 & -\frac{R_{L}+R_{C 1}+2 R_{\text {on }}}{C_{0}}
\end{array}\right] \\
& \mathbf{B}_{1}=\frac{1}{\alpha_{1}}\left[\frac{\alpha_{1}}{C_{1}\left(R_{C 1}+2 R_{\text {on }}\right)}-\frac{R_{L}+R_{C 0}}{C_{2}} \frac{R_{L}}{C_{0}}\right]^{T}, \\
& \mathbf{B}_{2}=\frac{1}{\alpha_{2}}\left[-\frac{R_{L}+R_{C 0}}{C_{1}} \frac{\alpha_{2}}{C_{2}\left(R_{C 2}+2 R_{\text {on }}\right)} \quad \frac{R_{L}}{C_{0}}\right]^{T}, \\
& \mathbf{C}_{1}=\frac{1}{\alpha_{1}}\left[\begin{array}{lll}
0 & R_{L} R_{C 0} & R_{L}\left(R_{C 2}+2 R_{\text {on }}\right)
\end{array}\right], \\
& \mathbf{C}_{2}=\frac{1}{\alpha_{2}}\left[\begin{array}{lll}
R_{L} R_{C 0} & 0 & R_{L}\left(R_{C 1}+2 R_{\text {on }}\right)
\end{array}\right], \\
& D_{1}=\frac{R_{C 0} R_{L}}{\alpha_{1}},
\end{align*}
$$

and

$$
\begin{equation*}
D_{2}=\frac{R_{C 0} R_{L}}{\alpha_{2}}, \tag{11h}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{1}=R_{C 0} R_{L}+\left(R_{C 2}+2 R_{\text {on }}\right)\left(R_{L}+R_{C 0}\right) \tag{12a}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{2}=R_{C 0} R_{L}+\left(R_{C 1}+2 R_{\text {on }}\right)\left(R_{L}+R_{C 0}\right) . \tag{12b}
\end{equation*}
$$

In this example, $N=2$. Figure 1 shows the circuit schematics corresponding to each topology. The values of the resistors and capacitors, as well as the input voltage, are shown in the circuit schematic, where $R_{o n}=0.01 \Omega$ for all the diodes and transistors. We operate the circuit with switching frequency equal to 550 kHz , that is $T=t_{N}=1.8182 \times 10^{-6} \mathrm{~s}$. We select this switching frequency because there will be a strong electronic magnetic interference and large ripple magnitudes if we operate the circuit at higher or lower switching frequencies. We assume that the circuit is initially at rest, that is $\mathbf{x}(0)=\mathbf{0}$, as the usual case in the real situation. All the weights for combining the multiple-objectives are chosen to be 1 to avoid having bias on a particular objective. Since the output leakage voltage is smaller than the output ripple magnitude, we neglect the effect of the output leakage voltage in the cost function, that is, $y\left(t_{1}\right)=y\left(t_{1}-0\right)$. By applying this optimal PWM control method, we found that $t_{1}=1.5209 \times 10^{-6} \mathrm{~s}$ and the output ripple magnitude is $3.6242 \times 10^{-4} \mathrm{~V}$. The corresponding duty cycle is 0.8365 . Although $C_{1}=C_{2}$ and $R_{C 1}=R_{C 2}$, it is worth noting that the optimal duty cycle does not operate at 0.5 . This is because the charging time constant is different from the discharging time constant due to the non-zero load resistance as well as parasitic switch resistance and capacitance. Both the transient and steady state responses of all capacitors, as well as the output load voltages are shown in Figure 2. It can be seen from the figure that the steady state voltages across $C_{0}, C_{1}, C_{2}$ and $R_{L}$ are approximately, $3.6 \mathrm{~V}, 1.8 \mathrm{~V}, 1.8 \mathrm{~V}$ and 3.6 V , respectively. Hence, the circuit behaves normally as a voltage doubler.

## VI. Conclusions

In this paper, we apply the model transformation and the enhancing control methods to determine the optimal switching instants for PWM control of switched-capacitor DC/DC power converters. The advantages of applying this optimal PWM control method are to avoid the process of a linearization and guarantee the optimality. Compared to the existing PWM control methods, these methods are only a local approximation of the problem and do not solve the problem completely.
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Figure 1. Circuit schematics of each topology of the switched-capacitor DC/DC power converter [31]. (a) Topology 1. (b) Topology 2.








Figure 2. Transient and steady state voltages across capacitors and the load resistor of the switched-capacitor DC/DC power converter [31].

