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#### Abstract

A general problem of testing two simple hypotheses about the distribution of a discrete-time stochastic process is considered. The main goal is to minimize an average sample number over all sequential tests whose error probabilities do not exceed some prescribed levels. As a criterion of minimization, the average sample number under a third hypothesis is used (modified Kiefer-Weiss problem).

For a class of sequential testing problems, the structure of optimal sequential tests is characterized. An application to the Kiefer-Weiss problem for discrete-time stochastic processes is proposed. As another application, the structure of Bayes sequential tests for two composite hypotheses, with a fixed cost per observation, is given. The results are also applied for finding optimal sequential tests for discrete-time Markov processes. In a particular case of testing two simple hypotheses about a location parameter of an autoregressive process of order 1, it is shown that the sequential probability ratio test has the Wald-Wolfowitz optimality property.
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## 1 INTRODUCTION. PROBLEM SETTING.

Let $X_{1}, X_{2}, \ldots, X_{n}, \ldots$ be a discrete-time stochastic process with a distribution $P$. We consider the problem of testing a simple hypothesis $H_{0}: P=P_{0}$ versus a simple alternative $H_{1}: P=P_{1}$. The main goal of this article is to characterize the structure of optimal sequential tests in this problem.

We suppose that, under $H_{i}$, for any $n=1,2, \ldots$, the vector $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ has a probability "density" function

$$
\begin{equation*}
f_{i}^{n}=f_{i}^{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{1.1}
\end{equation*}
$$

(Radon-Nikodym derivative of its distribution) with respect to a product-measure

$$
\mu^{n}=\underbrace{\mu \otimes \mu \otimes \cdots \otimes \mu}_{n \text { times }},
$$

[^0]with some $\sigma$-finite measure $\mu$ on the respective space, $i=0,1$.
Let us define a (randomized) sequential hypothesis test as a pair $(\psi, \phi)$ of a stopping rule $\psi$ and a decision rule $\phi$ (see, for example, Wald (1950), Ferguson (1967), DeGroot (1970), Ghosh (1970), Ghosh, Mukhopadhyay and Sen (1997)), with the following interpretation.

It is supposed that

$$
\psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{n}, \ldots\right) \quad \text { and } \quad \phi=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{n}, \ldots\right)
$$

where the functions

$$
\psi_{n}=\psi_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \quad \text { and } \quad \phi_{n}=\phi_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

are supposed to be measurable functions with values in $[0,1], n=1,2, \ldots$.
The experiment starts with obtaining the value $x_{1}$ of the first observation of $X_{1}$ (stage $n=1$ ). For any stage $n=1,2, \ldots$, the value of $\psi_{n}\left(x_{1}, \ldots, x_{n}\right)$ is interpreted as the conditional probability to stop and proceed to decision making, given that the experiment came to stage $n$ and that the observations of $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ up to this stage were $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. If there is no stop, the experiments continues to the next stage and an additional observation $x_{n+1}$ of $X_{n+1}$ is taken. Then the rule $\psi_{n+1}$ is applied to $x_{1}, x_{2}, \ldots, x_{n}, x_{n+1}$ in the same way as as above, etc., until the experiment eventually stops.

It is supposed that when the experiment stops, a decision to accept or to reject $H_{0}$ is to be made. The function $\phi_{n}\left(x_{1}, \ldots, x_{n}\right)$ is interpreted as the conditional probability to reject the null-hypothesis $H_{0}$, given that the experiment stops at stage $n$ being $\left(x_{1}, \ldots, x_{n}\right)$ the data vector observed.

The stopping rule $\psi$ generates, by the above process, a random variable $\tau_{\psi}$ (stopping time) whose distribution is given by

$$
\begin{equation*}
P\left(\tau_{\psi}=n\right)=E\left(1-\psi_{1}\right)\left(1-\psi_{2}\right) \ldots\left(1-\psi_{n-1}\right) \psi_{n} \tag{1.2}
\end{equation*}
$$

In (1.2), we suppose that $\psi_{n}=\psi_{n}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, unlike its previous definition as $\psi_{n}=\psi_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. We do this intentionally and systematically throughout the paper, applying, generally, for any $F_{n}=F_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ or $F_{n}=F_{n}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, the following rule: if $F_{n}$ is under the probability or expectation sign, then it is $F_{n}\left(X_{1}, \ldots, X_{n}\right)$, otherwise it is $F_{n}\left(x_{1}, \ldots, x_{n}\right)$.

For a sequential test $(\psi, \phi)$ let us define the type I error probability as

$$
\begin{equation*}
\alpha(\psi, \phi)=P_{0}\left(\left\{\text { reject } H_{0}\right\} \cap\left\{\tau_{\psi}<\infty\right\}\right)=\sum_{n=1}^{\infty} E_{0}\left(1-\psi_{1}\right) \ldots\left(1-\psi_{n-1}\right) \psi_{n} \phi_{n} \tag{1.3}
\end{equation*}
$$

and the type II error probability as

$$
\begin{equation*}
\beta(\psi, \phi)=P_{1}\left(\left\{\operatorname{accept} H_{0}\right\} \cap\left\{\tau_{\psi}<\infty\right\}\right)=\sum_{n=1}^{\infty} E_{1}\left(1-\psi_{1}\right) \ldots\left(1-\psi_{n-1}\right) \psi_{n}\left(1-\phi_{n}\right) \tag{1.4}
\end{equation*}
$$

(here, and in what follows, $E_{i}(\cdot)$ stands for the expectation with respect to $P_{i}, i=0,1$ ).
Typically, one would like to keep the error probabilities below some specified levels:

$$
\begin{equation*}
\alpha(\psi, \phi) \leq \alpha \quad \text { and } \quad \beta(\psi, \phi) \leq \beta \tag{1.5}
\end{equation*}
$$

with some $\alpha, \beta \in[0,1)$.

To characterize the number of observations until the final decision is taken, the average sample number is used:

$$
\begin{equation*}
\mathscr{N}(\psi)=E \tau_{\psi} . \tag{1.6}
\end{equation*}
$$

If $P\left(\tau_{\psi}<\infty\right)=\sum_{n=1}^{\infty} P\left(\tau_{\psi}=n\right)=1$, then

$$
\begin{equation*}
\mathscr{N}(\psi)=\sum_{n=1}^{\infty} n E\left(1-\psi_{1}\right) \ldots\left(1-\psi_{n-1}\right) \psi_{n} \tag{1.7}
\end{equation*}
$$

(see (1.2)), otherwise $\mathscr{N}(\psi)=\infty$.
We suppose that the distribution of the process $X_{1}, X_{2}, \ldots, X_{n}, \ldots$ used for calculating (1.6) does not necessarily match one of the hypothesized distribution $P_{0}$ or $P_{1}$. Instead, we are using any (fixed) distribution $P$ of the process $X_{1}, X_{2}, \ldots, X_{n}, \ldots$ Let $f^{n}=f^{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be the corresponding "density" of $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, with respect to $\mu^{n}$, when the process follows the distribution $P, n=1,2, \ldots$.

Our main goal is minimizing $\mathscr{N}(\psi)$ over all sequential tests subject to (1.5). Let us refer to this problem as to hypothesis testing problem ( $P, P_{0}, P_{1}$ ).

For independent and identically distributed (i.i.d.) observations, using $P=P_{0}$ or $P=P_{1}$ as a criterion of minimization in (1.6) is typical for the problem of sequential hypotheses testing (see Wald and Wolfowitz (1948), Wald (1950), Ferguson (1967), DeGroot (1970), Ghosh (1970), among many others). Minimizing $\mathscr{N}(\psi)$ for $P$ different from both $P_{0}$ and $P_{1}$ is known as the modified Kiefer-Weiss problem, being the original Kiefer-Weiss problem minimizing $\sup _{P} \mathscr{N}(\psi)$ under (1.5) (see Kiefer and Weiss (1957), Weiss (1962), Lorden (1980), Schmitz (1993)).

In Section 2, we reduce the problem of minimizing $\mathscr{N}(\psi)$ under constraints (1.5) to a non-constrained minimization problem, with a Lagrange-multiplier function $L(\psi, \phi)$ as an objective function. Then we reduce further the problem of minimization, by finding

$$
L(\psi)=\inf _{\phi} L(\psi, \phi) .
$$

In Section 3, we solve the problem of minimization of $L(\psi)$, first in the class of truncated stopping rules, then, for a class of problems called truncatable, in the class of all stopping rules. In each case we obtain necessary and sufficient conditions of optimality.

In Section 4, we give some applications of our results to some general problems for discrete-time stochastic processes: to the Kiefer-Weiss problem, and to its modified version, to the Bayesian sequential testing of two composite hypotheses, and to optimal sequential tests for discrete-time Markov processes.

In Section 5, we lay down the proofs of the main results.

## 2 REDUCTION TO AN OPTIMAL STOPPING PROBLEM

To proceed with minimizing (1.6) over the tests subject to (1.5) let us define the following Lagrange-multiplier function:

$$
\begin{equation*}
L(\psi, \phi)=L\left(\psi, \phi ; \lambda_{0}, \lambda_{1}\right)=\mathscr{N}(\psi)+\lambda_{0} \alpha(\psi, \phi)+\lambda_{1} \beta(\psi, \phi) \tag{2.1}
\end{equation*}
$$

where $\lambda_{0} \geq 0$ and $\lambda_{1} \geq 0$ are some constant multipliers.
The following theorem is nothing else than an application of the Lagrange multiplier method to the conditional problem above.

Theorem 2.1. Let $\Delta$ be some class of sequential tests. Let exist $\lambda_{0}>0$ and $\lambda_{1}>0$ and a test $(\psi, \phi) \in \Delta$ such that $L\left(\psi, \phi ; \lambda_{0}, \lambda_{1}\right)<\infty$, and such that for any other test $\left(\psi^{\prime}, \phi^{\prime}\right) \in \Delta$

$$
\begin{equation*}
L\left(\psi, \phi ; \lambda_{0}, \lambda_{1}\right) \leq L\left(\psi^{\prime}, \phi^{\prime} ; \lambda_{0}, \lambda_{1}\right) \tag{2.2}
\end{equation*}
$$

holds and such that

$$
\begin{equation*}
\alpha(\psi, \phi)=\alpha \quad \text { and } \quad \beta(\psi, \phi)=\beta \tag{2.3}
\end{equation*}
$$

Then for any test $\left(\psi^{\prime}, \phi^{\prime}\right) \in \Delta$ satisfying

$$
\begin{equation*}
\alpha\left(\psi^{\prime}, \phi^{\prime}\right) \leq \alpha \quad \text { and } \quad \beta\left(\psi^{\prime}, \phi^{\prime}\right) \leq \beta \tag{2.4}
\end{equation*}
$$

it holds

$$
\begin{equation*}
\mathscr{N}(\psi) \leq \mathscr{N}\left(\psi^{\prime}\right) \tag{2.5}
\end{equation*}
$$

The inequality in (2.5) is strict if at least one of the inequalities in (2.4) is strict.
Proof. It is quite straightforward:
Let $\left(\psi^{\prime}, \phi^{\prime}\right) \in \Delta$ be any test satisfying (2.4). Because of (2.3) and (2.2),

$$
\begin{align*}
\mathscr{N}(\psi)+\lambda_{0} \alpha+\lambda_{1} \beta & =\mathscr{N}(\psi)+\lambda_{0} \alpha(\psi, \phi)+\lambda_{1} \beta(\psi, \phi)  \tag{2.6}\\
& \leq \mathscr{N}\left(\psi^{\prime}\right)+\lambda_{0} \alpha\left(\psi^{\prime}, \phi^{\prime}\right)+\lambda_{1} \beta\left(\psi^{\prime}, \phi^{\prime}\right)  \tag{2.7}\\
& \leq \mathscr{N}\left(\psi^{\prime}\right)+\lambda_{0} \alpha+\lambda_{1} \beta \tag{2.8}
\end{align*}
$$

where to get the last inequality we used (2.4).
It follows from (2.6) - (2.8) that

$$
\mathscr{N}(\psi) \leq \mathscr{N}\left(\psi^{\prime}\right)
$$

The get the last statement of the theorem we note that if $\mathscr{N}(\psi)=\mathscr{N}\left(\psi^{\prime}\right)$ then there are equalities in (2.7) - (2.8) instead of the inequalities which is only possible if $\alpha\left(\psi^{\prime}, \phi^{\prime}\right)=\alpha$ and $\beta\left(\psi^{\prime}, \phi^{\prime}\right)=\beta$.

Remark 2.1. In fact, the method of Lagrange multipliers is used (sometimes implicitly) in various hypotheses testing problems, e.g., in Kiefer and Weiss (1957), Weiss (1962), Berk (1975), Lorden (1980), Castillo and García (1983), Müller-Funk et al. (1985), Schmitz (1993). In essence, the method of Lagrange multipliers is used in Lehmann (1959) in the proof of the fundamental lemma of Neyman-Pearson, where, to minimize $\beta(\psi, \phi)$ among all (non-sequential) tests such that $\alpha(\psi, \phi) \leq \alpha$, the minimum of $\beta(\psi, \phi)+\lambda \alpha(\psi, \phi)$ is found.

In a way, the Bayesian approach in hypotheses testing can be considered as a variant of the Lagrange multipliers method as well. If, in particular, $P=\pi P_{0}+(1-\pi) P_{1}$ in our definition (1.6) above, with some $\pi, 0<\pi<1$, then the Lagrange-multiplier function (2.1) is nothing else than the Bayesian risk (see Wald and Wolfowitz (1948), Wald (1950), Lehmann (1959), Ferguson (1967), DeGroot (1970), Zacks (1971), Shiryayev (1978), Cochlar and Vrana (1978), Liu and Blostein (1992), Ghosh, Mukhopadhyay and Sen (1997), among many others), and the classical proofs of the optimality of the sequential probability ratio test $(S P R T)$ for i.i.d. observations are using arguments of type of Theorem 2.1 (see, e.g., Wald and Wolfowitz (1948), Lehmann (1959), Ferguson (1967)).

Because of Theorem 2.1, from now on, our main focus will be on the unrestricted minimization of $L(\psi, \phi)=L\left(\psi, \phi ; \lambda_{0}, \lambda_{1}\right)$, over all sequential tests, for any $\lambda_{0}>0$ and $\lambda_{1}>0$.

For any stopping rule $\psi=\left(\psi_{1}, \psi_{2}, \ldots\right)$ let us denote

$$
\begin{equation*}
s_{n}^{\psi}=\left(1-\psi_{1}\right) \ldots\left(1-\psi_{n-1}\right) \psi_{n} \quad \text { and } \quad c_{n}^{\psi}=\left(1-\psi_{1}\right) \ldots\left(1-\psi_{n-1}\right), \tag{2.9}
\end{equation*}
$$

for any $n=1,2, \ldots$.
Let $I_{A}$ be the indicator function of the event $A$.
The following theorem, in a rather standard way, lets us find optimal decision rules for any given stopping rule $\psi$.

Theorem 2.2. For any $\lambda_{0} \geq 0$ and $\lambda_{1} \geq 0$ and for any sequential test $(\psi, \phi)$

$$
\begin{equation*}
\lambda_{0} \alpha(\psi, \phi)+\lambda_{1} \beta(\psi, \phi) \geq \sum_{n=1}^{\infty} \int s_{n}^{\psi} \min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} d \mu^{n} \tag{2.10}
\end{equation*}
$$

with an equality if and only if

$$
\begin{equation*}
I_{\left\{\lambda_{0} f_{0}^{n}<\lambda_{1} f_{1}^{n}\right\}} \leq \phi_{n} \leq I_{\left\{\lambda_{0} f_{0}^{n} \leq \lambda_{1} f_{1}^{n}\right\}} \tag{2.11}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $S_{n}^{\psi}=\left\{\left(x_{1}, \ldots, x_{n}\right): s_{n}^{\psi}\left(x_{1}, \ldots, x_{n}\right)>0\right\}$ for any $n=1,2, \ldots$.
The proof of Theorem 2.2 can be found in Appendix.
Let us denote

$$
L(\psi)=L\left(\psi ; \lambda_{0}, \lambda_{1}\right)=\inf _{\phi} L\left(\psi, \phi ; \lambda_{0}, \lambda_{1}\right) .
$$

Corollary 2.1. If $P\left(\tau_{\psi}<\infty\right)=1$, then

$$
\begin{equation*}
L(\psi)=\sum_{n=1}^{\infty} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n} \tag{2.12}
\end{equation*}
$$

where, by definition,

$$
\begin{equation*}
l_{n}=\min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} . \tag{2.13}
\end{equation*}
$$

If $P\left(\tau_{\psi}<\infty\right)<1$ then $L(\psi)=\infty$.
Proof. This follows from Theorem 2.2 by (2.1), in view of (1.7).
Remark 2.2. Theorem 2.2 establishes the form of optimal decision rules, which turn out to be Bayesian. It is essentially Theorem 5.2.1 in Ghosh, Mukhopadhyay and Sen (1997) applied to the natural 0-1 loss function (see also Cochlar and Vrana (1978)).

By Theorem 2.2, the problem of minimization of $L\left(\psi, \phi ; \lambda_{0}, \lambda_{1}\right)$ is reduced now to the problem of minimization of $L\left(\psi ; \lambda_{0}, \lambda_{1}\right)$, that is, to an optimal stopping problem. Indeed, if there is a $\psi$ such that

$$
L\left(\psi ; \lambda_{0}, \lambda_{1}\right)=\inf _{\psi^{\prime}} L\left(\psi^{\prime} ; \lambda_{0}, \lambda_{1}\right),
$$

then, adding to $\psi$ any decision rule $\phi$ satisfying (2.11), by Theorem 2.2 we have that for any sequential test ( $\psi^{\prime}, \phi^{\prime}$ ):

$$
\begin{equation*}
L\left(\psi, \phi ; \lambda_{0}, \lambda_{1}\right)=L\left(\psi ; \lambda_{0}, \lambda_{1}\right) \leq L\left(\psi^{\prime} ; \lambda_{0}, \lambda_{1}\right) \leq L\left(\psi^{\prime}, \phi^{\prime} ; \lambda_{0}, \lambda_{1}\right) . \tag{2.14}
\end{equation*}
$$

In particular, in this way we obtain tests $(\psi, \phi)$ satisfying (2.2), which is crucial for solving the original conditional problem (see Theorem 2.1).

## 3 OPTIMAL STOPPING RULES

In this section, we characterize the structure of stopping rules minimizing $L(\psi)$, first in the class of truncated stopping rules, then in the class of all stopping rules, supposing that the hypothesis testing problem is truncatable.

### 3.1 Optimal Truncated Stopping Rules

Here we solve the problem of minimization of $L(\psi)$ in the class of truncated stopping rules, that is, in the class $\mathscr{D}^{N}$ of

$$
\begin{equation*}
\psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{N-1}, 1, \ldots\right) . \tag{3.1}
\end{equation*}
$$

The following lemma takes over a large part of work of doing this.
Lemma 3.1. Let $k \geq 1$ be any natural number, and let $v_{k+1}=v_{k+1}\left(x_{1}, x_{2}, \ldots, x_{k+1}\right)$ be any non-negative measurable function. Then

$$
\begin{gather*}
\sum_{n=1}^{k} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{k+1}^{\psi}\left((k+1) f^{k+1}+v_{k+1}\right) d \mu^{k+1} \\
\quad \geq \sum_{n=1}^{k-1} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{k}^{\psi}\left(k f^{k}+v_{k}\right) d \mu^{k} \tag{3.2}
\end{gather*}
$$

where

$$
\begin{equation*}
v_{k}=\min \left\{l_{k}, f^{k}+R_{k}\right\} \tag{3.3}
\end{equation*}
$$

being

$$
R_{k}=R_{k}\left(x_{1}, \ldots, x_{k}\right)=\int v_{k+1}\left(x_{1}, \ldots, x_{k+1}\right) d \mu\left(x_{k+1}\right)
$$

There is an equality in (3.2) if and only if

$$
\begin{equation*}
I_{\left\{l_{k}<f^{k}+R_{k}\right\}} \leq \psi_{k} \leq I_{\left\{l_{k} \leq f^{k}+R_{k}\right\}} \tag{3.4}
\end{equation*}
$$

$\mu^{k}$-almost everywhere on $C_{k}^{\psi}=\left\{\left(x_{1}, \ldots, x_{k}\right): c_{k}^{\psi}\left(x_{1}, \ldots, x_{k-1}\right)>0\right\}$.
We lay down the proof of Lemma 3.1 in Appendix.
Applying Lemma 3.1 to the Lagrange-multiplier function

$$
\begin{equation*}
L_{N}(\psi)=\sum_{n=1}^{N-1} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{N}^{\psi}\left(N f^{N}+l_{N}\right) d \mu^{r} \tag{3.5}
\end{equation*}
$$

of any truncated stopping rule $\psi \in \mathscr{D}^{N}$, consecutively for $k=N-1, N-2, \ldots, r$, we easily have
Theorem 3.1. Let $\psi \in \mathscr{D}^{N}$ be any (truncated) stopping rule. Then for any $1 \leq r \leq$ $N-1$ the following inequalities hold true

$$
\begin{gather*}
L_{N}(\psi) \geq \sum_{n=1}^{r} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{r+1}^{\psi}\left((r+1) f^{r+1}+V_{r+1}^{N}\right) d \mu^{r+1}  \tag{3.6}\\
\geq \sum_{n=1}^{r-1} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{r}^{\psi}\left(r f^{r}+V_{r}^{N}\right) d \mu^{r} \tag{3.7}
\end{gather*}
$$

where $V_{N}^{N} \equiv l_{N}$, and recursively for $k=N-1, N-2, \ldots 1$

$$
\begin{equation*}
V_{k}^{N}=\min \left\{l_{k}, f^{k}+R_{k}^{N}\right\}, \tag{3.8}
\end{equation*}
$$

being

$$
\begin{equation*}
R_{k}^{N}=R_{k}^{N}\left(x_{1}, \ldots, x_{k}\right)=\int V_{k+1}^{N}\left(x_{1}, \ldots, x_{k+1}\right) d \mu\left(x_{k+1}\right) . \tag{3.9}
\end{equation*}
$$

The lower bound in (3.7) is attained if and only if

$$
\begin{equation*}
I_{\left\{l_{k}<f^{k}+R_{k}^{N}\right\}} \leq \psi_{k} \leq I_{\left\{l_{k} \leq f^{k}+R_{k}^{N}\right\}} \tag{3.10}
\end{equation*}
$$

$\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=r, r+1, \ldots, N-1$.
In particular, for $r=1$ we have
Corollary 3.1. For any $\psi \in \mathscr{D}^{N}$

$$
\begin{equation*}
L(\psi) \geq 1+R_{0}^{N}, \tag{3.11}
\end{equation*}
$$

where

$$
R_{0}^{N}=\int V_{1}^{N}\left(x_{1}\right) d \mu\left(x_{1}\right) .
$$

There is an equality in (3.11) if and only if $\psi_{k}$ satisfy (3.10) $\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=1,2, \ldots, N-1$.

Remark 3.1. For the Bayesian problem (when $P=\pi P_{0}+(1-\pi) P_{1}$ with $\pi \in(0,1)$ ), an optimal truncated (non-randomized) stopping rule can also be obtained from Theorem 5.2.2 in Ghosh, Mukhopadhyay and Sen (1997).

Remark 3.2. Despite that any $\psi$ such that $L(\psi)=1+R_{0}^{N}$, by Theorem 3.1, is optimal in the class $\mathscr{D}^{N}$ of all truncated rules, it only makes practical sense if

$$
\min \left\{\lambda_{0}, \lambda_{1}\right\}>1+R_{0}^{N}
$$

The reason is that $l_{0}=\min \left\{\lambda_{0}, \lambda_{1}\right\}$ can be considered as "the $L(\psi)$ " function for a trivial sequential test $\left(\psi_{0}, \phi_{0}\right)$ which, without taking any observations, makes the decision $\phi_{0}=I_{\left\{\lambda_{0} \leq \lambda_{1}\right\}}$. In this case there are no observations $\left(\mathscr{N}\left(\psi_{0}\right)=0\right)$ and it is easily seen that

$$
L\left(\psi_{0}, \phi_{0}\right)=\lambda_{0} \alpha\left(\psi_{0}, \phi_{0}\right)+\lambda_{1} \beta\left(\psi_{0}, \phi_{0}\right)=\min \left\{\lambda_{0}, \lambda_{1}\right\}=l_{0} .
$$

Thus, the inequality

$$
l_{0} \leq 1+R_{0}^{N}
$$

means that the trivial test $\left(\psi_{0}, \phi_{0}\right)$ is not worse than the best truncated test in $\mathscr{D}^{N}$.

### 3.2 Optimal Non-Truncated Stopping Rules

In this section we characterize the structure of general sequential tests minimizing $L(\psi)=L\left(\psi ; \lambda_{0}, \lambda_{1}\right)($ see $(2.1))$.

Let us define for any stopping rule $\psi$, and for any natural $N \geq 1$,

$$
L_{N}(\psi)=L_{N}\left(\psi ; \lambda_{0}, \lambda_{1}\right)=L\left(\psi^{N} ; \lambda_{0}, \lambda_{1}\right)
$$

where $\psi^{N}=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{N-1}, 1, \ldots\right)$ is the rule $\psi$ truncated at $N$.

By (3.5),

$$
\begin{equation*}
L_{N}(\psi)=\sum_{n=1}^{N-1} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{N}^{\psi}\left(N f^{N}+l_{N}\right) d \mu^{N} \tag{3.12}
\end{equation*}
$$

Because $\psi^{N}$ is truncated, the results of the preceding section apply, in particular, the inequalities of Theorem 3.1.

The idea of what follows is to make $N \rightarrow \infty$, to obtain some lower bounds for $L(\psi)$ from (3.6) - (3.7). To do this, we need some conditions which guarantee that $L_{N}(\psi) \rightarrow L(\psi)$ as $N \rightarrow \infty$.

Let us call a hypothesis testing problem $\left(P, P_{0}, P_{1}\right)$ truncatable if for any $\lambda_{0}>0$ and $\lambda_{1}>0$ it holds

$$
\begin{equation*}
\lim _{N \rightarrow \infty} L_{N}\left(\psi ; \lambda_{0}, \lambda_{1}\right)=L\left(\psi ; \lambda_{0}, \lambda_{1}\right) \tag{3.13}
\end{equation*}
$$

for any stopping rule $\psi$ such that $P\left(\tau_{\psi}<\infty\right)=1$.
The following lemma characterizes the property of being a problem truncatable.
Lemma 3.2. The hypothesis testing problem $\left(P, P_{0}, P_{1}\right)$ is truncatable if and only if for any stopping rule $\psi$, such that $E \tau_{\psi}<\infty$, for any $\lambda_{0}>0, \lambda_{1}>0$ it holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int c_{n}^{\psi} \min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} d \mu^{n}=0 \tag{3.14}
\end{equation*}
$$

The proof of Lemma 3.2 can be found in Appendix.
Corollary 3.2. The hypothesis testing problem $\left(P, P_{0}, P_{1}\right)$ is truncatable if any of the following three conditions is satisfied:
i) for any stopping rule $\psi$, from $E \tau_{\psi}<\infty$ it follows that

$$
\begin{equation*}
P_{0}\left(\tau_{\psi}<\infty\right)=1 \quad \text { or } \quad P_{1}\left(\tau_{\psi}<\infty\right)=1 \tag{3.15}
\end{equation*}
$$

ii) for some $\lambda_{0}>0$ and $\lambda_{1}>0$

$$
\lim _{n \rightarrow \infty} \int \min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} d \mu^{n}=0
$$

iii)

$$
\frac{f_{1}^{n}\left(X_{1}, \ldots, X_{n}\right)}{f_{0}^{n}\left(X_{1}, \ldots, X_{n}\right)} \rightarrow 0, \quad \text { as } \quad n \rightarrow \infty
$$

in $P_{0}$-probability.
Because of its technical character, we lay down the proof of Corollary 3.2 in Appendix.

Remark 3.3. In fact, conditions ii) and iii) of Corollary 3.2 are equivalent. It is easily seen from its proof.
Corollary 3.3. Any Bayesian hypotheses testing problem $\left(\left(\pi P_{0}+(1-\pi) P_{1}, P_{0}, P_{1}\right)\right.$, $\pi \in(0,1))$ is truncatable.

Proof. In this case $f^{n}=\pi f_{0}^{n}+(1-\pi) f_{1}^{n}$ with some $\pi \in(0,1)$. Thus,

$$
\mathscr{N}(\psi)=\pi E_{0} \tau_{\psi}+(1-\pi) E_{1} \tau_{\psi}<\infty
$$

implies that (3.15) is satisfied. By Corollary 3.2, it follows that the problem is truncatable.

Corollary 3.4. Any of the hypotheses testing problems $\left(P_{0}, P_{0}, P_{1}\right)$ and ( $P_{1}, P_{0}, P_{1}$ ) is truncatable.

Proof. Indeed, if, for example, $E_{0} \tau_{\psi}<\infty$, then (3.15) is trivial, so, by Corollary 3.2, the problem $\left(P_{0}, P_{0}, P_{1}\right)$ is truncatable.

The second fact we need for passing to the limit in (3.6) - (3.7) is about the behaviour of the functions $V_{k}^{N}$ defined by (3.8).
Lemma 3.3. For any $k \geq 1$ and for any $N \geq k$

$$
\begin{equation*}
V_{k}^{N} \geq V_{k}^{N+1} \tag{3.16}
\end{equation*}
$$

Proof. By induction over $k=N, N-1, \ldots, 1$.
Let $k=N$. Then by (3.8)

$$
V_{N}^{N+1}=\min \left\{l_{N}, f^{N}+\int V_{N+1}^{N+1} d \mu\left(x_{N+1}\right)\right\} \leq l_{N}=V_{N}^{N}
$$

If we suppose that (3.16) is satisfied for some $k, N \geq k>1$, then

$$
\begin{aligned}
V_{k-1}^{N}= & \min \left\{l_{k-1}, f^{k-1}+\int V_{k}^{N} d \mu\left(x_{k}\right)\right\} \\
& \geq \min \left\{l_{k-1}, f^{k-1}+\int V_{k}^{N+1} d \mu\left(x_{k}\right)\right\}=V_{k-1}^{N+1}
\end{aligned}
$$

Thus, (3.16) is satisfied for $k-1$ as well, which completes the induction.
It follows from Lemma 3.3 that for any fixed $k \geq 1$ the sequence $V_{k}^{N}$ is nonincreasing. So, there exists

$$
\begin{equation*}
V_{k}=\lim _{N \rightarrow \infty} V_{k}^{N} \tag{3.17}
\end{equation*}
$$

Passing to the limit, as $N \rightarrow \infty$, in (3.6) - (3.7), we get
Lemma 3.4. If the hypothesis testing problem $\left(P, P_{0}, P_{1}\right)$ is truncatable, then for any stopping rule $\psi$ and for any $r \geq 1$ the following inequalities hold

$$
\begin{gather*}
L(\psi) \geq \sum_{n=1}^{r} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{r+1}^{\psi}\left((r+1) f^{r+1}+V_{r+1}\right) d \mu^{r+1}  \tag{3.18}\\
\geq \sum_{n=1}^{r-1} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{r}^{\psi}\left(r f^{r}+V_{r}\right) d \mu^{r} \tag{3.19}
\end{gather*}
$$

where

$$
\begin{equation*}
V_{k}=\min \left\{l_{k}, f^{k}+R_{k}\right\}, \tag{3.20}
\end{equation*}
$$

with

$$
V_{k}=\lim _{N \rightarrow \infty} V_{k}^{N}, \quad k=1,2,3, \ldots
$$

and

$$
\begin{equation*}
R_{k}=R_{k}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\int V_{k+1}\left(x_{1}, \ldots, x_{k+1}\right) d \mu\left(x_{k+1}\right), \quad k=0,1,2, \ldots \tag{3.21}
\end{equation*}
$$

In particular, for any stopping rule $\psi$

$$
\begin{equation*}
L(\psi) \geq 1+R_{0} \tag{3.22}
\end{equation*}
$$

Proof. The left-hand side of (3.6) tends to the left-hand side of (3.18), as $N \rightarrow \infty$, because the problem is truncatable. The right-hand side of (3.6) tends to the righthand side of (3.18), as $N \rightarrow \infty$, by the monotone convergence theorem, in view of Lemma 3.3. The right-hand side of (3.7) tends to the right-hand side of (3.19) by the same reason. At last, passing to the limit, as $N \rightarrow \infty$, on the both sides of (3.8) gives us (3.20).

The following lemma shows that, for a truncatable testing problem, the lower bound in (3.22) is, in fact, the infimum value of the left-hand side of (3.22).

Lemma 3.5. If the hypothesis testing problem $\left(P, P_{0}, P_{1}\right)$ is truncatable, then

$$
\begin{equation*}
\inf _{\psi} L(\psi)=1+R_{0} . \tag{3.23}
\end{equation*}
$$

The proof of Lemma 3.5 is laid down in Appendix.
Remark 3.4. Again (see Remark 3.1), for Bayesian problems Lemma 3.5 can be obtained from Theorem 5.2.3 in Ghosh, Mukhopadhyay and Sen (1997), applying it to the natural 0-1 loss function.

At last, the following theorem characterizes all optimal stopping rules in the hypothesis testing problem ( $P, P_{1}, P_{2}$ ), if this is truncatable.

Theorem 3.2. Let the testing problem $\left(P, P_{0}, P_{1}\right)$ be truncatable. Then

$$
\begin{equation*}
L(\psi)=\inf _{\psi^{\prime}} L\left(\psi^{\prime}\right) \tag{3.24}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
I_{\left\{l_{k}<f^{k}+R_{k}\right\}} \leq \psi_{k} \leq I_{\left\{l_{k} \leq f^{k}+R_{k}\right\}} \tag{3.25}
\end{equation*}
$$

$\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=1,2, \ldots$.
The proof of Theorem 3.2 can be found in Appendix.
Remark 3.5. Once again (see Remark 3.2), the optimal stopping rule $\psi$ from Theorem 3.2 only makes sense if $l_{0}>1+\int V_{1} d \mu\left(x_{1}\right)$, because otherwise the trivial rule which does not take any observations, gives a lesser value ( $l_{0}$ ) than $L(\psi)$.

Remark 3.6. In a particular case of Bayesian hypothesis testing, when $P=\pi P_{0}+$ $(1-\pi) P_{1}$ with some $\pi \in(0,1)$, Theorem 3.2 gives all optimal stopping rules for the Bayesian problem considered in Cochlar and Vrana (1978). To prove the existence of the optimal stopping rule, Cochlar and Vrana (1978) used the general theory of optimal stopping (see, for example, Chow et al. (1971) or Shiryayev (1978)). Our direct treatment of a (more general) stopping problem here gives a more specific structure of optimal stopping rules in the Bayesian problem considered in Cochlar and Vrana (1978).

In the case of independent observations, Liu and Blostein (1992) give the structure of a Bayesian stopping rule for the problem of testing a simple hypothesis against a simple alternative. Their treatment of the problem is based on a direct approach of Ferguson (1967). Our Theorem 3.2, based on the same principles (see also Ghosh, Mukhopadhyay and Sen (1997)), allows to characterize the structure of all Bayesian stopping rules in this problem (see Novikov (2008a) for details). The solution of the
(conditional) problem of minimizing the average sample number under restrictions on the type I and type II error probabilities, was not so successful in Liu and Blostein (1992) (see Schmitz (1995)). Using our approach, we were able to characterize the structure of optimal sequential tests in the conditional problem as well (see Novikov (2008a)).

If the problem $\left(P, P_{0}, P_{1}\right)$ is not truncatable, we still can use the results obtained above, restricting the class of stopping rules to the class $\mathscr{F}$ of truncatable stopping rules $\psi$, i.e. such that $\lim _{N \rightarrow \infty} L_{N}(\psi)=L(\psi)$ whenever $P\left(\tau_{\psi}<\infty\right)=1$. It is easy to see that for this class

$$
\inf _{\psi \in \mathscr{F}} L(\psi)=1+R_{0}
$$

still holds (see the proof of Lemma 3.5).
So a variant of Theorem 3.2 can be formulated as follows.
Theorem 3.3. If there is $a \psi \in \mathscr{F}$ such that

$$
\begin{equation*}
L(\psi)=\inf _{\psi^{\prime} \in \mathscr{F}} L\left(\psi^{\prime}\right) \tag{3.26}
\end{equation*}
$$

then

$$
\begin{equation*}
I_{\left\{l_{k}<f^{k}+R_{k}\right\}} \leq \psi_{k} \leq I_{\left\{l_{k} \leq f^{k}+R_{k}\right\}} \tag{3.27}
\end{equation*}
$$

$\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=1,2, \ldots$.
On the other hand, if a stopping rule $\psi$ satisfies (3.27) $\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=1,2, \ldots$, and $\psi \in \mathscr{F}$, then for this $\psi$ (3.26) holds.

Thus, if there exists an optimal stopping rule in $\mathscr{F}$, then it can be found by (3.27) for $k=1,2, \ldots$. And if a stopping rule $\psi$ satisfying (3.27), $\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for $k=1,2, \ldots$, fails to belong to $\mathscr{F}$, then there is no optimal stopping rule in $\mathscr{F}$. It is worth noting that even in this case, we can find a sequence of truncated stopping rules $\psi_{N} \in \mathscr{D}^{N}$, by Corollary 3.1, such that $L\left(\psi_{N}\right)=1+R_{0}^{N} \rightarrow 1+R_{0}=$ $\inf _{\psi^{\prime} \in \mathscr{F}} L\left(\psi^{\prime}\right)$, as $N \rightarrow \infty$.

Remark 3.7. The class $\mathscr{F}$ defined above is the largest class of stopping rules for which our method works. For practical purposes, however, a more restricted class of stopping rules may seem statistically more attractive, even when the problem is truncatable. For example, let $\mathscr{F}_{1}$ be defined as the class of all stopping rules such that $P_{0}\left(\tau_{\psi}<\infty\right)=1$ and $P_{1}\left(\tau_{\psi}<\infty\right)=1$. Then, obviously, with $\mathscr{F}_{1}$ instead of $\mathscr{F}$, Theorem 3.3 still holds. However, this makes harder to comply with the requirement that $\psi \in \mathscr{F}_{1}$, in order that the optimal stopping rule exist. For example, for i.i.d. observations, in Hawix and Schmitz (1998) we find an example of a (non-randomized) test with a stopping rule $\psi$ satisfying (3.27) for any $k=1,2, \ldots$, but such that $\psi \notin \mathscr{F}_{1}$, meaning that there is no optimal stopping rule in $\mathscr{F}_{1}$.

## 4 APPLICATIONS

### 4.1 Modified Kiefer-Weiss Problem

In this section, we provide a solution, to the problem of minimizing $E \tau_{\psi}$ in the class of all sequential tests $(\psi, \phi)$ with error probabilities not exceeding some given levels (see Introduction).

Combining Theorems 2.1, 2.2 and 3.2 we immediately have the following

Theorem 4.1. Let the hypothesis testing problem $\left(P, P_{0}, P_{1}\right)$ be truncatable. Let $\lambda_{0}>$ 0 and $\lambda_{1}>0$ be any numbers and $\psi$ such that for any $n=1,2, \ldots$

$$
\begin{equation*}
I_{\left\{l_{n}<f^{n}+R_{n}\right\}} \leq \psi_{n} \leq I_{\left\{l_{n} \leq f^{n}+R_{n}\right\}} \tag{4.1}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $C_{n}^{\psi}$, where $l_{n}$ is defined in (2.13), and $R_{n}$ is defined in (3.21), and any $\phi$ such that

$$
\begin{equation*}
I_{\left\{\lambda_{0} f_{0}^{n}<\lambda_{1} f_{1}^{n}\right\}} \leq \phi_{n} \leq I_{\left\{\lambda_{0} f_{0}^{n} \leq \lambda_{1} f_{1}^{n}\right\}} \tag{4.2}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $S_{n}^{\psi}, n=1,2, \ldots$
Then for any $\left(\psi^{\prime}, \phi^{\prime}\right)$ such that

$$
\begin{equation*}
\alpha\left(\psi^{\prime}, \phi^{\prime}\right) \leq \alpha(\psi, \phi) \quad \text { and } \quad \beta\left(\psi^{\prime}, \phi^{\prime}\right) \leq \beta(\psi, \phi) \tag{4.3}
\end{equation*}
$$

it holds

$$
\begin{equation*}
E \tau_{\psi} \leq E \tau_{\psi^{\prime}} \tag{4.4}
\end{equation*}
$$

The inequality in (4.4) is strict if at least one of the inequalities in (4.3) is strict.
If there are equalities in all of the inequalities in (4.3) and (4.4) then $\psi^{\prime}$ satisfies (4.1) (with $\psi_{n}^{\prime}$ instead of $\psi_{n}$ ) $\mu^{n}$-almost everywhere on $C_{n}^{\psi^{\prime}}$ for any $n=1,2, \ldots$, and $\phi^{\prime}$ satisfies (4.2) (with $\phi_{n}^{\prime}$ instead of $\phi_{n}$ ) $\mu^{n}$-almost everywhere on $S_{n}^{\psi^{\prime}}$ for any $n=1,2, \ldots$.

### 4.2 Kiefer-Weiss Problem

In this section, we generalize the problem of Kiefer and Weiss (1957) to general discretetime stochastic processes and propose a method for solving it, based on our results above.

Let the distributions of the stochastic process we observe, $X_{1}, X_{2}, \ldots, X_{n}, \ldots$ be defined by a parametric family of joint density functions $\left\{f_{\theta}^{n}\left(x_{1}, \ldots, x_{n}\right), \theta \in \Theta, n \geq\right.$ $1\}$. We suppose that $f_{\theta}^{n}\left(x_{1}, \ldots, x_{n}\right)$ is measurable with respect to $\left(\theta, x_{1}, \ldots, x_{n}\right)$ for any $n \geq 1$.

The Kiefer-Weiss problem is to minimize

$$
\sup _{\theta \in \Theta} E_{\theta} \tau_{\psi}
$$

in the class of all sequential tests $(\psi, \phi)$ such that

$$
\alpha(\psi, \phi)=\sum_{n=1}^{\infty} E_{\theta_{0}} s_{n}^{\psi} \phi_{n} \leq \alpha \quad \text { and } \quad \beta(\psi, \phi)=\sum_{n=1}^{\infty} E_{\theta_{1}} s_{n}^{\psi}\left(1-\phi_{n}\right) \leq \beta
$$

where $\alpha, \beta \in[0,1)$ are some constants.
Applying the well-known arguments relating Bayesian and minimax methods, we get the following

Theorem 4.2. Let $\lambda_{0}>0, \lambda_{1}>0$ be any constants, and let there exist a probability measure $\pi$ such that

$$
\begin{equation*}
\inf _{\psi^{\prime}, \phi^{\prime}}\left(\int_{\Theta} E_{\theta} \tau_{\psi^{\prime}} d \pi(\theta)+\lambda_{0} \alpha\left(\psi^{\prime}, \phi^{\prime}\right)+\lambda_{1} \beta\left(\psi^{\prime}, \phi^{\prime}\right)\right) \tag{4.5}
\end{equation*}
$$

is attained at some test $(\psi, \phi)$ for which

$$
\sup _{\theta \in \Theta} E_{\theta} \tau_{\psi}=\int_{\Theta} E_{\theta} \tau_{\psi} d \pi(\theta)
$$

Then for any $\left(\psi^{\prime}, \phi^{\prime}\right)$ such that

$$
\begin{align*}
\alpha\left(\psi^{\prime}, \phi^{\prime}\right) \leq & \alpha(\psi, \phi) \quad \text { and } \quad \beta\left(\psi^{\prime}, \phi^{\prime}\right) \leq \beta(\psi, \phi)  \tag{4.6}\\
& \sup _{\theta \in \Theta} E_{\theta} \tau_{\psi} \leq \sup _{\theta \in \Theta} E_{\theta} \tau_{\psi^{\prime}} . \tag{4.7}
\end{align*}
$$

If there is an equality in (4.7), then $\left(\psi^{\prime}, \phi^{\prime}\right)$ attains the infimum (4.5) as well, and, additionally,

$$
\sup _{\theta \in \Theta} E_{\theta} \tau_{\psi^{\prime}}=\int_{\Theta} E_{\theta} \tau_{\psi^{\prime}} d \pi(\theta) .
$$

Proof. It is very similar to that of Theorem 2.1 and is omitted here.
Remark 4.1. We can apply Theorem 3.2 when seeking for tests attaining (4.5). Indeed, if we define $P(\cdot)=\int P_{\theta}(\cdot) d \pi(\theta)$, then Theorem 3.2, applied to the hypothesis testing problem ( $P, P_{\theta_{0}}, P_{\theta_{1}}$ ), gives all the tests attaining (4.5), provided that the problem is truncatable.

Remark 4.2. In the particular case of one-point distribution $\pi$ in Theorem 4.2, we can apply Theorem 3.2 to the testing problem $\left(P_{\theta}, P_{\theta_{0}}, P_{\theta_{1}}\right)$ directly, for finding tests that attain (4.5). In this case, the objective function to be minimized,

$$
\begin{equation*}
E_{\theta} \tau_{\psi}+\lambda_{0} \alpha(\psi, \phi)+\lambda_{1} \beta(\psi, \phi), \tag{4.8}
\end{equation*}
$$

is nothing else than the Lagrange-multiplier function for the modified Kiefer-Weiss problem. For i.i.d. observations, essentially this was used by Weiss (1962) for solving the original Kiefer-Weiss problem in some particular cases. He finds a test $(\psi, \phi)$ minimizing (4.8), with some specific $\theta \in \Theta$, and such that

$$
\sup _{\theta^{\prime} \in \Theta} E_{\theta^{\prime}} \tau_{\psi}=E_{\theta} \tau_{\psi} .
$$

Thus, the examples of Weiss (1962) may serve as examples of application of Theorem 4.2, where for his construction $\pi(\theta)=1$ should be taken.

Remark 4.3. By Corollary 3.2, both $\left(P, P_{\theta_{0}}, P_{\theta_{1}}\right)$ in Remark 4.1 and $\left(P_{\theta}, P_{\theta_{0}}, P_{\theta_{1}}\right)$ in Remark 4.2 are truncatable if

$$
\begin{equation*}
\int \min \left\{\lambda_{0} f_{\theta_{0}}^{n}, \lambda_{1} f_{\theta_{1}}^{n}\right\} d \mu^{n}=E_{\theta_{0}} \min \left\{\lambda_{0}, \lambda_{1} \frac{f_{\theta_{1}}^{n}}{f_{\theta_{0}}^{n}}\right\} \rightarrow 0, \quad \text { as } \quad n \rightarrow \infty \tag{4.9}
\end{equation*}
$$

for some $\lambda_{0}>0$ and $\lambda_{1}>0$ (see condition ii) of the Corollary). By Theorem 2.2, the left-hand side of (4.9) is the minimum value of the weighted sum of error probabilities, when the (non-sequential) tests are based on the first $n$ observations. Because of this, it should be expected that it approaches zero, as $n \rightarrow \infty$, for any reasonable statistical hypothesis testing problem. In particular, for i.i.d. observations this is always the case if

$$
\mu\left\{x: f_{\theta_{0}}^{1}(x) \neq f_{\theta_{1}}^{1}(x)\right\}>0
$$

(see Novikov (2008a)).

### 4.3 Bayes Sequential Testing of Two Composite Hypotheses

In this section, we apply our main Theorem 3.2 to Bayesian testing of two composite hypotheses.

As in preceding section, let us suppose that we have a parametric family of joint "density" functions $\left\{f_{\theta}\left(x_{1}, \ldots, x_{n}\right), \theta \in \Theta, n \geq 1\right\}$ where it is supposed that any $f_{\theta}\left(x_{1}, \ldots, x_{n}\right)$ is measurable with respect to $\left(\theta, x_{1}, \ldots, x_{n}\right), n=1,2, \ldots$. We consider in this section the problem of sequential testing $H_{0}: \theta \in \Theta_{0}$ vs. $H_{1}: \theta \in \Theta_{1}$, where $\Theta_{0}$ and $\Theta_{1}$ are some subsets of $\Theta$ such that $\Theta_{0} \cap \Theta_{1}=\emptyset$.

Let us suppose that there exists a prior distribution $\pi$ on $\Theta$.
For any sequential test $(\psi, \phi)$ the Bayes risk is defined as

$$
\begin{equation*}
w(\psi, \phi)=c \int_{\Theta} E_{\theta} \tau_{\psi} d \pi(\theta)+a \int_{\Theta_{0}} \alpha_{\theta}(\psi, \phi) d \pi(\theta)+b \int_{\Theta_{1}} \beta_{\theta}(\psi, \phi) d \pi(\theta) . \tag{4.10}
\end{equation*}
$$

where

$$
\alpha_{\theta}(\psi, \phi)=\sum_{n=1}^{\infty} E_{\theta} s_{n}^{\psi} \phi_{n} \quad \text { and } \quad \beta_{\theta}(\psi, \phi)=\sum_{n=1}^{\infty} E_{\theta} s_{n}^{\psi}\left(1-\phi_{n}\right)
$$

for $\theta \in \Theta$, being $c>0$ some unitary observation cost, and $a \geq 0$ and $b \geq 0$ some losses due to incorrect decisions.

We call a test ( $\psi, \phi$ ) Bayesian (for a given $\pi$ ) if its Bayesian risk (4.10) is a minimum among all sequential tests. In this section we show how to find Bayesian sequential tests for any prior distribution $\pi$.

Using the Fubini theorem, it is easy to see that

$$
\begin{equation*}
\int_{\Theta_{0}} \alpha_{\theta}(\psi, \phi) d \pi(\theta)=\sum_{n=1}^{\infty} \int s_{n}^{\psi} \phi_{n} \int_{\Theta_{0}} f_{\theta}^{n} d \pi(\theta) d \mu^{n}=\pi_{0} \sum_{n=1}^{\infty} \int s_{n}^{\psi} \phi_{n} g_{0}^{n} d \mu^{n} \tag{4.11}
\end{equation*}
$$

where $g_{0}^{n} \equiv \int_{\Theta_{0}} f_{\theta}^{n} d \pi(\theta) / \pi_{0}, \pi_{0}=\pi\left(\Theta_{0}\right)$, and

$$
\begin{equation*}
\int_{\Theta_{1}} \beta_{\theta}(\psi, \phi) d \pi(\theta)=\sum_{n=1}^{\infty} \int s_{n}^{\psi}\left(1-\phi_{n}\right) \int_{\Theta_{1}} f_{\theta}^{n} d \pi(\theta) d \mu^{n}=\pi_{1} \sum_{n=1}^{\infty} \int s_{n}^{\psi}\left(1-\phi_{n}\right) g_{1}^{n} d \mu^{n} \tag{4.12}
\end{equation*}
$$

where $g_{1}^{n} \equiv \int_{\Theta_{1}} f_{\theta}^{n} d \pi(\theta) / \pi_{1}, \pi_{1}=\pi\left(\Theta_{1}\right)$, and that

$$
\int_{\Theta} E_{\theta} \tau_{\psi} d \pi(\theta)=\pi_{0} \sum_{n=1}^{\infty} n \int s_{n}^{\psi} g_{0}^{n} d \mu^{n}+\pi_{1} \sum_{n=1}^{\infty} n \int s_{n}^{\psi} g_{1}^{n} d \mu^{n}
$$

Therefore, the Bayes risk (4.10) is equivalent to

$$
\begin{equation*}
w(\psi, \phi)=\sum_{n=1}^{\infty} \int s_{n}^{\psi}\left(c n g^{n}+\phi_{n} a \pi_{0} g_{0}^{n}+\left(1-\phi_{n}\right) b \pi_{1} g_{1}^{n}\right) d \mu^{n} \tag{4.13}
\end{equation*}
$$

where $g^{n}=\pi_{0} g_{0}^{n}+\pi_{1} g_{1}^{n}=\int_{\Theta} f_{\theta}^{n} d \pi(\theta)$. Thus, $w(\psi, \phi) / c$ has the same structure as $L(\psi, \phi)$ in (2.1), so we can use all the theory of Section 2 - Section 3 for finding tests ( $\psi, \phi$ ) minimizing $w(\psi, \phi)$, i.e. Bayesian sequential tests.

To formulate the main theorem (Theorem 3.2) in this Bayesian context, we need to re-define the key elements for the structure of optimal tests.

Let

$$
\begin{equation*}
l_{N}=\min \left\{\pi_{0} a g_{0}^{N}, \pi_{1} b g_{1}^{N}\right\}, \quad N=1,2, \ldots \tag{4.14}
\end{equation*}
$$

Define

$$
\begin{equation*}
V_{N}^{N}=l_{N} \tag{4.15}
\end{equation*}
$$

and, recursively,

$$
\begin{equation*}
V_{k}^{N}=\min \left\{l_{k}, c g^{k}+\int V_{k+1}^{N} d \mu\left(x_{k+1}\right)\right\} \tag{4.16}
\end{equation*}
$$

for any $k=N-1, N-2, \ldots, 1$.
Let further

$$
\begin{equation*}
V_{k}=\lim _{N \rightarrow \infty} V_{k}^{N} \tag{4.17}
\end{equation*}
$$

for any $k=1,2, \ldots$, and

$$
\begin{equation*}
R_{k}=R_{k}\left(x_{1}, \ldots, x_{k}\right)=\int V_{k+1}\left(x_{1}, \ldots, x_{k+1}\right) d \mu\left(x_{k+1}\right) \tag{4.18}
\end{equation*}
$$

for $k=0,1, \ldots$ Theorem 3.2, with the help of Theorem 2.2, transforms now to
Theorem 4.3. Let $l_{k}$ be defined by (4.14) and $R_{k}$ by (4.18) by means of (4.17) and (4.15) and (4.16). Then

$$
\begin{equation*}
w(\psi, \phi)=\inf _{\psi^{\prime}, \phi^{\prime}} w\left(\psi^{\prime}, \phi^{\prime}\right) \tag{4.19}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
I_{\left\{l_{k}<c g^{k}+R_{k}\right\}} \leq \psi_{k} \leq I_{\left\{l_{k} \leq c g^{k}+R_{k}\right\}} \tag{4.20}
\end{equation*}
$$

$\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=1,2, \ldots$, and

$$
\begin{equation*}
I_{\left\{\pi_{0} a g_{0}^{k}<\pi_{1} b g_{1}^{k}\right\}} \leq \phi_{k} \leq I_{\left\{\pi_{0} a g_{0}^{k} \leq \pi_{1} b g_{1}^{k}\right\}} \tag{4.21}
\end{equation*}
$$

$\mu^{k}$-almost everywhere on $S_{k}^{\psi}$, for any $k=1,2, \ldots$
Remark 4.4. Because, by definition, any test $(\psi, \phi)$ satisfying (4.19) is Bayesian, (4.20) and (4.21) give all Bayesian sequential tests for two composite hypotheses $H_{0}$ : $\theta \in \Theta_{0}$ and $H_{0}: \theta \in \Theta_{1}$. In particular, for two simple hypotheses $\left(\Theta_{0}=\left\{\theta_{0}\right\}\right.$ and $\left.\Theta_{1}=\left\{\theta_{1}\right\}\right)$, Theorem 4.3 characterizes the structure of all Bayesian tests for the problem considered in Cochlar and Vrana (1978). For independent, but not necessarily identically distributed observations, it gives the structure of all Bayesian sequential tests for the problem considered in Liu and Blostein (1992) (see also Section 2 in Cochlar and Vrana (1978); more related results can be found in Novikov (2008a)).

For composite hypotheses, it gives the structure of all Bayesian tests for the problem considered in Section 9.4 of Zacks (1971) in the particular case of $k=2$ hypotheses, a linear cost function $\left(K\left(x_{1}, \ldots, x_{n}\right) \equiv n\right)$, and constant losses due to incorrect decisions. In Novikov (2009), there is a generalization of our present results to $k \geq 2$ hypotheses. In particular, the structure of Bayesian sequential multiple hypothesis tests can be easily obtained from Theorem 6 in Novikov (2009), just like we did it for the case of two hypotheses in this section. More general loss functions, in both problems, can be treated using a more general approach of Novikov (2008b).

There is a vast literature on asymptotic (as $c \rightarrow 0$ ) shapes of Bayesian sequential tests for two composite hypotheses when sampling from an exponential family, starting from Schwarz (1962) (see an exhaustive list of references in Lai (1997), see also Lai (2001)).

### 4.4 Discrete-Time Markov Process

In this section, we apply Theorem 4.1 for optimal sequential testing of two simple hypotheses about the distribution of a Markov process.

Let us suppose that, under the respective hypothesis $H_{j}, j=0,1$, the conditional "density" of $X_{i}$, given $X_{i-1}=x_{i-1}$, is

$$
f_{j, i}\left(x_{i} \mid x_{i-1}\right), \quad i=2,3, \ldots
$$

and let $f_{j}\left(x_{1}\right)$ be the initial "density" (all the densities being with respect to some $\sigma$-finite measure $\mu$ ). In this case, the joint density function of $\left(X_{1}, \ldots, X_{k}\right)$, under $H_{j}$, is

$$
\begin{equation*}
f_{j}^{k}=f_{j}^{r}\left(x_{1}, \ldots, x_{r}\right)=f_{j}\left(x_{1}\right) \prod_{i=2}^{k} f_{j, i}\left(x_{i} \mid x_{i-1}\right), \quad k=1,2, \ldots, \quad j=0,1 \tag{4.22}
\end{equation*}
$$

Let us define for any $k=1,2, \ldots$ the likelihood ratio as

$$
z_{k}=\left\{\begin{array}{l}
f_{1}^{k} / f_{0}^{k}, \quad \text { if } \quad f_{0}^{k}>0 \\
\infty \quad \text { if } \quad f_{0}^{k}=0 \quad \text { and } \quad f_{1}^{k}>0 \\
0 \quad \text { if } \quad f_{0}^{k}=0 \quad \text { and } \quad f_{1}^{k}=0
\end{array}\right.
$$

In what follows we construct optimal sequential tests, which minimize $E_{0} \tau_{\psi}$ under restrictions $\alpha(\psi, \phi) \leq \alpha$ and $\beta(\psi, \phi) \leq \beta$ (see Section 4.1).

Let us introduce the following family of functions $\rho_{k}^{n}=\rho_{k}^{n}(z, x), k=0,1, \ldots$, $n=0,1, \ldots$. Let

$$
\begin{equation*}
\rho_{k}^{0}(z, x)=g(z) \equiv \min \left\{\lambda_{0}, \lambda_{1} z\right\}, \tag{4.23}
\end{equation*}
$$

for any $k=0,1,2, \ldots$, and, recursively, for $n=1,2, \ldots$,

$$
\begin{equation*}
\rho_{k-1}^{n}(z, x)=\min \left\{g(z), 1+\int \rho_{k}^{n-1}\left(z \frac{f_{1, k}\left(x_{k} \mid x\right)}{f_{0, k}\left(x_{k} \mid x\right)}, x_{k}\right) f_{0, k}\left(x_{k} \mid x\right) d \mu\left(x_{k}\right)\right\} \tag{4.24}
\end{equation*}
$$

for $k \geq 2$, and

$$
\begin{equation*}
\rho_{0}^{n}(z, x)=\rho_{0}^{n}(z)=\min \left\{g(z), 1+\int \rho_{1}^{n-1}\left(z \frac{f_{1}\left(x_{1}\right)}{f_{0}\left(x_{1}\right)}, x_{1}\right) f_{0}\left(x_{1}\right) d \mu\left(x_{1}\right)\right\} . \tag{4.25}
\end{equation*}
$$

It is not difficult to see, by induction, that

$$
V_{N}^{N}\left(x_{1}, \ldots, x_{N}\right)=\rho_{N}^{0}\left(z_{N}, x_{N}\right) f_{0}^{N}\left(x_{1}, \ldots, x_{N}\right),
$$

and

$$
V_{k}^{N}\left(x_{1}, \ldots, x_{k}\right)=\rho_{k}^{N-k}\left(z_{k}, x_{k}\right) f_{0}^{k}\left(x_{1}, \ldots, x_{k}\right)
$$

for $k=N-1, N-2, \ldots, 1$, (see (3.8)), and that

$$
\begin{equation*}
R_{k-1}^{N}=\int \rho_{k}^{N-k}\left(z_{k-1} \frac{f_{1, k}\left(x_{k} \mid x_{k-1}\right)}{f_{0, k}\left(x_{k} \mid x_{k-1}\right)}, x_{k}\right) f_{0, k}\left(x_{k} \mid x_{k-1}\right) d \mu\left(x_{k}\right) f_{0}^{k-1} \tag{4.26}
\end{equation*}
$$

(see (3.9)).
It is easy to see (very much like in Lemma 3.3) that for any fixed $k=0,1, \ldots$

$$
\rho_{k}^{N}(z, x) \geq \rho_{k}^{N+1}(z, x), \quad N=0,1,2, \ldots
$$

Thus, there exists

$$
\begin{equation*}
\rho_{k}(z, x)=\lim _{N \rightarrow \infty} \rho_{k}^{N}(z, x) \tag{4.27}
\end{equation*}
$$

and, passing to the limit in (4.24), as $n \rightarrow \infty$, we have for $k \geq 2$ :

$$
\begin{equation*}
\rho_{k-1}(z, x)=\min \left\{g(z), 1+\int \rho_{k}\left(z \frac{f_{1, k}\left(x_{k} \mid x\right)}{f_{0, k}\left(x_{k} \mid x\right)}, x_{k}\right) f_{0, k}\left(x_{k} \mid x\right) d \mu\left(x_{k}\right)\right\} \tag{4.28}
\end{equation*}
$$

Analogously, from (4.25) we have

$$
\begin{equation*}
\rho_{0}(z)=\min \left\{g(z), 1+\int \rho_{1}\left(z \frac{f_{1}\left(x_{1}\right)}{f_{0}\left(x_{1}\right)}, x_{1}\right) f_{0}\left(x_{1}\right) d \mu\left(x_{1}\right)\right\} \tag{4.29}
\end{equation*}
$$

Let the integral on the right-hand side of $(4.28)$ be denoted as $r_{k-1}(z, x)$, so (4.28) is equivalent to

$$
\begin{equation*}
\rho_{k-1}(z, x)=\min \left\{g(z), 1+r_{k-1}(z, x)\right\} \tag{4.30}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{k-1}(z, x)=\int \rho_{k}\left(z \frac{f_{1, k}\left(x_{k} \mid x\right)}{f_{0, k}\left(x_{k} \mid x\right)}, x_{k}\right) f_{0, k}\left(x_{k} \mid x\right) d \mu\left(x_{k}\right), \quad k \geq 2 \tag{4.31}
\end{equation*}
$$

Analogously, (4.29) is equivalent to

$$
\begin{equation*}
\rho_{0}(z)=\min \left\{g(z), 1+r_{0}(z)\right\} \tag{4.32}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{0}(z)=\int \rho_{1}\left(z \frac{f_{1}\left(x_{1}\right)}{f_{0}\left(x_{1}\right)}, x_{1}\right) f_{0}\left(x_{1}\right) d \mu\left(x_{1}\right) \tag{4.33}
\end{equation*}
$$

Finally, passing to the limit, as $N \rightarrow \infty$, in (4.26), we have for $k \geq 2$

$$
\begin{equation*}
R_{k-1}=r_{k-1}\left(z_{k-1}, x_{k-1}\right) f_{0}^{k-1} \tag{4.34}
\end{equation*}
$$

and

$$
R_{0}=r_{0}(1)
$$

Using these expressions in Theorem 4.1, we immediately have
Theorem 4.4. Let $\lambda_{0}>0$ and $\lambda_{1}>0$ be any numbers and let $\psi$ be any stopping time such that for any $n=1,2, \ldots$

$$
\begin{equation*}
I_{\left\{g\left(z_{n}\right)<1+r_{n}\left(z_{n}, x_{n}\right)\right\}} \leq \psi_{n} \leq I_{\left\{g\left(z_{n}\right) \leq 1+r_{n}\left(z_{n}, x_{n}\right)\right\}} \tag{4.35}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $C_{n}^{\psi} \cap\left\{f_{0}^{n}>0\right\}$, where $g$ is defined by (4.23), and $r_{n}$ is defined by (4.31), (4.27), and (4.24). And let $\phi$ be any decision rule such that

$$
\begin{equation*}
I_{\left\{\lambda_{0} f_{0}^{n}<\lambda_{1} f_{1}^{n}\right\}} \leq \phi_{n} \leq I_{\left\{\lambda_{0} f_{0}^{n} \leq \lambda_{1} f_{1}^{n}\right\}} \tag{4.36}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $S_{n}^{\psi}, n=1,2, \ldots$
Then for any $\left(\psi^{\prime}, \phi^{\prime}\right)$ such that

$$
\begin{equation*}
\alpha\left(\psi^{\prime}, \phi^{\prime}\right) \leq \alpha(\psi, \phi) \quad \text { and } \quad \beta\left(\psi^{\prime}, \phi^{\prime}\right) \leq \beta(\psi, \phi) \tag{4.37}
\end{equation*}
$$

it holds

$$
\begin{equation*}
E_{0} \tau_{\psi} \leq E_{0} \tau_{\psi^{\prime}} \tag{4.38}
\end{equation*}
$$

The inequality in (4.38) is strict if at least one of the inequalities in (4.37) is strict.
If there are equalities in all of the inequalities in (4.37) and (4.38) then $\psi^{\prime}$ satisfies (4.35) (with $\psi_{n}^{\prime}$ instead of $\psi_{n}$ ) $\mu^{n}$-almost everywhere on $C_{n}^{\psi^{\prime}} \cap\left\{f_{0}^{n}>0\right\}$ for any $n=1,2, \ldots$, and $\phi^{\prime}$ satisfies (4.36) (with $\phi_{n}^{\prime}$ instead of $\phi_{n}$ ) $\mu^{n}$-almost everywhere on $S_{n}^{\psi^{\prime}}$ for any $n=1,2, \ldots$.

Remark 4.5. It is not difficult to see that all $\rho_{k}^{n}(z, x)$, and $\rho_{k}(z, x)$, for any $x$ fixed, are concave, continuous non-decreasing functions of $z$, for any $k=0,1,2, \ldots$, and for any $n=0,1, \ldots$ Because of this, the inequality $g\left(z_{n}\right) \leq 1+r_{n}\left(z_{n}, x_{n}\right)$ defining an optimal way of stopping at any stage $n$, is equivalent to

$$
z_{n} \notin\left(A_{n}\left(x_{n}\right), B_{n}\left(x_{n}\right)\right)
$$

with some $0<A_{n}(x) \leq B_{n}(x)<\infty, n=1,2, \ldots$
If the Markov process is homogeneous, i.e.

$$
f_{0, i}\left(x_{i} \mid x_{i-1}\right)=f_{0}\left(x_{i} \mid x_{i-1}\right) \quad \text { and } \quad f_{1, i}\left(x_{i} \mid x_{i-1}\right)=f_{1}\left(x_{i} \mid x_{i-1}\right)
$$

for any $i=2,3, \ldots$, then, obviously, $\rho_{k}(z, x)=\rho_{1}(z, x)$ for any $k=2,3, \ldots$, and therefore $A_{n}(x)=A(x)$ and $B_{n}(x)=B(x)$ for any $n=1,2, \ldots$

It should be noted that in the case of homogeneous Markov process with a finite number of values, Schmitz (1968) sketched a proof of the fact that for any prior distribution there exists a Bayes sequential test with a stopping time of type (in our terms)

$$
\tau=\min \left\{n: z_{n} \notin\left(A\left(x_{n}\right), B\left(x_{n}\right)\right)\right\}
$$

with $A(x)>0$ and $B(x)<\infty$.
Remark 4.6. Wald (1945) proposed the use of the sequential probability ratio test for any discrete-time stochastic process, and through decades this has been a popular topic in sequential analysis of stochastic processes, in particular, Markov chains (see, for example, Schmitz and Süselbeck (1983), where other references can be found). From Theorem 4.4 we see that, generally speaking, SPRTs are not optimal for discrete-time Markov processes, unless $r_{n}(z, x)$ in Theorem 4.4 does not depend on both $x$ and $n$. In the following section we give a class of Markov processes where this is the case.

### 4.5 An Example: Optimal Sequential Test for Location Parameter of AR(1) Process.

In this section, we apply the results of the preceding section to a specific model of an autoregressive process of order 1 (AR(1) process).

Let $X_{1}, X_{2}, \ldots$ be a Markov process defined in the following way:

$$
\begin{equation*}
X_{n+1}-\theta=a\left(X_{n}-\theta\right)+\epsilon_{n} \tag{4.39}
\end{equation*}
$$

for $n=1,2, \ldots$, where $\epsilon_{1}, \epsilon_{2}, \ldots$ are i.i.d. random variables with a probability density function $f(x)$ (with respect to the Lebesgue measure $\lambda$ on the real line). We also suppose that $X_{1}$ is independent of $\left(\epsilon_{1}, \epsilon_{2}, \ldots\right)$. Let us apply the results above for constructing optimal sequential tests for testing $H_{0}: \theta=\theta_{0}$ vs. $H_{1}: \theta=\theta_{1}, \theta_{0} \neq \theta_{1}$, supposing that $a$ in (4.39) is a fixed known constant.

For this process,

$$
\begin{equation*}
f_{j, i}\left(x_{i} \mid x_{i-1}\right)=f\left(x_{i}-a x_{i-1}-\theta_{j}(1-a)\right) \tag{4.40}
\end{equation*}
$$

$i=2,3, \ldots, j=0,1$. Let $f_{0}(x)=h\left(x-\theta_{0}\right)$ and $f_{1}(x)=h\left(x-\theta_{1}\right)$ be initial densities of $X_{1}$, with respect to $\lambda$, under $H_{0}$ and $H_{1}$, respectively.

The joint density functions (4.22) are now

$$
\begin{equation*}
f_{j}^{n}\left(x_{1}, \ldots, x_{n}\right)=h\left(x_{1}-\theta_{j}\right) \prod_{i=2}^{n} f\left(x_{i}-a x_{i-1}-\theta_{j}(1-a)\right), \quad j=0,1 \tag{4.41}
\end{equation*}
$$

We use Theorem 4.4 for construction of tests which minimize $E_{0} \tau_{\psi}$ in the class of all sequential tests such that $\alpha(\psi, \phi) \leq \alpha$ and $\beta(\psi, \phi) \leq \beta$, with some constant $\alpha$ and $\beta$.

We start with defining

$$
\rho_{0}(z)=g(z)
$$

(see 4.23). To apply (4.24), let us calculate the integral on the right-hand side of it:

$$
\begin{gathered}
\int \rho^{n-1}\left(z \frac{f\left(x_{i}-a x-\theta_{1}(1-a)\right)}{f\left(x_{i}-a x-\theta_{0}(1-a)\right)}\right) f\left(x_{i}-a x-\theta_{0}(1-a)\right) d \lambda\left(x_{i}\right) \\
=\int \rho^{n-1}\left(z \frac{f\left(y-\left(\theta_{1}-\theta_{0}\right)(1-a)\right)}{f(y)}\right) f(y) d \lambda(y)
\end{gathered}
$$

because of invariance of the Lebesgue measure. We see that this integral does not depend on $x$, thus, (4.24) converts to

$$
\begin{equation*}
\rho^{n}(z)=\rho^{n}(z, x)=\min \left\{g(z), 1+\int \rho^{n-1}\left(z \frac{f\left(y-\left(\theta_{1}-\theta_{0}\right)(1-a)\right)}{f(y)}\right) f(y) d \lambda(y)\right\} \tag{4.42}
\end{equation*}
$$

and is to be applied for any $n=1,2, \ldots$.
With

$$
\begin{equation*}
\rho(z)=\lim _{n \rightarrow \infty} \rho^{n}(z) \tag{4.43}
\end{equation*}
$$

(see (4.27)), we have from (4.42)

$$
\rho(z)=\min \{g(z), 1+r(z)\}
$$

where

$$
\begin{equation*}
r(z)=r_{k}(z, x)=\int \rho\left(z \frac{f\left(y-\left(\theta_{1}-\theta_{0}\right)(1-a)\right)}{f(y)}\right) f(y) d \lambda(y) \tag{4.44}
\end{equation*}
$$

(see (4.31)).
Theorem 4.4, applied to this special case, gives now all the optimal sequential tests in the following form.

Theorem 4.5. Let $\lambda_{0}>0$ and $\lambda_{1}>0$ be any numbers and let $\psi$ be any stopping time such that for any $n=1,2, \ldots$

$$
\begin{equation*}
I_{\left\{g\left(z_{n}\right)<1+r\left(z_{n}\right)\right\}} \leq \psi_{n} \leq I_{\left\{g\left(z_{n}\right) \leq 1+r\left(z_{n}\right)\right\}} \tag{4.45}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $C_{n}^{\psi} \cap\left\{f_{0}^{n}>0\right\}$, where $g(z)$ is defined by (4.23), and $r(z)$ is defined by (4.44), through (4.43), and (4.42). And let $\phi$ be any decision rule such that

$$
\begin{equation*}
I_{\left\{\lambda_{0} f_{0}^{n}<\lambda_{1} f_{1}^{n}\right\}} \leq \phi_{n} \leq I_{\left\{\lambda_{0} f_{0}^{n} \leq \lambda_{1} f_{1}^{n}\right\}} \tag{4.46}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $S_{n}^{\psi}, n=1,2, \ldots$
Then for any $\left(\psi^{\prime}, \phi^{\prime}\right)$ such that

$$
\begin{equation*}
\alpha\left(\psi^{\prime}, \phi^{\prime}\right) \leq \alpha(\psi, \phi) \quad \text { and } \quad \beta\left(\psi^{\prime}, \phi^{\prime}\right) \leq \beta(\psi, \phi) \tag{4.47}
\end{equation*}
$$

it holds

$$
\begin{equation*}
E_{0} \tau_{\psi} \leq E_{0} \tau_{\psi^{\prime}} \tag{4.48}
\end{equation*}
$$

The inequality in (4.48) is strict if at least one of the inequalities in (4.47) is strict.
If there are equalities in all of the inequalities in (4.47) and (4.48) then $\psi^{\prime}$ satisfies (4.45) (with $\psi_{n}^{\prime}$ instead of $\psi_{n}$ ) $\mu^{n}$-almost everywhere on $C_{n}^{\psi^{\prime}} \cap\left\{f_{0}^{n}>0\right\}$ for any $n=1,2, \ldots$, and $\phi^{\prime}$ satisfies (4.46) (with $\phi_{n}^{\prime}$ instead of $\phi_{n}$ ) $\mu^{n}$-almost everywhere on $S_{n}^{\psi^{\prime}}$ for any $n=1,2, \ldots$.

It is easy to see that the optimal tests in Theorem 4.5 are randomized SPRTs, i.e. that the inequality $g(z) \leq 1+r(z)$, defining a way of optimal stopping in (4.45), is equivalent to $z \notin(A, B)$, with some $0<A \leq B<\infty$ (see Remark 4.5). In fact, the optimal tests in Theorem 4.5 coincide with those of a sequential testing problem for independent observations.

Indeed, let $Y_{1}=X_{1}, Y_{2}=X_{2}-a X_{1}, Y_{3}=X_{3}-a X_{2}, \ldots$ Then, by (4.39), $Y_{n}=\theta(1-a)+\epsilon_{n-1}, n=2,3, \ldots$, with densities

$$
f_{\theta, n}\left(x_{n}\right)=f\left(x_{n}-\theta(1-a)\right),
$$

$n \geq 2$, and

$$
f_{\theta, 1}\left(x_{1}\right)=h\left(x_{1}-\theta\right) .
$$

and $Y_{1}$ is independent of $Y_{2}, Y_{3}, \ldots$.
Because, obviously, the likelihood ratio $z_{n}$ based on $X_{1}, \ldots, X_{n}$ coincides with the likelihood ratio based on $Y_{1}, \ldots, Y_{n}$ as defined in Novikov (2008a), it is easy to see that any optimal test in Theorem 4.5 coincides with a respective optimal test in Theorem 6 in Novikov (2008a). Thus, in this particular case of AR(1) process we have the following Theorem.

Theorem 4.6. Let $0<A<B<\infty$ be any real numbers, and let for any $n=1,2, \ldots$

$$
\begin{equation*}
I_{\left\{z_{n} \notin[A, B]\right\}} \leq \psi_{n} \leq I_{\left\{z_{n} \notin(A, B)\right\}} \tag{4.49}
\end{equation*}
$$

$\mu^{n}$-almost everywhere on $C_{n}^{\psi} \cap\left(\left\{f_{0}^{n}>0\right\} \cup\left\{f_{1}^{n}>0\right\}\right)$. And let $\phi$ be a decision rule defined by

$$
\begin{equation*}
\phi_{n}=I_{\left\{z_{n} \geq B\right\}}, \tag{4.50}
\end{equation*}
$$

for $n=1,2, \ldots$.
Then for any $\left(\psi^{\prime}, \phi^{\prime}\right)$ such that

$$
\begin{equation*}
\alpha\left(\psi^{\prime}, \phi^{\prime}\right) \leq \alpha(\psi, \phi) \quad \text { and } \quad \beta\left(\psi^{\prime}, \phi^{\prime}\right) \leq \beta(\psi, \phi) \tag{4.51}
\end{equation*}
$$

it holds

$$
\begin{equation*}
E_{0} \tau_{\psi} \leq E_{0} \tau_{\psi^{\prime}} \quad \text { and } \quad E_{1} \tau_{\psi} \leq E_{1} \tau_{\psi^{\prime}} . \tag{4.52}
\end{equation*}
$$

Both inequalities in (4.52) are strict if at least one of the inequalities in (4.51) is strict.
If there are equalities in all of the inequalities in (4.51) and in one of the inequalities in (4.52), then there are equalities in both inequalities in (4.52), and $\psi^{\prime}$ satisfies (4.49) (with $\psi_{n}^{\prime}$ instead of $\psi_{n}$ ) $\mu^{n}$-almost everywhere on $C_{n}^{\psi^{\prime}} \cap\left(\left\{f_{0}^{n}>0\right\} \cup\left\{f_{1}^{n}>0\right\}\right)$ for any $n=1,2, \ldots$, and $\phi^{\prime}$ satisfies (4.50) (with $\phi_{n}^{\prime}$ instead of $\phi_{n}$ ) $\mu^{n}$-almost everywhere on $S_{n}^{\psi^{\prime}} \cap\left(\left\{f_{0}^{n}>0\right\} \cup\left\{f_{1}^{n}>0\right\}\right)$ for any $n=1,2, \ldots$.

Proof. Follows from the proof of Theorem 6 in Novikov (2008a).

Remark 4.7. It is not difficult to see that, in the same way, the results of Section 4.1 in Novikov (2008a) allow to find optimal sequential tests of two simple hypotheses about the location parameter in any case of autoregressive process of finite order $p \geq 1$, AR(p).

Remark 4.8. In essence, Theorem 6 in Novikov (2008a) states that any SPRT conserves its Wald-Wolfowitz optimality property when the distribution of the first observation does not necessarily match the common distribution of all other observations, provided that all of them (starting from the first one) are independent. Under some additional conditions, this fact was noted by Schmitz (1973), a reference which should have been added into the reference list in Novikov (2008a).

## 5 APPENDIX. PROOFS OF THE MAIN RESULTS

### 5.1 Proof of Theorem 2.2

Let us prove first the following Lemma which will also be helpful in other proofs below.
Lemma 5.1. Let $\phi, F_{1}, F_{2}$ be some measurable functions on a measurable space with a measure $\mu$, such that

$$
0 \leq \phi(x) \leq 1, \quad F_{1}(x) \geq 0, \quad F_{2}(x) \geq 0
$$

and

$$
\int \min \left\{F_{1}(x), F_{2}(x)\right\} d \mu(x)<\infty
$$

Then

$$
\begin{equation*}
\int\left(\phi(x) F_{1}(x)+(1-\phi(x)) F_{2}(x)\right) d \mu(x) \geq \int \min \left\{F_{1}(x), F_{2}(x)\right\} d \mu(x) \tag{5.1}
\end{equation*}
$$

with an equality if and only if

$$
\begin{equation*}
I_{\left\{F_{1}(x)<F_{2}(x)\right\}} \leq \phi(x) \leq I_{\left\{F_{1}(x) \leq F_{2}(x)\right\}} \tag{5.2}
\end{equation*}
$$

$\mu$-almost anywhere.
Proof. To prove (5.1) it suffices to show that

$$
\begin{equation*}
\int\left[\left(\phi(x) F_{1}(x)+(1-\phi(x)) F_{2}(x)\right)-\min \left\{F_{1}(x), F_{2}(x)\right\}\right] d \mu(x) \geq 0 \tag{5.3}
\end{equation*}
$$

which is trivial because the function under the integral sign is non-negative.
Being so, there is an equality in (5.3) if and only if

$$
\phi(x) F_{1}(x)+(1-\phi(x)) F_{2}(x)=\min \left\{F_{1}(x), F_{2}(x)\right\}
$$

or

$$
\phi(x)\left(F_{1}(x)-F_{2}(x)\right)=\min \left\{F_{1}(x), F_{2}(x)\right\}-F_{2}(x)
$$

$\mu$-almost anywhere, which is only possible if (5.2) holds true.

To prove (2.10), let us give to the left-hand side of it the form
$\left.\lambda_{0} \alpha(\psi, \phi)+\lambda_{1} \beta(\psi, \phi)\right)=\sum_{n=1}^{\infty} \int\left(1-\psi_{1}\right) \ldots\left(1-\psi_{n-1}\right) \psi_{n}\left[\phi_{n} \lambda_{0} f_{0}^{n}+\left(1-\phi_{n}\right) \lambda_{1} f_{1}^{n}\right] d \mu^{n}$
(see (1.3) and (1.4)).
Applying Lemma 5.1 to each summand in (5.4) we immediately have:

$$
\begin{equation*}
\lambda_{0} \alpha(\psi, \phi)+\lambda_{1} \beta(\psi, \phi) \geq \sum_{n=1}^{\infty} \int\left(1-\psi_{1}\right) \ldots\left(1-\psi_{n-1}\right) \psi_{n} \min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} d \mu^{n} \tag{5.5}
\end{equation*}
$$

with an equality if and only if $\phi_{n}$ satisfies (2.11) $\mu^{n}$-almost everywhere on $S_{n}^{\psi}$, for any $n=1,2, \ldots$

### 5.2 Proof of Lemma 3.1

Obviously, (3.2) is equivalent to

$$
\begin{equation*}
\int s_{k}^{\psi}\left(k f^{k}+l_{k}\right) d \mu^{k}+\int c_{k+1}^{\psi}\left((k+1) f^{k+1}+v_{k+1}\right) d \mu^{k+1} \geq \int c_{k}^{\psi}\left(k f^{k}+v_{k}\right) d \mu^{k} . \tag{5.6}
\end{equation*}
$$

By the Fubini theorem, the left-hand side of (5.6) is equal to

$$
\begin{align*}
& \int s_{k}^{\psi}\left(k f^{k}+l_{k}\right) d \mu^{k}+\int c_{k+1}^{\psi}\left(\int\left((k+1) f^{k+1}+v_{k+1}\right) d \mu\left(x_{k+1}\right)\right) d \mu^{k} \\
= & \int c_{k}^{\psi}\left[\psi_{k}\left(k f^{k}+l_{k}\right)+\left(1-\psi_{k}\right) \int\left((k+1) f^{k+1}+v_{k+1}\right) d \mu\left(x_{k+1}\right)\right] d \mu^{k} . \tag{5.7}
\end{align*}
$$

Because $f^{k+1}\left(x_{1}, \ldots, x_{k+1}\right)$ is a joint density function of $\left(X_{1}, \ldots, X_{k+1}\right)$, we have

$$
\int f^{k+1}\left(x_{1}, \ldots, x_{k+1}\right) d \mu\left(x_{k+1}\right)=f^{k}\left(x_{1}, \ldots, x_{k}\right)
$$

so that the right-hand side of (5.7) transforms to

$$
\begin{equation*}
\int c_{k}^{\psi}\left[k f^{k}+\psi_{k} l_{k}+\left(1-\psi_{k}\right)\left(f^{k}+\int v_{k+1} d \mu\left(x_{k+1}\right)\right)\right] d \mu^{k} . \tag{5.8}
\end{equation*}
$$

Applying Lemma 5.1 we see that (5.8) is greater than or equal to

$$
\begin{equation*}
\int c_{k}^{\psi}\left[k f^{k}+\min \left\{l_{k}, f^{k}+\int v_{k+1} d \mu\left(x_{k+1}\right)\right\}\right] d \mu^{k}=\int c_{k}^{\psi}\left(k f^{k}+v_{k}\right) d \mu^{k}, \tag{5.9}
\end{equation*}
$$

by the definition of $v_{k}$ in (3.3)
Moreover, by the same Lemma 5.1, (5.8) is equal to (5.9) if and only if (3.4) holds $\mu^{k}$-almost everywhere on $C_{k}^{\psi}$.

### 5.3 Proof of Lemma 3.2

Let us prove first that if (3.14) is satisfied for any $\psi$ such that $E \tau_{\psi}<\infty$ and for any $\lambda_{0}>0$ and $\lambda_{1}>0$, then the problem $\left(P, P_{0}, P_{1}\right)$ is truncatable.

Let $\psi$ be any stopping rule such that $P\left(\tau_{\psi}<\infty\right)=1$. Let us show that (3.14) is fulfilled for any $\lambda_{0}>0$ and $\lambda_{1}>0$.

Let $L(\psi)=L\left(\psi ; \lambda_{0}, \lambda_{1}\right)<\infty$, leaving the possibility $L(\psi)=\infty$ till the end of the proof. Let us calculate the difference between $L(\psi)$ and $L_{N}(\psi)$ in order to show that it goes to zero as $N \rightarrow \infty$. By (2.12) and (3.12)

$$
\begin{equation*}
L(\psi)-L_{N}(\psi)=\sum_{n=N}^{\infty} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}-\int c_{N}^{\psi}\left(N f^{N}+l_{N}\right) d \mu^{N} \tag{5.10}
\end{equation*}
$$

The first summand converges to zero, as $N \rightarrow \infty$, being the tail of a convergent series (this is because $L(\psi)<\infty$ ).

We have further

$$
\int c_{N}^{\psi} l_{N} d \mu^{N} \rightarrow 0
$$

as $N \rightarrow \infty$, because of (3.14).
It remains to show that

$$
\begin{equation*}
\int c_{N}^{\psi} N f^{N} d \mu^{N}=N P\left(\tau_{\psi} \geq N\right) \rightarrow 0 \text { as } N \rightarrow \infty \tag{5.11}
\end{equation*}
$$

But this is again due to the fact that $L(\psi)<\infty$ which implies that $E \tau_{\psi}<\infty$.
Let now $L(\psi)=\infty$.
This means that

$$
\sum_{n=1}^{\infty} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}=\infty
$$

which immediately implies by (3.12) that

$$
L_{N}(\psi) \geq \sum_{n=1}^{N-1} \int s_{n}^{\psi}\left(n f_{\theta}^{n}+l_{n}\right) d \mu^{n} \rightarrow \infty
$$

The "if"-part of Lemma 3.2 is proved
Supposing now that the problem $\left(P, P_{0}, P_{1}\right)$ is truncatable and that $\psi$ is any stopping rule with $E \tau_{\psi}<\infty$, from (3.13) it follows that the right-hand side of (5.10) tends to 0 , as $N \rightarrow \infty$, and because, again, the first summand in (5.10) tends to zero, for the same reason as above, and so does $\int c_{N}^{\psi} N f^{N} d \mu^{N}$, as $N \rightarrow \infty$, (3.14) follows.

### 5.4 Proof of Corollary 3.2

Let us suppose that $i$ ) is satisfied. Let $\psi$ be any stopping rule such that $E \tau_{\psi}<\infty$. Then for any $i=0,1$ such that

$$
P_{i}\left(\tau_{\psi}<\infty\right)=1
$$

we have

$$
\int c_{n}^{\psi} \min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} d \mu^{n} \leq \lambda_{i} \int c_{n}^{\psi} f_{i}^{n} d \mu^{n}=\lambda_{i} P_{i}\left(\tau_{\psi} \geq n\right) \rightarrow 0
$$

as $n \rightarrow \infty$. That is, condition (3.14) is fulfilled. By Lemma 3.2 the problem $\left(P, P_{0}, P_{1}\right)$ is truncatable.

Let us show that under condition iii) of Corollary 3.2 the problem $\left(P, P_{0}, P_{1}\right)$ is truncatable as well.

Let

$$
Z_{n}=\frac{f_{1}^{n}\left(X_{1}, \ldots, X_{n}\right)}{f_{0}^{n}\left(X_{1}, \ldots, X_{n}\right)}, \quad n=1,2, \ldots
$$

If $i i i$ ) is satisfied, then for any $\lambda_{0}>0$ and $\lambda_{1}>0$

$$
\begin{equation*}
\int \min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} d \mu^{n}=E_{0} \min \left\{\lambda_{0}, \lambda_{1} Z_{n}\right\} \rightarrow 0 \tag{5.12}
\end{equation*}
$$

as $n \rightarrow \infty$, because $x \mapsto \min \left\{\lambda_{0}, \lambda_{1} x\right\}$ is a non-negative continuous and bounded function of $x$. Because $c_{n}^{\psi} \leq 1$ for any $\psi$ and for any $n=1,2, \ldots$, (3.14) now follows from (5.12). Again, by Lemma 3.2 the problem $\left(P, P_{0}, P_{1}\right)$ is truncatable.

If $i i$ ) holds, then

$$
E_{0} \min \left\{\lambda_{0}, \lambda_{1} Z_{n}\right\}=\int \min \left\{\lambda_{0} f_{0}^{n}, \lambda_{1} f_{1}^{n}\right\} d \mu^{n} \rightarrow 0
$$

as $n \rightarrow \infty$. Thus, $\min \left\{\lambda_{0}, \lambda_{1} Z_{n}\right\} \rightarrow 0$ in $P_{0}$-probability. For any $0<\epsilon<\lambda_{0}$ we have:

$$
P_{0}\left(Z_{n}>\epsilon / \lambda_{1}\right)=P_{0}\left(\lambda_{1} Z_{n}>\epsilon\right)=P_{0}\left(\min \left\{\lambda_{0}, \lambda_{1} Z_{n}\right\}>\epsilon\right) \rightarrow 0
$$

as $n \rightarrow \infty$, which implies that $Z_{n} \rightarrow 0$ as $n \rightarrow \infty$ in $P_{0}$-probability. Therefore, condition $i i i$ ) of the Lemma is satisfied. Above we proved that it implies (3.14). By Lemma 3.2 it follows that the problem $\left(P, P_{0}, P_{1}\right)$ is truncatable.

### 5.5 Proof of Lemma 3.5

Let us denote

$$
U=\inf _{\psi} L(\psi), \quad U_{N}=\inf _{\psi \in \mathscr{D}^{N}} L(\psi)
$$

By Corollary 3.1, for any $N=1,2, \ldots$

$$
U_{N}=1+R_{0}^{N}
$$

Obviously, $U_{N} \geq U$ for any $N=1,2, \ldots$, so

$$
\begin{equation*}
\lim _{N \rightarrow \infty} U_{N} \geq U \tag{5.13}
\end{equation*}
$$

Let us show first that there is an equality in (5.13).
Suppose the contrary, i.e. that $\lim _{N \rightarrow \infty} U_{N}=U+4 \epsilon$, with some $\epsilon>0$. We immediately have from this that

$$
\begin{equation*}
U_{N} \geq U+3 \epsilon \tag{5.14}
\end{equation*}
$$

for all sufficiently large $N$.
On the other hand, by the definition of $U$ there exists a $\psi$ such that $U \leq L(\psi) \leq$ $U+\epsilon$.

Because, for a truncated problem, $L_{N}(\psi) \rightarrow L(\psi)$, as $N \rightarrow \infty$, we have that

$$
\begin{equation*}
L_{N}(\psi) \leq U+2 \epsilon \tag{5.15}
\end{equation*}
$$

for all sufficiently large $N$ as well. Because, by definition, $L_{N}(\psi) \geq U_{N}$, we have that

$$
U_{N} \leq U+2 \epsilon
$$

for all sufficiently large $N$, which contradicts (5.14).
Now, (3.23) follows from the monotone convergence theorem, because

$$
U=\lim _{N \rightarrow \infty} U_{N}=1+\lim _{N \rightarrow \infty} \int V_{1}^{N}(x) d \mu(x)=1+\int V_{1}(x) d \mu(x)=1+R_{0}
$$

### 5.6 Proof of Theorem 3.2

Let $\psi$ be any stopping rule. By Lemma 3.4 for any fixed $k \geq 1$ the following inequalities hold:

$$
\begin{align*}
L(\psi) & \geq \sum_{n=1}^{k} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{k+1}^{\psi}\left((k+1) f^{k+1}+V_{k+1}\right) d \mu^{k+1}  \tag{5.16}\\
& \geq \sum_{n=1}^{k-1} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{k}^{\psi}\left(k f^{k}+V_{k}\right) d \mu^{k}  \tag{5.17}\\
& \geq \ldots \\
& \geq \int s_{1}^{\psi}\left(f^{1}+l_{1}\right) d \mu^{1}+\int c_{2}^{\psi}\left(2 f^{2}+V_{2}\right) d \mu^{2}  \tag{5.18}\\
& \geq 1+\int V_{1}(x) d \mu(x)=1+R_{0} \tag{5.19}
\end{align*}
$$

Supposing (3.24), by Lemma 3.5 we have that there are equalities in all the inequalities (5.16) - (5.19).

Applying Lemma 3.1, we see that (3.25) is fulfilled $\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=1,2, \ldots$, because, by (3.20), it is a necessary condition of equality in the respective inequality in (5.16) - (5.19). The "only if"-part of Theorem 3.2 is proved.

Let now $\psi$ satisfy (3.25) $\mu^{k}$-almost everywhere on $C_{k}^{\psi}$, for any $k=1,2, \ldots$.
It follows from Lemma 3.1 and (3.20) that all the inequalities in (5.17) - (5.19) are in fact equalities, i.e.

$$
\begin{equation*}
\sum_{n=1}^{k} \int s_{n}\left(n f^{n}+l_{n}\right) d \mu^{n}+\int c_{k+1}^{\psi}\left((k+1) f^{k+1}+V_{k+1}\right) d \mu^{k+1}=1+R_{0} \tag{5.20}
\end{equation*}
$$

for any $k=0,1,2, \ldots$.
In particular, this means that

$$
\int c_{k+1}^{\psi}\left((k+1) f^{k+1}\right) d \mu^{k+1}=(k+1) P\left(\tau_{\psi} \geq k+1\right) \leq 1+R_{0}
$$

Because of this,

$$
P\left(\tau_{\psi} \geq k+1\right) \leq\left(1+R_{0}\right) /(k+1) \rightarrow 0
$$

as $k \rightarrow \infty$, and hence

$$
\begin{equation*}
P\left(\tau_{\psi}<\infty\right)=1 \tag{5.21}
\end{equation*}
$$

It follows by Corollary 2.1 now that

$$
L(\psi)=\lim _{k \rightarrow \infty} \sum_{n=1}^{k} \int s_{n}^{\psi}\left(n f^{n}+l_{n}\right) d \mu^{n}
$$

which implies, by virtue of $(5.20)$, that $L(\psi) \leq 1+R_{0}$. On the other hand, by Lemma 3.4, $L(\psi) \geq 1+R_{0}$. Thus, $L(\psi)=1+R_{0}$.
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