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Abstract

The main objective of this paper is to control the speed of Nonlinear Hybrid Electric Vehicle (HEV) by controlling the
throttle position. Various control techniques such as well known Proportional-Integral-Derivative (PID) controller in conjunction
with state feedback controller (SFC) such as Pole Placement Technique (PPT), Observer Based Controller (OBC) and Linear
Quadratic Regulator (LQR) Controller are designed. Some Intelligent control techniques e.g. fuzzy logic PD, Fuzzy logic PI along
with Adaptive Controller such as Self Organizing Controller (SOC) is also designed. The design objective in this research paper is
to provide smooth throttle movement, zero steady-state speed error, and to maintain a Selected Vehicle (SV) speed. A comparative
study is carried out in order to identify the superiority of optimal control technique so as to get improved fuel economy, reduced
pollution, improved driving safety and reduced manufacturing costs.
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I. INTRODUCTION

In recent years increasing concern of environment and

economy has made the use of electric vehicle indispensable

and ubiquitous in nature. The exhaust emissions of the con-

ventional internal combustion engine vehicles (ICEVs) are

the major source of urban pollution that causes the green

house effect, which in turn leads to global warming. Even

from the economic standpoint that is inherent in the poor

energy conversion efficiency of the internal combustion (IC)

engines, electric vehicle is more viable. Though efficiency

calculated on the basis of conversion from crude oil to traction

effort at wheels for electric vehicles (EVs) is not significantly

higher yet, it does make a difference. The regulation of

emission due to power generation at remotely located plant

is much easier than those emanating from IC engine vehicle

that are individually maintained and scattered all over the

world. Furthermore, electric power used for the battery of

EVs can also be generated using non conventional sources

which are environment friendly [1], [2]. Electric vehicles

have no emissions and therefore are capable of tackling the

pollution problem in an efficient way. Consequently electric

vehicles are the only zero emissions vehicles (ZEVs) available

now days. The limited range of battery powered electric

vehicles led the researchers and auto industry players to search

for alternatives. The assiduous and aggressive efforts by the

industry led to the prodigious development of hybrid electric
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vehicles (HEVs).The HEVs use both electric machines and

an IC engine for delivering the propulsion power [1], [2].

With the burgeoning popularity of EVs and HEVs in the

market bewildering varieties of energy management system

in the hybrid drive train is devised. As pioneers of intelligent

energy management in HEVs some authors have proposed an

extensive classification and overviews of state of the art control

strategies for the same [2]–[7].

The modern electric vehicle performance depends very

much on automation systems applied. The conventional control

methods have been found not so adequate and many control

problems have come up due to imprecise input output relation

and unknown external disturbances. Many new controllers

such as fuzzy logic controller (FLC) have been suggested in

near past to address such problems. FLC provides an efficient

method to handle inexact information on a basis of reasoning.

With FLC it is possible to convert knowledge expressed in

uncertain form to an exact algorithm. Application of FLC

and self tuning fuzzy PID controller have been used for the

design of four wheeled drive EV yaw stability and industrial

hydraulic actuator respectively [8], [9]. A new scheme known

as self organizing fuzzy logic controller for wheeled mobile

rotor using evolutionary algorithm has been suggested by Kim

et. al [10]. As fuzzy controller alone was not able to provide

many features of adaptive controller both were together used

for different control problems [11]–[14].

Next the state feedback control technique such as LQR

controller of optimal control segment came up with beautiful

features to improve dynamic as well as steady state per-

formance [15]–[22]. The speed control in HEVs are mainly

achieved controlling the servo motor which in turn controls

the throttle position for smooth torque and speed control of
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Fig. 1. Schematic diagram of the electronic throttle control.

TABLE I
NUMERICAL VALUES OF EV [21]

Constant Notation Value (SI unit)

Vehicle mass m 1000 kg

Drag coefficient α 4 N/(m/s)2

Engine force coefficient γ 12500 N

Engine idle force Fi 6400 N

Engine time constant τe 0.2 second

HEVs. In controlling the throttle position by the proposed

LQR controller, optimal current is drawn by the electric

machine and drive which in turn optimizes the speed of the

vehicle. Even as some authors have suggested the application

of optimal control for other systems, some other authors have

proposed other control technique for electric vehicle [23]–[28].

In this paper a comparative performance of controllers for

HEVs are presented in order to identify the superior controller

over other controllers designed in this paper.

II. MODEL DESCRIPTION OF THE VEHICLE

A schematic diagram of the electronic throttle control is

given in Fig. 1 in which a DC servo motor is shown controlled

by different controllers.

The dynamics of the vehicle [11], [21] are given as follows

m
dv

dt
= Fe(θ)−αv2 −Fg (1)

τe

dFe(θ)

dt
=−Fe(θ)+Fe1(θ) (2)

Fe1(θ) = F1 + γ
√

θ (3)

Fe=Engine force, a function of the throttle position

Fg= Gravity induced force, a function of the road grade

θ=Throttle position, v=Vehicle speed

A. Assumption

1) Gravity induced force (Fg) is 30% of weight of vehicle.

2) Engine time constant commonly lie between 0.1 to 1

sec., here we take 0.2 s.

The numerical value of the parameters used for analysis is

shown in Table I.

By using (1), (2) and (3) design simulink model of vehicle

that is shown in fig.2, (4) shows the state variable representa-

tion of vehicle and (5) shows the transfer function of vehicle.

A =

[

0

0

0.001

−5

]

,B =

[

0

8.29∗108

]

,C = [1 0]

D = [0]

(4)

Fig. 2. Simulink model of vehicle.

Fig. 3. Simulink model of plant with PID controller.

Transfer function:

V (s)

θ(s)
=

8.29∗105

s2 +5s
. (5)

In order to see the relative effectiveness of different con-

trollers to solve the problem of controlling the desired vehicle

speed, here PID, PPT, OBC, SOC, FLC, and Linear Quadratic

Regulator (LQR) Controller (Optimal), etc are taken into

consideration.

III. ANALYSIS OF OPEN LOOP STABILITY [15]

The characteristic equations of system described with (4)

could be shown as |λ I −A| = 0, whence we get the Eigen

values of the open-loop system as λ1 = 0, λ2 =−5.

A. Analysis of Open-loop system Controllability and Observ-

ability [15]

The states equation of a linear time invariant (LTI) system

is presented as
.
x(t) = Ax(t) + Bu(t). In which, A denotes

a n × n dimensional system matrix, B denotes a n × r di-

mensional input or control matrix, u denotes a r× 1 dimen-

sional input vector matrix. When the rank of matrix M =
[

B AB A2B . . . An−1B]
]

is n, the system is controllable.

The matrix M of the system described with (4) could be shown

as follows. M = 1 ∗ 109 ×
[

0

0.83

0.0008

−4.145

]

. It is obvious

that the system described with (4) is controllable, because

order of matrix M is equal to rank of M. The observable

matrix is represented as N =
[

C CA CA2 . . . CAn−1
]T

.

The system is observable if the rank of matrix N is n .The

matrix N of system described by (4) could be shown as

follows. N =

[

1

0

0.000

0.001

]

. It is obvious that the system

described with (4) is observable, because order of matrix N is

equal to the rank of N.

IV. PID CONTROL

The transfer function of PID controller is given as

C(s) = KP +
KI

s
+Kds = KP

(

1+
1

TIs
+Tds

)

(6)

Where: Kp = Proportional Gain, Ki = Integral Gain, Ti = Reset

Time = Kp/Ki, Kd =Derivative gain, Td= Rate time or derivative

time = Kd /KP. Fig. 3 shows the simulink model of vehicle with

PID controller.
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Fig. 4. Simulink model of State feedback controller via PPT.

V. MODERN CONTROL TECHNIQUE

State-space approach has often been referred to as modern

control design. The power of state variable technique is

especially apparent when we need to design the controllers for

system having more than one control input or sensed output.

A. State Feedback Control

Here prominently three state space design methods based

on pole placement, observer and LQR based method are

considered. In pole placement design we place all closed loop

poles at desired location. The main goal of a feedback design

is to stabilize if it is initially unstable or to improve the relative

stability [20].

Consider the linear time invariant (LTI) system with nth

–order state differential equation.

.
x(t) = Ax(t)+Bu(t). (7)

In the state feedback design, the control signal input u is

realized as linear combinations of all the states, that is

u(t) =−k1x1(t)− k2x2(t)− . . .− knxn(t)

= k ∗ x(t)
(8)

k = k1,k2...kn (9)

k is a constant state feedback gain matrix.

The closed loop system is describe by the state differential

equation.
.
x(t) = (A−Bk)x(t). (10)

The characteristics equation of the closed loop system is

[22].

|sI − (A−Bk)|= 0 (11)

The desired characteristics equation is

(s−λ1)(s−λ2).......(s−λn) = 0 (12)

Where λ1, λ2, . . . , λn are desired location of closed loop

pole. The selection of desired closed loop poles requires a

proper balance of bandwidth, overshoot, sensitivity, control

effort etc. The elements of k are obtained by matching the

coefficient of (11) and (12). Fig. 4 shows the simulink model

of State feedback controller via PPT.

Fig. 5. State feedback controller with state observer (estimator).

Fig. 6. Simulink model of OBC with plant.

B. Observer- Based Controller

A Device (or computer program) that estimates the state

variable is called a state observer or simply an observer.

Fig. 5 shows the state feedback control with state observer

(estimator). It is also known as compensator [20].

The transfer function of OBC is given by [18], [20]

D(s) = K(sI −A+BK +LC)−1L (13)

L=Observer gain matrix

Simulink model of OBC shown in fig. 6.

C. Linear Quadratic Optimal Controller [24]-[26]

Here we shall consider an important class of optimal control

problems known as linear regulator systems. Any problems

having linear plant dynamics and quadratic performance cri-

teria are referred to as linear regulator problem. The process

to be controlled is described by the state equations.

.
x = A(t)x(t)+B(t)u(t). (14)

Here the problem is to find an admissible control u* that

causes the above process to follow an admissible trajectory x*

that minimizes the performance measure.

J =
1

2
xT (t f )Sx(t f )+

∫ t f

t0

1

2
[xT Qx+uT Ru]dt. (15)

S and Q are real symmetric positive semi definite matrices;

R is real symmetric positive matrix.

We can get the state equation, costate equation, and other

important equation by defining the Hamiltonian as

H(x(t),u(t),λ (t), t) = g(x(t),u(t), t)

+λ T (t)[a(x(t),u(t), t)].
(16)

Using this notation we can write the necessary conditions

as follows:

.
x ∗(t) =

∂H

∂λ
(x∗(t),u∗(t),λ ∗(t), t) (17.a)

.

λ
∗(t) =−∂H

∂x
(x∗(t),u∗(t),λ ∗(t), t) (17.b)
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0 =
∂H

∂u
(x∗(t),u∗(t),λ ∗(t), t) (17.c)

and
[

∂h

∂x
(x∗(t f ), t f )−λ ∗(t f )

]T

δx f+

[H(x∗(t f ),u
∗(t f ),λ

∗(t f ), t f )+
∂h

∂ t
(x∗(t f ), t f )]δ t f = 0

(18)

Here from the performance measure (15) the Hamiltonian

is

H(x(t),u(t),λ (t), t)

=
1

2
xT Qx+

1

2
uT Ru+λ T Ax+

1

2
λ T Bu

(19)

Using the equation (17) through (18) we get

∂H

∂u
= 0 = R(t)u(t)+BT (t)λ (t) (20)

∂H

∂u
=−λ = Q(t)x(t)+AT (t)λ (t) (21)

with the terminal condition

λ (t f ) =
∂h

∂x(t f )
= Sx(t f ) (22)

Thus we require that

u(t) =−R−1(t)B(t)λ (t) (23)

And we shall enquire whether we may convert this to

a closed-loop control by assuming that the solution for the

adjoint is similar to (22).

λ (t) = P(t)x(t) (24)

Clubbing (27) with (20) and (26) we require that

.
x = A(t)x(t)−B(t)R−1BT (t)P(t)x(t) (25)

Also from (27) and (24) we require
.

λ =
.
px+ p

.
x =−Qx−AT Px (26)

By combining (28) and (29) we have

[
.

P+PA+AT P−PBR−1BT P+Q]x = 0 (27)

Since this must hold for all non zero x(t), the term premulti-

plying x(t) must be zero. Thus the P matrix, which is a n×n

symmetric matrix, must satisfy the matrix Riccati equation.

−
.

P = PA+AT P−PBR−1BT P+Q (28)

With a terminal condition given by (25) and (27).

P(t f ) = s (29)

Thus we may solve the matrix Riccati equation backward

in time from t f to t0, storing the matrix.

K(t) =−R−1(t)BT (t)P(t) (30)

We obtain a closed control form.

u(t) =−R−1(t)BT (t)P(t)x(t). (31)

Fig. 7. Block diagram of Adaptive control systems.

Fig. 8. Basic Structure of SOC [16].

This indicates that the optimal control law is a linear time

varying function of the system states hence the measurement

of all of the state variables must be available to implement

the optimal control law. The (31) gives the final optimal

control law. LQR [14] can be used to design the optimal

controller to ensure the optimal speed tracking performance

i.e. Speed tracking error (Vd −V ) is optimal. The Optimal

LQR is developed using (31) and code is written using M-

file in MATLAB. The value of K1 and K2 for the model of

optimal LQR are found using MATLAB command “care.”

VI. SELF ORGANIZING CONTROLLER

In order to build an accurate self-organizing controller,

the auxiliary system should possess information on how the

plant output varies with respect to the control signal for

every possible operating region [20]. An adaptive controller is

therefore intuitively a controller that can modify its behavior

after changes in the controlled plant or in the environment.

Fig. 7 shows the block diagram of adaptive control system

and fig.8 shows the basic structure of SOC.

In SOC the outer loop adjusts the controller lookup table

F according to the performance measure in P fig.9 shows the

Simulink model of SOC.

In this paper Self Organizing Fuzzy Controller is designed

and is tuned based on the Procyk and Mamdani Performance

table (Table II).

VII. FUZZY LOGIC CONTROL

In this paper design and investigate the performance of

fuzzy logic controller (FLC) for a nonlinear vehicle model.

The controller maintains a constant vehicle speed in spite of

never ending changes in road grade, wind resistance, and other

variables. Fig. 10 shows the block diagram of the vehicle with

FLC, Fig.11 shows the structure of FLC.

The design of a FLC can be resumed to choosing and pro-

cessing the inputs and outputs of the controller. For designing

the FLC four components are used namely rule base, inference

engine, fuzzification and defuzzification [18]. The inputs to the

FLC; the error (e)

e(kT ) = r− y (32)
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TABLE II
PERFORMANCE TABLE ADAPTED FROM PROCYK AND MAMDANI [16]

Fig. 9. Simulink model of SOC.

Change in error (ce)

ce(kT ) = (e(kT )− e(kT −T ))/T (33)

and output variable is the throttle position

u = θ . (34)

The universe of discourse of the variables cover a range

of [-2, 2] for error, [-4, 4] for change in error and [-10, 10]

for output. A standard choice for the triangular membership

functions is used with three membership functions for the three

fuzzy variables (meaning 9 = 32 rules in the rule base). The

resulting rule base is shown in the Table III.

Note that we are using “NB” as an abbreviation for “neg-

ative big in size” and so on for the other variables. Such

abbreviations help keep the linguistic descriptions short yet

precise:

“N” to represent “negative”

TABLE III
FUZZY RULE BASES FOR FLC

Fig. 10. Block diagram of the vehicle with FLC.

Fig. 11. Basic structure of FLC.

“Z” to represent “zero”

“P” to represent “positive”

“PB” to represent “positive big”

To obtain the crisp output, the centre of gravity (COG)

defuzzification technique is used.

The controller does this by comparing the commanded

speed with the actual speed. The error change is the difference

in error from one sample period to the next. If the error is a

small positive number i.e. vehicle speed is slower than that set

value, the controller needs to slightly increase the throttle angle

in order to speed up the vehicle appropriately [12]. If both

current error and error change are positive, the vehicle is going

too slowly and decelerating. In this case, the controller needs

to increase the throttle angle by a larger amount to achieve

the desired speed. Such specifications are called fuzzy rules.

The output represents a fuzzy logic specification of how much

to change the throttle position. Fig. 12 and fig. 13 shows the

simulink model of fuzzy logic PD and fuzzy logic PI controller

respectively.

VIII. SIMULATION RESULTS AND DISCUSSION

In this section the results obtained from the open loop

system without controller and closed loop system with various

controllers are presented. The response of the system with

controllers such as PID, Optimal LQR, OBC, SOC, and FLC

are presented and compared. Fig. 14 shows the Open loop

step response that shows the system is unstable as it is not

converging.

Fig. 14 shows the response with PID Controller. Here PID

controller is tuned by using both Hand-tuning rule [17] and

Ziegler-Nichols method the corresponding value of controller

parameters are given in Table IV.

PID controller is tuned by two method Ziegler-Nichols and

Hand-tuning rule that gives 46.7% and 15.6% Max overshoot

respectively. Tuning by hand tuning rule gives better perfor-

mance.

Fig. 16 shows the vehicle response for state feedback

(Pole-Placement) and OBC. PPT has desired characteristic

equation s2 + 8s+ 16 = 0 i.e. desired pole at location -4, -

4. The value of K1 and K2 are given in Table V. In OBC

L =

[

0.003

1.000

]

, using (13) the transfer function of OBC is

TABLE IV
PID CONTROLLER PARAMETERS

Tuning Method KP KI KD

Ziegler-Nichols 1.22*10−4 3.47*10−4 6.8*10−6

Hand-tuning 0.01 0.03 0.001
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Fig. 12. Simulink model of fuzzy logic PD control.

Fig. 13. Simulink model of fuzzy logic PI control.

Fig. 14. Open loop step response of vehicle.

Fig. 15. Vehicle response with PID Controller.

Fig. 16. PPT and OBC response for vehicle.

Fig. 17. Initial condition response.

Fig. 18. Optimal LQR response for vehicle.

TABLE V
STATE FEEDBACK GAIN PARAMETERS

Techniques K1 K2

PPT 0.193*10−4 0

Optimal LQR 0.3162*10−3 0.1*10−3

D(s) = 5.79∗10−8∗s+3.088∗10−7

s2+5s+16
. It is clear that OBC gives better

response. OBC improves the overshoot and settling time.

These Response tracks the given set value (desired speed).

Initial condition response for an OBC is shown in fig.17. In

this two responses are given.

(A)q(0) = x(0) =

[

1

0

]

, it means that both observer and

plant (vehicle) have same initial state.

(B)q(0) =

[

0

0

]

, x(0) =

[

1

0

]

, it means that both observer

and plant (vehicle) have different initial state.

In LQR Q=

[

0.1
0

0.00

0.01

]

, R= 10∗105. The value of K1

and K2 are given in Table V. Fig. 18 shows the Optimal LQR

Control response for EV, which optimizes system performance

and gives the best result in comparison with other control

techniques as seen.

Fig. 19 shows the SOC response, where it takes compara-

tively longer time for controlling the vehicle. Fig. 20 shows

the fuzzy logic PD and fuzzy logic PI response. In fuzzy logic

PD overshoot occurs and settling time of both fuzzy logic

controllers is nearly same.

Fig. 21 shows the combined response of all controllers for

making the comparison among them and Table VI shows the

performance index of these controllers for unit step input.

Fig. 22 represents the enlarged view of Fig. 21. The perfor-

mance index shown in Table VI is made by using Fig. 22.

On the basis of Fig. 22 and Table VI the optimal LQR has

got least max. Overshoot, settling time and steady state error,

i.e. 0.03%, 1sec., 0.05% respectively. The rise time for LQR

controller is 1sec. it is due to the negligible disturbance after

TABLE VI
PERFORMANCE INDEX OF CONTROLLERS FOR UNIT STEP INPUT

Controllers % Max
overshoot

Settling
time(s)

(%)
Steady

state Error

Rise
time(s)

PID 15.6 0.79 0.15 0.19

PPT 8.10 1.29 0.5 0.72

OBC 1.31 1.87 0.1 1.64

Optimal LQR 0.03 1 0.05 1

SOC 11.7 9.55 1.5 2.63

Fuzzy PD 2.2 1.5 0.3 1.15

Fuzzy PI 0.6 2.1 0.1 1.7
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Fig. 19. SOC response for vehicle.

Fig. 20. Fuzzy logic PD and Fuzzy logic PI response for vehicle.

Fig. 21. Unit step response of all controller.

Fig. 22. Unit step response of all controller in enlarged form.

settling once. Hence optimal LQR gives better performance

index in comparison with other designed controllers i.e. PPT,

OBC, PID, FLC and SOC etc.

IX. CONCLUSION

A comparative analysis of all the controllers applied to

control the speed of nonlinear hybrid electrical vehicle, vividly

shows that LQR Optimal controller gives better performance

result in all respect among all the controllers considered. The

maximum overshoot and settling time in achieving the desired

speed being the least the current and torque will also be

optimized and for that matter the battery operation of such

vehicles will be optimal. We may conclude that from the

standpoint of transient and steady state response the LQR

technique gives optimal performance and is sine qua non. LQR

control technique may be applied to other similar nonlinear

systems for performance optimization. Vehicle drive train

efficiency may be improved with the LQR optimal Controller.

Fuel efficiency of EV may also be optimized with may be

taken up future research direction.
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