## Optimal technology-oriented design of parallel robots for high-speed machining

 applications - Source linkSébastien Briot, Anatol Pashkevich, Damien Chablat

Published on: 03 May 2010 - International Conference on Robotics and Automation
Topics: Parallel manipulator, Machine tool and Workspace

Related papers:

- Parallel Robots
- Jacobian, Manipulability, Condition Number, and Accuracy of Parallel Robots
- Singularity analysis of closed-loop kinematic chains
- Increase of Singularity-Free Zones in the Workspace of Parallel Manipulators Using Mechanisms of Variable Structure
- Constraint singularities of parallel mechanisms


# Optimal Technology-Oriented Design of Parallel Robots for High-Speed Machining Applications 

Sébastien Briot, Anatol Pashkevich, Damien Chablat

## - To cite this version:

Sébastien Briot, Anatol Pashkevich, Damien Chablat. Optimal Technology-Oriented Design of Parallel Robots for High-Speed Machining Applications. the 2010 IEEE International Conference on Robotics and Automation (ICRA 2010), May 2010, Anchorage, United States. hal-00451898

HAL Id: hal-00451898
https://hal.archives-ouvertes.fr/hal-00451898
Submitted on 25 Jun 2019

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# Optimal Technology-Oriented Design of Parallel Robots for HighSpeed Machining Applications 

Sébastien Briot, Anatol Pashkevich and Damien Chablat


#### Abstract

In this paper, a new methodology for the optimal design of parallel kinematic machine tools is proposed. This approach is based on the concept of the maximal inscribed parallelepiped and uses technology-oriented constraints that are motivated by particular applications. This methodology is applied on two translational parallel robots with three degrees-of-freedom (DOF): the Y-STAR and the UraneSX. An analysis of the size of their workspace as a function of the design constraints is made. It is shown that, for identical workspaces with similar properties, the size of the legs of the UraneSX are greater than for the Y-STAR, thus leading to larger deformations. However, the footprint surface needed in order to install the Y-STAR is about two times bigger than for the UraneSX. Therefore, it may be interested to use the UraneSX in order to save some place on ground in manufacturing centres.


## I. INTRODUCTION

Parallel kinematic machines (PKM) are commonly claimed to offer several advantages over their serial counterparts, such as high structural rigidity, better payload-to-weight ratio, high dynamic capacities and high accuracy [1-3]. Therefore, they are prudently considered as promising alternatives for many modern material processing operations, especially in automotive and aerospace industry, in which high accuracy positioning and high-speed motions of a work tool are required. Thus, PKM have gained essential attention of a number of companies and researchers. However, most of the existing PKM still suffer from two major drawbacks, namely, a complex workspace and highly non-linear input/output relations [4, 5].

For most of PKM, the performances vary considerably for different points in the workspace and for different directions at one given point. This is a serious disadvantage for machining applications [6, 7], which require regular workspace shape and acceptable kinetostatic performances throughout. In milling applications, for instance, the machining conditions must remain constant along the whole tool path [8]. Nevertheless, in many research papers, this criterion is not taken into account in the algorithmic methods used for the optimization of robots [9, 10].

This work is focused on the optimal design of a robot for given geometric, kinematic and kinetostatic properties derived from technical applications (e.g. size of the workspace, maximum speeds, forces transmission,

[^0]accuracy). The main contribution of this paper is in the area of application of the operation research methods to the integrated design optimization of complex mechanical structures, such as parallel robots. The proposed approach operates with the 'workspace grid' that is evaluated using a dedicated dynamic-programming-based algorithm allowing, for each particular set of the design parameters, to estimate the largest cuboid-shaped workspace with the desired properties. Further, the workspace parameters are evaluated in the frame of the global optimization. Finally, contrary to many works on optimal design of parallel robots (see for example [11, 12]), it is proposed in this paper to use technology oriented indices in order to define the optimal design parameters.

The paper will be divided as follows. In the second part, the design problem and methodologies are explained. In the third section, the performance measures used are presented. In part four, the optimization procedure is described and it is applied on an industrial case study in part five. Finally, in the last section, conclusions are drawn.

## II. Design Problem and Methodology

Manipulator design traditionally begins with the selection of a kinematic framework and achieving certain geometric goals such as workspace size and dexterity. Besides, for particular manufacturing tasks, the manipulator geometry is optimized with respect to the desired velocity, accuracy or force transmission factors. This yields a simplified CAD model of a relevant mechanism that defines basic dimensions of the links and spatial locations of all active and passive joints, as well as joint limits. At the next step, this model should be detailed by providing real shapes of links to produce the solid CAD model.

To formulate the design problem, let us define the manipulator geometry by the mapping $g$ : $\Phi \rightarrow \mathbf{W}$, where $\Phi$ $=\phi_{1} \times \ldots \phi_{n}$ and $\mathbf{W}=p_{1} \times \ldots p_{n}$ denote respectively the configuration space and the workspace. $\phi_{i}$ are the joint coordinates and $p_{i}$ are the coordinates of the end-effector. $n$ is the number of DOF. Besides, for each workspace point $\mathbf{p}$ $\in \mathbf{W}$, let us define the matrices $\mathbf{K}_{v}(\mathbf{p}, \boldsymbol{\pi}), \mathbf{K}_{f}(\mathbf{p}, \boldsymbol{\pi}), \mathbf{K}_{a}(\mathbf{p}, \pi)$, that describe various mechanical properties of the manipulator (velocity, force transmission, accuracy, etc.) for any given set of the design parameters $\pi$. Let us also assume that for each type of the matrices $\mathbf{K}_{\alpha}, \alpha \in\{v, f, a, \ldots\}$, there are defined physically consistent scalar measures $\sigma_{\beta}\left(\mathbf{K}_{\alpha}\right), \beta$ $\in\{i, t, \ldots\}$ that may be directly included in the design objectives or constraints. Some examples of such measures (isotropy, transmission factors, etc.) are presented in the following sections.

Similarly, for the global evaluation of the manipulator, let us introduce the performance measures $\eta_{\gamma}(g, \pi), \gamma \in\{m, l$, $w, \ldots\}$, that depend both on the adopted geometrical structure $g$ and the physical parameters of the links $\pi$. Examples of the global measures include the total mass of the manipulator, the length of the principal links, the workspace size, etc.

Then, following the general methodology adopted for the considered application area (high-speed machining), the design optimisation problem can be stated as achieving the best value of the performance indices

$$
\begin{equation*}
\eta_{\gamma}(g, \pi) \rightarrow \min _{\pi}, \quad \forall \gamma \tag{1}
\end{equation*}
$$

subject to the constraints

$$
\begin{equation*}
\sigma_{\beta}\left(\mathbf{K}_{\alpha}(\mathbf{p}, \boldsymbol{\pi})\right) \in S_{\beta}, \quad \forall \alpha, \beta \tag{2}
\end{equation*}
$$

that must be satisfied for all points of the cuboid workspace $\mathbf{W}_{0}$ of size $a \times b \times c$, which includes the manufacturing task. It should be noted that the latter assumption (concerning the workspace shape) is essential here and allows considerably speed-up the optimization routines. Since in practice this problem cannot be solved by the direct search methods, in the following subsections, there will be presented the discretisation scheme and relevant optimisation algorithms allowing to obtain desired solutions in reasonable time.

## III. Performance Measures

Let us present here the most essential technology-oriented performance measures that are used in the following of this paper. Traditionally, they are directly included in the design constraints/objectives to be satisfied or optimized throughout the prescribed workspace. However, in this paper, each performance measure is preliminary converted in an alternative form that defines the workspace subset where the relevant criterion is higher/lower of the desired value.

It should be noted that, in the following of this paper, our analysis will be restrained to 3-DOF translational PKM as they are mostly used for machining of materials.

## A. Size of the workspace

Using the set of parameters $\pi$, the workspace $\mathbf{W}$ may be generated using the kinematic equations and the joint limits [1].

Since, for the considered application, the desired regular workspace is a parallelepiped $\mathbf{W}_{\mathbf{0}}$ of size $\left\{a_{0} \times b_{0} \times c_{0}\right\}$, the relevant measure may be defined by the largest similar object $\mathbf{W}^{a b c}=\left\{\mu a_{0} \times \mu b_{0} \times \mu c_{0}\right\}$ inscribed in $\mathbf{W}$, i.e.
$\mathbf{W}^{a b c}=\mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) ; \quad(\mu, \mathbf{T})=\arg \max _{\mu, \mathbf{T}}\left\{\mu \mid \mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) \subset \mathbf{W}\right\}$ (1)
where $\mu, \mathbf{T}$ are respectively the scalar scaling factor and the coordinate transformation operator in the Cartesian space. This notion is the fundamental issue of this paper and is discussed in details in the following section.

## B. Velocity transmission factors

For quantifying the speed capability of a manipulator, several kinematic performance indices are defined using the Jacobian matrix $\mathbf{J}$ (see [13]), such as the condition number, the largest/smallest singular value (also called the maximal/
minimal transmission factor and denoted as $\lambda_{\text {max }}$ and $\lambda_{\text {min }}$, respectively - Fig. 1a), the dexterity, the manipulability, etc.

However, as mentioned by Merlet in [13], the previously cited indices does not take into account the 'technological reality' of the mechanism, as they are based on the use of the Euclidian norm of the input velocity vector $\dot{\boldsymbol{\Phi}}(\|\dot{\boldsymbol{\Phi}}\|$ being considered equal to 1 ) while it is clear that each actuator may have a velocity $\dot{\phi}_{i} \in\left[-\dot{\phi}_{i}^{\max }, \dot{\phi}_{i}^{\max }\right]$, where $\dot{\phi}_{i}$ and $\dot{\phi}_{i}^{\max }$ are the actual and maximal velocities for the actuator $i(i=1$ to $n$ ). Thus, it is necessary to redefine the transmission factors, of which expressions are presented in the next subsections.

1. Velocity transmission along all directions of the workspace.

Normalizing the problem and considering that $\dot{\phi}_{i}^{\max }=1$, i.e. replacing the unit sphere by a unit cube (Fig. 1b), one can obtain the image of the unit square by the transformation $\mathbf{f}: \mathbf{x} \rightarrow \mathbf{J} \mathbf{x}$. The obtained figure is a parallelepiped, where point $B_{j}$ is considered to be the image of point $A_{j}$ by the transformation $\mathbf{f}$.

One can now define the minimal and maximal transmission factors $k_{v}^{\min }$ and $k_{v}^{\max }$. Factor $k_{v}^{\max }$ is the largest distance from the origin of the frame to the faces of the parallelepiped. Its corresponding expression may be written as:

$$
\begin{equation*}
k_{v}^{\max }=\max _{j}\left(\left\|\mathbf{J}(\mathbf{q}) \mathbf{e}_{j}\right\|\right), \text { for } j=1 \text { to } 4 \tag{2}
\end{equation*}
$$

where $\mathbf{e}_{1}=[+1,+1,+1]^{T}, \mathbf{e}_{2}=[+1,-1,+1]^{T}, \mathbf{e}_{3}=[+1,+1,-$ $1]^{T}$ and $\mathbf{e}_{4}=[+1,-1,-1]^{T}$.

To obtain the expression of $k_{v}^{\min }$, more computations are required. Indeed, $k_{v}^{\min }$ is the smallest distance between point $O$ and the faces of the parallelepiped.

Let us consider that the Jacobian matrix $\mathbf{J}$ may be decomposed into three vectors $\mathbf{I}_{1}, \mathbf{I}_{\mathbf{2}}$ and $\mathbf{I}_{\mathbf{3}}$ such as:

$$
\mathbf{J}=\left[\begin{array}{lll}
\mathbf{I}_{1} & \mathbf{I}_{2} & \mathbf{I}_{3} \tag{3}
\end{array}\right] .
$$

The faces of the parallelepiped are the images by the transformation $\mathbf{f}$ of the faces of the unit cube, i.e. there are attained when at least one actuator is at its maximal velocity $\pm \dot{\phi}_{i}^{\max }\left(\dot{\phi}_{i}^{\max }=1, i=1,2,3\right)$. Therefore, the parameterized expressions of the faces of the parallelepiped are, for any vector $\delta=\left[\delta_{1}, \delta_{2}\right]^{T}, \delta_{1}, \delta_{2} \in[-1,+1]$ :

$$
\mathbf{V}_{i j k}^{(m)}=\left[\begin{array}{lll}
x_{i j k}^{(m)} & y_{i j k}^{(m)} & z_{i j k}^{(m)} \tag{4}
\end{array}\right]^{T}=\mathbf{J}_{\mathbf{1}} \boldsymbol{\delta}+\mathbf{J}_{2}^{(m)},
$$

for $m=1$ or $2, i, j, k=1,2,3, i \neq j, i \neq k, j \neq k$, where

$$
\mathbf{J}_{\mathbf{1}}=\left[\begin{array}{ll}
\mathbf{I}_{i} & \mathbf{I}_{j} \tag{5}
\end{array}\right], \mathbf{J}_{2}=(-1)^{m} \mathbf{I}_{k}
$$

The distances $\left\|\mathbf{V}_{i j k}^{(m)}\right\|(m=1,2)$ from the origin to any point belonging to the faces are given by

$$
\begin{equation*}
\left\|\mathbf{V}_{i j k}^{(m)}\right\|=\sqrt{\mathbf{V}_{i j k}^{(m)^{T}} \mathbf{V}_{i j k}^{(m)}} . \tag{6}
\end{equation*}
$$

Finding the minimum of this expression remains to computing the minimum of $\left\|\mathbf{V}_{i j k}^{(m)}\right\|^{2}$. Thus, differentiating expression (6) with respect to the parameter $\delta$, it may be found that the minimum appears when
(a)

(b)


Fig. 1. Mapping, using the Jacobian matrix, (a) of the unit sphere and (b) of the unit cube.

$$
\begin{equation*}
\frac{\partial}{\partial \boldsymbol{\delta}}\left\|\mathbf{V}_{i j k}^{(m)}\right\|^{2}=0 \Rightarrow \boldsymbol{\delta}=\left(\mathbf{J}_{i j}^{T} \mathbf{J}_{i j}\right)^{-1} \mathbf{J}_{i j}^{T} \mathbf{J}_{k} \tag{7}
\end{equation*}
$$

Verifying that the components of $\delta$ belong to the interval [$1,+1]$ and introducing them into (6), it may be found that: $\left\|\mathbf{V}_{i j k m}^{\min }\right\|=\min \left(\left\|\mathbf{V}_{i j k}^{(m)}\right\|\right)=\sqrt{\mathbf{J}_{2}^{T} \mathbf{J}_{2}-\left(\mathbf{J}_{2}^{T} \mathbf{J}_{1}\right)\left(\mathbf{J}_{1}^{T} \mathbf{J}_{1}\right)^{-1}\left(\mathbf{J}_{1}^{T} \mathbf{J}_{2}\right)}$

Thus, the expression of $k_{v}^{\min }$ is

$$
\begin{equation*}
k_{v}^{\min }=\min _{i, j, k, m}\left(\left\|\mathbf{V}_{i j k m}^{\min }\right\|\right), \tag{98}
\end{equation*}
$$

for $m=1,2, i, j, k=1,2,3, i \neq j, i \neq k, j \neq k$.
It should be mentioned that, if the components of $\delta$ do not belong to the interval $[-1,+1]$, thus the obtained value for $\left\|\mathbf{V}_{i j k m}^{\text {min }}\right\|$ does not correspond to the minimal distance between the face of the parallelepiped and the centre of the frame, but between the plane on which is lying the face under consideration and the centre of the frame. It could be proved that, even if this happens, the value of $k_{v}^{\min }$ will be obtained when considering another face for which the components of $\delta$ will belong to the interval $[-1,+1]$. Therefore, there is no need to use other expressions than those presented above.

## 2. Velocity transmission along some particular directions of the workspace.

In some cases, it is not necessary to guarantee a minimal velocity along all the axes of the workspace, but along some particular directions (e.g., in the $x y$ plane). For demonstration purpose, let us consider that a minimal velocity has to be guaranteed in the $x y$ plane. Vector $\mathbf{v}_{\mathbf{x y}}=$ $\left[v_{x}, v_{y}\right]^{T}$ corresponds to the velocity of the platform in the $x y$ plane and is of dimension 2 , while $\dot{\boldsymbol{\Phi}}$ is still of dimension 3 . These vectors are linked by the relation:

$$
\begin{equation*}
\mathbf{v}_{\mathrm{xy}}=\mathbf{J}_{\mathrm{xy}} \dot{\mathbf{\Phi}} \tag{10}
\end{equation*}
$$

where $\mathbf{J}_{\mathbf{x y}}$ is a 2 by 3 matrix, of which lines are identical to the two first lines of the matrix $\mathbf{J}$.


Fig. 2. Mapping of the unit cube using the matrix $\mathbf{J}_{\mathbf{x y}}$.


Fig. 3. Projection of the 3D parallelepiped onto the $\left(V_{x}, V_{y}\right)$ plane.
In such a case, let us consider the transformation $\mathbf{g}: \mathbf{x} \rightarrow$ $\mathbf{J}_{\mathrm{xy}} \mathbf{x}$. The image of the unit sphere by the transformation $\mathbf{g}$ is an ellipse, and the image of the unit cube is a hexagon (Fig. 2). Indeed, this hexagon is the projection of the parallelepiped of Fig. 1 onto the ( $V_{x}, V_{y}$ ) plane (Fig. 3). Six of the edges of the unit cube are transformed into the six edges of the hexagon. The six others edges of the cube are transformed into six other lines inscribed inside the surface of the hexagon. Moreover, six of the eight vertices of the cube are transformed into the six vertices of the hexagon. The images of the two other vertices of the cube are located inside of the hexagon.

So the problem remains to find the smallest and largest distances from the origin to the edges of the hexagon. Factor $k_{v}^{\max }$ is defined as the largest distance from the origin of the frame to the hexagon. Therefore, $k_{v}^{\text {max }}$ may be written as:

$$
\begin{equation*}
k_{v}^{\max }=\max _{j}\left(\left\|\mathbf{J}_{\mathbf{x y}}(\mathbf{q}) \mathbf{e}_{j}\right\|\right), \text { for } j=1 \text { to } 4 \tag{11}
\end{equation*}
$$

where $\mathbf{e}_{j}$ are defined at Eq. (2).
Factor $k_{v}^{\min }$ is the smallest distance between point $O$ and the edges of the hexagon.

Let us decompose the Jacobian matrix $\mathbf{J}_{\mathbf{x y}}$ into three vectors $\mathbf{I}_{\mathbf{1}}, \mathbf{I}_{\mathbf{2}}$ and $\mathbf{I}_{\mathbf{3}}$ such as:

$$
\mathbf{J}_{\mathrm{xy}}=\left[\begin{array}{lll}
\mathbf{I}_{1} & \mathbf{I}_{2} & \mathbf{I}_{3} \tag{12}
\end{array}\right] .
$$

The edges of the hexagon are the image by the transformation $\mathbf{g}$ of the edges of the unit cube, i.e. there are attained when at least two actuators are at their maximal velocity $\pm \dot{\phi}_{i}^{\max }\left(\dot{\phi}_{i}^{\max }=1, i=1,2,3\right)$. Therefore, the parameterized expressions of the edges of the hexagon may be found among these expressions, for any $\delta \in[-1,+1]$ :

$$
\mathbf{V}_{i j k}^{(m)}=\left[\begin{array}{ll}
x_{i j k}^{(m)} & y_{i j k}^{(m)} \tag{13}
\end{array}\right]^{T}=\mathbf{J}_{\mathbf{1}} \delta+\mathbf{J}_{2}^{(m)}
$$

for $m=1$ to 4 , and $i, j, k=1,2,3, i \neq j, i \neq k, j \neq k$, where

$$
\begin{gather*}
\mathbf{J}_{\mathbf{1}}=\mathbf{I}_{i},  \tag{14a}\\
\mathbf{J}_{2}^{(1)}=\mathbf{I}_{j}+\mathbf{I}_{k}, \mathbf{J}_{2}^{(2)}=\mathbf{I}_{j}-\mathbf{I}_{k}, \tag{14b}
\end{gather*}
$$

$$
\begin{equation*}
\mathbf{J}_{2}^{(3)}=-\mathbf{I}_{j}+\mathbf{I}_{k}, \mathbf{J}_{2}^{(4)}=-\mathbf{I}_{j}-\mathbf{I}_{k} \tag{14c}
\end{equation*}
$$

The minimal distance $\left\|\mathbf{V}_{i j k m}^{\min }\right\|=\min \left(\left\|\mathbf{V}_{i j k}^{(m)}\right\|\right)$ from the origin to any point belonging to the edges of the hexagon may be obtained by a similar way as that presented in the previous section. Its expression is identical to that given at Eq. (8), for $m=1$ to $4 ; i, j, k=1,2,3$ with $i \neq j, i \neq k, j \neq k$.

It is necessary to find the value $k_{v}^{\min }$ among all these twelve expressions. The six smallest values for the distances $\left\|\mathbf{V}_{i j k}^{(m)}\right\|$ should be disregarded, because they do not correspond to distances between the origin of the frame and the edges of the hexagon. The value of $k_{v}^{\min }$ will be found as the seventh smallest value among the distances $\left\|\mathbf{V}_{i j k}^{(m)}\right\|$.

## 3. Performance measure

Here, let us propose to redefine the global kinematic metric by using the above notion of the "largest inscribed parallelepiped". For instance, if the velocity transmission factors $k_{v}^{\min }$ and $k_{v}^{\max }$ are used as the global metrics, the manipulator global performance is evaluated by the size of the parallelepiped workspace that satisfies the design specification $k_{v}^{\min } \geq v_{\min }$ and $k_{v}^{\max } \leq v_{\max }$, where $v_{\min }$ and $v_{\text {max }}$ represent the minimal and maximal desired velocity transmission factors in the workspace of the manipulator:

$$
\begin{aligned}
& \mathbf{W}^{a b c}=\mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) ; \\
& (\mu, \mathbf{T})=\arg \max _{\mu, \mathbf{T}}\left\{\mu \mid k_{v}^{\min } \geq v_{\min } \text { and } k_{v}^{\max } \leq v_{\max } ; \mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) \subset \mathbf{W}\right\}
\end{aligned}
$$

In the next subsection, we present a performance measure for the accuracy of the robot to optimize.

## C. Accuracy transmission factors

The accuracy of a mechanism depends on different factors. However, as pointed out by Merlet [14], active-joint errors are the most significant source of errors in a properly designed, manufactured, and calibrated parallel robot.

The classical approach consists in considering the first order approximation that maps the input error to the output error:

$$
\begin{equation*}
\delta \mathbf{p}=\mathbf{J} \delta \boldsymbol{\Phi} \tag{16}
\end{equation*}
$$

where $\delta \Phi$ represents the vector of the active-joint errors, $\delta \mathbf{p}$ the vector of end-effector errors. This method will give only an approximation of the end-effector maximum error, but at an optimisation stage, this model may be sufficient. However, it is preferable to use a safety coefficient on the desired accuracy of the platform in order not to have too poor accuracy for the finally designed machine.

From Eq. (16), it may be noticed that this expression is similar to the relationship for the velocity, which states that:

$$
\begin{equation*}
\mathbf{v}=\mathbf{J} \dot{\boldsymbol{\Phi}} \tag{17}
\end{equation*}
$$

Moreover, it seems obvious that, taking account that the accuracy $\delta \phi_{i}$ of one actuator is comprised between $-\varepsilon$ and $+\varepsilon$ ( $\varepsilon$ being the accuracy of the actuated pair), the method to compute the accuracy transmission factors is totally equivalent to the computation of the velocity transmission
factors. Moreover, by normalizing the problem, (i.e. $\varepsilon=1$ ), the accuracy transmission factors are equivalent to the velocity transmission factors.

Once again, the manipulator global performance may be evaluated by the size of the parallelepiped workspace that satisfies the design specification $k_{v}^{\min } \geq \Delta_{\text {min }} \quad$ and $k_{v}^{\max } \leq \Delta_{\max }$, where $\Delta_{\min }$ and $\Delta_{\max }$ represent the minimal and maximal desired accuracy transmission factors in the workspace of the manipulator:

$$
\begin{align*}
& \mathbf{W}^{a b c}=\mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) ;  \tag{18}\\
& (\mu, \mathbf{T})=\arg \max _{\mu, \mathbf{T}}\left\{\mu \mid k_{v}^{\min } \geq \Delta_{\min } \text { and } k_{v}^{\max } \leq \Delta_{\max } ; \mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) \subset \mathbf{W}\right\}
\end{align*}
$$

Let us now deal with the last proposed performance measure.

## D. Force transmission factors

For 3-DOF translational parallel manipulators, the input efforts $\tau$ are related to the forces $\mathbf{f}$ applied on the platform by the following relation:

$$
\begin{equation*}
\mathbf{f}=\mathbf{J}^{-T} \boldsymbol{\tau} \tag{19}
\end{equation*}
$$

From expression (19), it may be noticed that the relationship for the accuracy is similar to the relationship for the velocity (Eq. (17)), but $\mathbf{J}^{-T}$ is used instead to $\mathbf{J}$. Moreover, it is also clear that the effort $\tau_{i}$ of one actuator is comprised between $-\tau^{\max }$ and $+\tau^{\max }$, $\tau^{\max }$ being the maximal effort admissible by the actuated pair. So, the force transmission factors may be computed in the same manner as the velocity transmission factors. The maximal and minimal force and moment transmission factors will be denoted as $k_{f}^{\min }$ and $k_{f}^{\text {max }}$ respectively

The manipulator global performance may now be evaluated by the size of the parallelepiped workspace that satisfies the design specification $k_{f}^{\min } \geq f_{\text {min }} \quad$ and $k_{f}^{\max } \leq f_{\max }$, where $f_{\min }$ and $f_{\max }$ represent the minimal and maximal desired accuracy transmission factors in the workspace of the manipulator:
$\mathbf{W}^{a b c}=\mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) ;$
$(\mu, \mathbf{T})=\arg \max _{\mu, \mathbf{T}}\left\{\mu \mid k_{f}^{\min } \geq f_{\min }\right.$ and $\left.k_{f}^{\max } \leq f_{\max } ; \mathbf{T}\left(\mu \mathbf{W}_{\mathbf{0}}\right) \subset \mathbf{W}\right\}$
In the next subsection, we show that the velocity and force transmission factors are antagonistic and that some zone of dominance for these factors may be defined.

## E. Duality between force and velocity transmission factors

From Eqs. (17) and (19), it may be noticed that if the velocity and force transmission factors were computed as usual as the minimal and maximal eigenvalues of $\mathbf{J}$ and $\mathbf{J}^{-T}$, the following equivalence would have existed:

$$
\begin{equation*}
k_{f}^{\min }=1 / k_{v}^{\max } \text { and } k_{f}^{\max }=1 / k_{v}^{\min } \tag{21}
\end{equation*}
$$

Such reciprocity allows us defining some zones of dominance between the parameters $k_{f}^{\min }$ and $k_{v}^{\max }$ ( $k_{v}^{\min }$ and $k_{f}^{\max }$, resp.) that are separated by a hyperbola. The zone
upside the hyperbola corresponds to the zone where $k_{v}^{\max }>$ $1 / k_{f}^{\min }\left(k_{f}^{\max }>1 / k_{v}^{\min }\right.$, resp. $)$, i.e. in this zone, the inequality $k_{v}^{\max } \leq v_{\max }$ of Eq. (15) ( $k_{f}^{\max } \leq f_{\max }$ of Eq. (20), resp.) is unnecessary because the limit $f_{\min }\left(v_{\min }\right.$, resp.) of parameter $k_{f}^{\min }\left(k_{v}^{\min }\right.$, resp. $)$ is more constraining. On the contrary, the zone downside the hyperbola is the zone where the parameter $k_{v}^{\max }$ ( $k_{f}^{\max }$, resp.) is dominant.

Theses assertions are quite simple when considering the transmission factors defined as the eigenvalues of $\mathbf{J}$ and $\mathbf{J}^{-1}$. But, as presented above, these factors are defined differently and expression (21) is not valuable. But, as it will be observed in part $V$, some zones of dominance between the parameters may be found and these zones seem to be separated by hyperbolas.

## IV. Design Procedure

The first step of the design procedure is to evaluate the value of the scale factor $\mu$ defining the size of the workspace $\mathbf{W}^{a b c}$ for the design parameters $\pi$ and the constraints $\sigma_{\beta}$. The problem of the estimation of the largest cuboid-shaped subworkspace, where the relevant criterion is higher or lower of the desired value, may be solved numerically, using the workspace discretisation and applying the dynamic programming.

Let us define the workspace grid $\left\{\mathbf{G}_{i j k}\right\}$ that includes the manipulator workspace $\mathbf{W}_{\mathbf{0}}=\left\{a_{0} \times b_{0} \times c_{0}\right\}$ and possesses uniform but differents steps along the Cartesian axes, namely $\left(a_{0} / N_{0} ; \quad b_{0} / N_{0} ; \quad c_{0} / N_{0}\right)$, where $N_{0}$ defines the discretisation precision. Besides, for each node of the grid, let us compute relevant local performance measure and define a 3D binary matrix $\Omega_{i j k} \in\{0,1\}$, where $\Omega_{i j k}=1$ if the corresponding design constraint/objective is satisfied, and $\Omega_{i j k}=0$ otherwise. For computation conveniences, let us also set $\Omega_{i j k}=0$ if $\mathbf{G}_{i j k} \notin \mathbf{W}_{\mathbf{0}}$.

Thus, the original problem is reduced to searching for the largest cubic submatrix inside of $\left\{\Omega_{i j k}\right\}$ containing non-zero values only. The latter can be efficiently solved applying the following algorithm that operates with additional integer matrix $\left\{\Phi_{i j k}\right\}$ that defines sizes of the candidate solutions with the vertex $(i, j, k)$ :

$$
\begin{aligned}
& \hline \text { Step 0. Set } \Phi_{i j k}=0, \forall i, j, k \\
& \text { Step 1. Set } \Phi_{i j k}=\Omega_{i j k}, \text { for } \\
& \{i=1 \& \forall j, k\} \cup\{j=1 \& \forall i, k\} \cup\{k=1 \& \forall i, j\} \\
& \text { Step 2. for } i=2: i_{\max } d o \\
& \qquad \text { for } j=2: j_{\max } d o \\
& \quad \text { for } k=2: k_{\max } d o \\
& \text { if } \Omega_{i j k}=1 \text { then } \\
& \quad \Phi_{i j k}=1+\min \left\{\begin{array}{l}
\Phi_{i-1, j, k}, \Phi_{i, j-1, k}, \Phi_{i, j, k-1}, \Phi_{i-1, j-1, k}, \\
\Phi_{i-1, j, k-1}, \Phi_{i, j-1, k-1}, \Phi_{i-1, j-1, k-1}
\end{array}\right\}
\end{aligned}
$$

Step 3. Find $d=\max \left(\Phi_{i j k}\right)-1 ;\left(i_{0}, j_{0}, k_{0}\right)=\operatorname{argmax}\left(\Phi_{i j k}\right)$
Step 4. Retrieve from the grid $\left\{\mathbf{G}_{i j k}\right\}$ the desired cuboid bounded by the indices $\left(i_{0}-d, j_{0}-d, k_{0}-d\right)$ and $\left(i_{0}, j_{0}, k_{0}\right)$.

Validity of this routine and correctness of the relevant recurrent expression can be proved using the standard ideas of the dynamic programming, similar to finding the largest square block in two-dimensional binary matrix.

Hence, for each performance measure and each set of the design parameters, it can be computed a workspace-based metrics composed of the coordinates ranges of the largest cuboid-shaped sub-workspace $\mathbf{W}^{a b c}$ and of the scale factor $\mu$ $(=\mu(\pi))$ defining the ratio between the size of $\mathbf{W}_{0}$ and $\mathbf{W}^{a b c}$.

The second step of the design procedure is to find the optimal geometry of the robot according to the desired objectives $f_{i}$. For instance, for the geometric, kinematic and kinetostatic design, the objective is to minimize the manipulator dimensions (links lengths), while the constraints define the desired workspace size and the range of the velocity, accuracy and effort transmission factors.

Let us denote as $\pi_{0}$ a set of normalized design parameters (in most of cases, $\pi_{0}$ is not composed of fixed constants only, but also of variables). Moreover, for computational convenience, let us transform the design constraints and present them in the scalar form $h_{k}\left(\boldsymbol{\pi}_{0}\right) \geq h_{k}^{0}$. Then, the optimization problem may be rewritten as

$$
\begin{equation*}
\mu\left(\boldsymbol{\pi}_{0}\right) \rightarrow \max _{\pi_{0}} \tag{22}
\end{equation*}
$$

subject to

$$
\begin{equation*}
h_{k}\left(\boldsymbol{\pi}_{\mathbf{0}}\right) \geq h_{k}^{0}, \forall k . \tag{23}
\end{equation*}
$$

At the end of the design algorithm, it will be obtained only one value of the scale factor $\mu$, which appear for the optimal normalized design parameters $\pi_{0}^{o p t}$. In order to get the real optimal design parameters $\pi^{o p t}$ allowing the real robot to have the desired properties into the entire workspace $\mathbf{W}_{\mathbf{0}}$, the normalized design parameters $\boldsymbol{\pi}_{0}^{\text {opt }}$ have to be scaled using the factor $\mu$. Thus, such a formulation allows considerably simplifying the design optimization problem.

## V. Application Examples

## A. Industrial problem

Let us demonstrate the efficiency of our design approach on a concrete problem coming from the industrial sector of the region of Nantes (France). One of the most important activity areas of this region is the manufacturing of bathroom components (shower cabin, washbasin, bathtub, etc. - Fig. 4). Most of parts used during the assembly process of the bathroom component are flat and made of thermosetting materials. The main operations achieved on these parts is trimming, i.e. the suppression of the edges of the parts in order to obtain a good surface roughness.

The machines tools that are used for the trimming of these bathroom components must be designed such as they attain the following characteristics:

- workspace $\mathbf{W}^{a b c}$ of size $\{2.5 \mathrm{~m} \times 2.5 \mathrm{~m} \times 0.5 \mathrm{~m}\}$;
$-\left\|\mathbf{v}_{\mathbf{x y}}\right\|=60 \mathrm{~m} / \mathrm{min},\left\|\mathbf{f}_{\mathbf{x y}}\right\|=300 \mathrm{~N}$ and $\left\|\delta \mathbf{p}_{\mathbf{x y}}\right\|=0.25 \mathrm{~mm}$ ( $\mathbf{f}_{\mathbf{x y}}$ and $\delta \mathbf{p}_{\mathrm{xy}}$ are the components of vectors $\mathbf{f}$ and $\delta \mathbf{p}$ in the $x y$ plane).
From these requirements, and from our industrial


Fig. 4. Typical examples of bathroom components manufactured in the region of Nantes (France).
experience, several types of robots may be envisaged, such as the Y-STAR [15], the UraneSX [16], the Orthoglide [3], the Hybridglide [17], the $3-U \underline{P} U$ [18], etc. However, because the workspace is not a cube, but a flat parallelepiped, it appears that only two kinds of architectures, that have non-orthogonal arrangement of legs and that are already used in machining process, seem to be best adapted: the Y-STAR and the UraneSX (Fig. 5). It should be mentioned that, in our study, the prismatic guides of the UraneSX are vertical.

## B. Comparison between the alternative solutions

Let us first compare the size of the workspace of the YSTAR and the UraneSX in general cases, i.e. for many given maximal admissible values of the transmission factors. To apply the proposed design approach, let us normalize the problem by dividing the size of the workspace by 2.5 m such as the normalized workspace $\mathbf{W}_{\mathbf{0}}$ is of dimension $\{1 \times 1 \times$ $0.2\}$ and by taking into account that the length of the legs of the mechanisms are identical and equal to 1 .

Taking into account the general design objective, the scale factor $\mu$ may be optimized ${ }^{1}$. The results are plotted at Figs. 6 and 7.

It follows from these results that the curves may be decomposed into three parts. In the first part (in bright gray), the variation of $k_{f}^{\min }$ has no (or very few) influence on the value of $\mu$. Therefore, this zone corresponds to the area where $k_{v}^{\max }$ is the dominant parameter. In the second part (in dark gray), the variation of $k_{v}^{\max }$ has no (or very few) influence on the value of $\mu$. Therefore, this zone corresponds to the area where $k_{f}^{\min }$ is the dominant parameter. The third zone is the area between the two others, i.e. where none of the two parameters are dominating. It may be seen that the borders of the two zones of dominance seems to have the form of hyperbolic portions of curves, which correlates the comments of section III.E on the duality between the parameters $k_{f}^{\min }$ and $k_{v}^{\max }$.

The obtained results allow comparing the value of $\mu$ for the Y-STAR and the UraneSX. It appears that the scale factor $\mu$ of the Y-STAR is mostly superior than that of the

[^1]

Fig. 5. The robots under study: (a) Y-STAR and (b) UraneSX.
UraneSX, which implies that, for identical workspaces, the UraneSX will have legs of size greater than the Y-STAR, thus leading to larger deformations of the robot. But, before giving final conclusions on these two robots, other constraints coming from requirements that take into account the entire manufacturing cell should be considered.

## C. Optimization results for bathroom components milling

For the design of these two robots, actuated prismatic tables have to be used. The admissible velocity found in manufacturers' catalogues for long prismatic tables is about $v_{t}=150 \mathrm{~m} / \mathrm{min}$, and their common minimal payload along their axis is of $f_{t}=3000 \mathrm{~N}$ for ball-screw systems. Moreover, the accuracy of these pairs is about $a_{t}=0.05 \mathrm{~mm}$. Therefore, it was found that $k_{f}^{\min }=\left\|\mathbf{f}_{\mathbf{x y}}\right\| / f_{t}=0.1, k_{v}^{\min }=\left\|\mathbf{v}_{\mathbf{x y}}\right\| / v_{t}=0.4$ and $k_{v}^{\max }=\left\|\delta \mathbf{p}_{\mathrm{xy}}\right\| / a_{t}=5$.

Extracting $\mu$ from the previous general results and then scaling the robot taking into account that the corresponding normalized workspace is equal to $\mu \mathbf{W}_{\mathbf{0}}$, the lengths of legs are obtained. They are of 2.16 m for the Y-STAR and of 4.62 m for the UraneSX. It is clear here that the Y-STAR will have smaller legs, and as a result, potentially a smaller loss of accuracy due to deformations, than the UraneSX. However, it could be shown that the footprint surface needed in order to install the Y-STAR is about two times bigger than for the UraneSX. Therefore, it looks more attractive to use the UraneSX in order to save some place on ground in manufacturing centres.

## VI. Conclusions

In this paper, it has been proposed a new methodology for the optimal design of parallel kinematic machine tools. It is based on the concept of the maximal inscribed parallelepiped and uses technology-oriented constraints. To compute the parallelepiped, a dedicated combinatorial optimization algorithm is proposed. This approach is applied on two 3-DOF translational parallel robots: the Y-STAR and


Fig. 6. Values of the scale coefficient $\mu$ for the Y-STAR robot as a function of $k_{f}^{\min }$ and $k_{v}^{\max }$, for (a) $k_{v}^{\min }=0.2$, (b) $k_{v}^{\min }=0.4$ and (c) $k_{v}^{\min }=0.6$.


Fig. 7. Values of the scale coefficient $\mu$ for the UraneSX robot as a function of $k_{f}^{\min }$ and $k_{v}^{\max }$, for (a) $k_{v}^{\min }=0.2$, (b) $k_{v}^{\min }=0.4$ and (c) $k_{v}^{\min }=0.6$.
the UraneSX. An analysis of the size of their workspace as a function of the design constraints is made. It is presented that, for workspaces with similar properties, the legs of the UraneSX are longer than for the Y-STAR, thus leading to greater deformations. However, it is shown that the footprint surface needed in order to install the Y-STAR is about two times bigger than for the UraneSX. Therefore, it may be interesting to use the UraneSX in order to save some place on ground in manufacturing centres.
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