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ABSTRACT

Context. The signal processing of multi-aperture monomode interferometers using multiaxial recombination, such as AMBER/VLTI,
makes use of the modeling of the fringes in the image space called the “P2VM method”. This method was only validated on simulated
data.
Aims. We aim to validate the P2VM method on-sky, and to use the knowledge acquired during more than three years of use of the
instrument to provide improved data processing algorithms.
Methods. We compare the on-sky results of the P2VM algorithm with those provided by the standard, well known, and robust Fourier
method.
Results. We first prove that the current implementation of the P2VM method used in the AMBER data reduction is biased for
intermediate and low flux measurements. We determine the physical origin of these biases, then modify the data model accordingly,
and introduce an improved noise model. We demonstrate that the P2VM method, together with the more realistic data and noise
models, give results that are now in accordance with those provided by the Fourier method.
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1. Introduction

AMBER is the near infrared (1000–2500 nm) multiaxial beam
combiner of the VLTI. It provides spatially filtered and spec-
trally dispersed visibilities for three simultaneous baselines and
a phase closure (Petrov et al. 2007). AMBER data processing
involves the modeling of the interferograms in the image space
based on an internal calibration of the instrument. Chelli (2000)
and Tatulli et al. (2007) showed that for the multiaxial recom-
bination mode, there exists a linear relationship between the
pixels of the interferogram and the instantaneous complex vis-
ibilities, and introduced the concept of the Pixel-to-Visibility
Matrix (P2VM). This concept is not specific to the AMBER in-
strument and may be applied to extract the coherent fluxes from
any monomode interferometer with multiaxial recombination.

Even though AMBER has been used extensively for three
years and has produced numerous scientific results (see A&A
special issue 464, N◦1, 2007), the P2VM concept itself has never
been validated on real data. The main goal of this paper is to
perform this validation and to use the insights into the instru-
ment gained during commissioning runs to improve the data and
noise models. We validate the P2VM approach by comparing its
results with those obtained from the well known and standard
Fourier processing.

Section 2 briefly describes the P2VM algorithm as imple-
mented today and presents a model of the internal calibrations
used to measure the P2VM. In Sect. 3 we compare visibil-
ities obtained with the present implementation of the P2VM
method with those derived from a standard Fourier analysis. In
Sect. 4 we present realistic data and noise models tailored for

� Partially based on observations collected at the European Southern
Observatory, Paranal, Chile, within the commisioning programme
60.A-9054(A).

the AMBER instrument. The P2VM approach, using our data
and noise models, is then validated in Sect. 5.

2. Amber data processing

2.1. Amber spatial recombination

The optical setup of AMBER, described in Robbe-Dubois et al.
(2007), provides three photometric beams and one interferomet-
ric beam, which are formed along a line of the detector and then
are spectrally dispersed along its columns. To increase the sensi-
tivity, the conceptors of the instrument chose to minimize the
number of pixels used to sample the fringes of the interfero-
gram. However, in the process, the spatial coding of the fringes
becomes so tight that their Fourier peaks partially overlap. Thus,
the processing of the AMBER data is based on a modeling, spec-
tral channel by spectral channel, of each interferogram. This re-
quires an accurate internal calibration of the instrument together
with realistic data and noise models.

2.2. The P2VM approach

Each one-dimensional interferogram can be described by

ik = P1k + P2k + P3k

+ c1kR12 − d1kI12 + c2kR13 − d2kI13 + c3kR23 − d3kI23, (1)

where ik represents the number of photoevents from pixel k (k =
1...32 at present) of the interferogram; Plk (l = 1, 2, 3) is the
photometric contribution from telescope l and pixel k; Rln and Iln
(ln = 12, 13, 23) are the real and imaginary parts of the coherent
flux from telescopes l and n. clk and dlk (l = 1, 2, 3) are the 3
carrying waves of the interferogram (containing the fingerprint
of the instrument).
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The calibration needed to model the fringe patterns is per-
formed with the help of an internal lamp, as frequently as the
stability of the instrument requires. Firstly, it consists of 3 pho-
tometric calibrations, 1 beam opened and the 2 other closed, pro-
viding the ratio

vlk =
Plk

Kl
, (l = 1, 2, 3) , (2)

where Kl is the total number of photoevents from photometric
beam l. The knowledge of the vlk coefficients allows us to es-
timate the continuum and then to produce continuum corrected
interferograms mk as

mk = ik − v1kK1 − v2kK2 − v3kK3

= c1kR12 − d1kI12 + c2kR13 − d2kI13 + c3kR23 − d3kI23. (3)

Secondly, 6 interferometric calibrations are performed, 2 beams
opened at a time, each with 2 measurements, shifted by π/2.
These measurements provide the carrying waves clk and dlk.
Tatulli et al. (2007) showed that the relationship between the
measured mk on an interferogram and the complex coherent flux
(Rln,Iln) is given by

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m1
:

mk
:

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = V2PM

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

:
Rln
:

Iln

:

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4)

where V2PM is the “visibility to pixel” matrix. The knowledge
of the carrying waves allows us to estimate the coherent fluxes
from a linear least square fit of each spectral channel, by mini-
mizing the quantity

χ2 = (5)
∑

k

(
mk − c1kR12+d1kI12−c2kR13+d2kI13−c3kR23+d3kI23

σk

)2

,

where σk is the error of mk. In practice, the coherent fluxes are
obtained by multiplying the vector of components {mk} by the
“pixel to visibility” matrix P2VM

P2VM = [V2PMT C−1
M V2PM]−1 V2PMT C−1

M , (6)

where CM is the covariance matrix of the measurements mk,
initially assumed diagonal in the current implementation of the
AMBER data processing (hereafter “standard P2VM”), and T is
the transposition operator.

2.3. AMBER interferometric observables

The AMBER intrument provides square visibilities, differential
phases (see Sect. 4.4) and closure phases. The square visibilities
are derived from the coherent fluxes by

V2
ln =

〈
R2

ln + I2
ln − ε2Rln

− ε2Iln

〉
4 〈KlKn〉∑k vlkvnk

, (ln = 12, 13, 23), (7)

where εRln and εIln are the errors on the real and the imaginary
part of the coherent flux, and 〈〉 denotes the ensemble average
over the set of interferograms.

The phase closure is the phase of the average bispectrum
B123 defined as

B123 = 〈(R12 + jI12) × (R23 + jI23) × (R13 − jI13)〉 . (8)

Fig. 1. Characterization of a medium resolution (R = 1500) P2VM with
3 telescopes in the K band. From top to bottom, as a function of the
wavelength: visibility, frequency (in pixel−1), phases of the ck and dk

(radians), and their difference.

2.4. P2VM characterization

The initial design of AMBER required only that the computation
of the P2VM could be done with a sufficiently good signal-to-
noise ratio. This was easily obtained given the flux of the cali-
bration lamp. Similarly, the knowledge of the intrinsic visibility
of the calibration lamp on the three spatial frequencies, its dif-
ferential phase and phase closure, all implicitly contained in the
clk and dlk elements of Eq. (3), was not required. Indeed, their
imprint (through the P2VM values) on the raw visibilities can-
cels out during the calibration of the object’s visibility by the
visibility of a calibrator, obtained with the same P2VM.

To gain better insight into the parameters used in building
the P2VM, we modeled the carrying waves in terms of visibili-
ties, frequencies and phases. We show in Fig. 1 the results for a
medium resolution (R = 1500) P2VM observation. At the top,
we have plotted the 3 system visibilities (between the calibration
lamp and the detector) as a function of the wavelength; below are
the three spatial frequencies of the fringes expressed in pixel−1;
next to them, the phases of the carrying waves and then their
difference are given. The phases of the carrying waves vary by
more than 10 radians (i.e., 2λ) along the spectrum, which is neg-
ligible compared to the coherence length of 1500λ at medium
resolution. Before processing, the experimental carrying waves
are corrected for the system visibilities and their phase difference
is set to π/2.
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3. Comparison between AMBER and Fourier
estimators

3.1. P2VM vs. Fourier methods

To assess the robustness of the present AMBER data processing,
we made an extensive comparison between the P2VM visibili-
ties and those of the classical Fourier method. This approach is
legitimate since the Fourier method has been long proven to be
robust. Indeed, it allows us to perform a direct estimate of the
mean visibility from the average power spectrum without any a
priori, unlike the P2VM method, where one must extract the co-
herent fluxes by modeling each interferogram separately to esti-
mate the mean visibility. This in turn requires precise data and
noise models.

The Fourier method can be applied only if the fringe peaks
in the Fourier plane do not overlap. For AMBER, this condition
is not met when used with three telescopes. In consequence, we
performed the comparison on commissioning data obtained with
two telescopes (giving a single fringe peak in the Fourier plane).
The Fourier square visibilities are computed as the ratio between
the energy W of the averaged interferometric peak power spec-
trum and the average of the photometric fluxes product, namely

V2
12 =

W
〈K1K2〉∑k v1kv2k

· (9)

We estimated W by fitting the averaged interferometric peak
power spectrum with the sum of a Gaussian (for the peak) and a
2nd degree polynomial (for the background).

3.2. Results

The comparison was performed on a set of 90 observations ob-
tained in medium resolution mode on July 17th 2006, during
AMBER Commissioning 4 (COM4) with 2 auxiliary telescopes
and 2 different baselines of 32 and 64 m. The observed sample
was selected to cover a wide range of observational conditions in
terms of zenithal distance, magnitudes, intrinsic visibilities and
integration time (ranging from 0.02 s to 0.16 s).

The visibilities, computed with both methods and averaged
in wavelength, are represented in Fig. 2 as a function of the aver-
age flux per interferogram. For high fluxes, the two approaches
provide, within the noise, the same visibilities. However, they
begin to deviate from each other at fluxes below a few hun-
dred photoevents per interferogram. Below this limit, the cur-
rent implementation of the P2VM method provides visibilities
systematically higher than the Fourier values, and even visibili-
ties larger than 1 for small S/N interferograms, with a difference
increasing as the flux decreases.

4. An improved AMBER data processing

We have been able to trace back the origin of the discrepan-
cies highlighted in the previous section, by making an end-to-
end critical examination of the calibration process of AMBER.
We found two critical issues: 1) an incomplete data model over-
looking both the presence of stray light and optical ghosts in
the spectrograph and non-linearity effects in the detector at low
fluxes; 2) a too simplistic noise model.

4.1. Dealing with stray light during the P2VM calibration

There is a variable amount of stray light in the spectrograph due
to optical misalignments, imperfect baffling and reflexions in the

Fig. 2. Top: comparison of the visibilities, averaged in wavelength, ob-
tained with the current implementation of the P2VM method (black
dots) and the classical Fourier method (circles). Bottom: visibility dif-
ference between the methods; the error bars are those of the P2VM.

beam separator. These optical ghosts introduce some amount of
light in the supposedly closed beams during the calibration pro-
cess. This light from a “closed” beam is by design distributed to
the interferometric beam during the calibration process. Hence
the calculation of the vlk coefficients should consider all the
beams, as follows

Plk = v1kK1 + v2kK2 + v3kK3, (l = 1, 2, 3) . (10)

The 3 photometric calibrations provide a set of 3 equations with
3 unknowns that are to be solved pixel by pixel.

This correction in the value of the vlk is critical, however it
will not compensate for the effect of stray light that would leak
directly onto the camera at the location where the interferomet-
ric beam is imaged. When such stray light is present, its effect
will be largely compensated for by the second correction we de-
scribe below.

4.2. Continuum regularization

It is mandatory, especially at low fluxes, to have a good estimate
of the continuum in order to obtain the true continuum-corrected
interferogram. Since the vlk are calibrated at high flux, their value
at low flux may be different in the presence of detector non-
linearity, and the continuum correction will be inaccurate. To
prevent any non-linear effect, we introduce a new parameter, A,
which forces our data model to match the continuum by mini-
mizing the quantity

χ2 =
∑

k

(
Vk

σk

)2

, (11)

with

Vk = ik − A ×
[
v1kK1 + v2kK2 + v3kK3

]
+ c1kR12 − d1kI12 + c2kR13 − d2kI13 + c3kR23 − d3kI23 . (12)

The parameter A should be evaluated line by line on the mean
interferogram via a 7 parameter fit, A and the 3 complex coherent
fluxes. Once estimated, A is fixed and becomes a multiplicative
factor for the vlk. Then the coherent fluxes can be extracted frame
by frame via the 6 parameter standard adjustment.
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4.3. Improving the noise model

The modeling of the continuum with the photometric fluxes in-
troduces correlations between pixels that need to be taken into
account, especially at low fluxes. The quantity to be minimized
becomes

χ2 = VT ×C−1 × V, (13)

where V is the vector of components {Vk} and C is the covariance
matrix defined by its elements

Ckl = A2
[
v1kv1lσ

2(K1) + v2kv2lσ
2(K2) + v3kv3lσ

2(K3)
]
, (k � l)

Ckk = σ
2(ik) + A2

[
v21kσ

2(K1) + v22kσ
2(K2) + v23kσ

2(K3)
]
. (14)

There are three sources of noise: the photon noise from the ob-
served object, that of the background (both described by Poisson
statistics) and the detector readout noise. The quadratic sum σ2

d
of the detector readout noise and the background photon noise
is estimated pixel by pixel, on the set of dark or (preferably)
sky frames. σ2

d is approximated by the variance of the pixel
value along the frames. The variancesσ2(ik) and σ2(Kl) are then
given by

σ2(ik) ≈ E(Kik) + σ2
dik

σ2(Kl) ≈ E(Kl) +
∑

k

σ2
dk
, (l = 1, 2, 3) (15)

where Kik is the number of photoevents from the object at pixel
k of the interferometric beam, and E is the expected value. As
these variances are used in the P2VM computation through the
use of the generalized inverse, they must be estimated with care.
E(Kl) may be approximated by the instantaneous value Kl, but
not E(Kik), for at low fluxes it would lead to noisy and thus unsta-
ble covariance matrices. Instead, we use the shape of the average
interferogram to scale the instantaneous object photon noise, as
follows

E(Kik) ≈ 〈Kik〉∑
k 〈Kik〉 ×

∑
k

Kik. (16)

With this new approach, the covariance matrix should be com-
puted and inverted spectral channel by spectral channel and
frame by frame.

4.4. A robust differential phase estimator

We introduce here a robust method to estimate the differential
phase φd(λ), namely the phase of the object spectrum as a func-
tion of the wavelength. For this purpose, one needs to evaluate
the optical path difference (OPD), interferogram by interfero-
gram. In the current implementation of the AMBER data reduc-
tion (Tatulli et al. 2007), the OPD is retrieved from the phase
φ(λ) of the interferogram itself. Since φ(λ) is given by

φ(λ) = φo(λ) + 2πδ/λ, (17)

where φo is the phase of the object spectrum and δ is the OPD,
the OPD evaluation should be performed using only the spectral
regions for which the object phase φo(λ) is assumed to be zero.

To overcome this difficulty we propose to compute the cross
spectrum between the coherent flux of each interferogram and
that of a reference interferogram at the same wavelength. Let Ck

λ
and Cr

λ be the coherent fluxes at wavelength λ, from the kth in-
terferogram and a chosen reference interferogram r, the phase of
the cross-spectrum Ck

λ ×Cr∗
λ is given by

Δφ(λ) = 2π(δk − δr)/λ. (18)

Fig. 3. Top: comparison of the visibilities, averaged in wavelength,
obtained with the improved P2VM method (black dots) and the im-
proved Fourier method (circles). Bottom: visibility difference between
the methods; the error bars are those of the P2VM. The two approaches
now provide fully consistent results at any range of flux.

The phase of the cross spectrum has a real differential property
in the sense that the unknown object phase has been eliminated.
Thus, the result can now be properly modeled, using the full
spectral coverage, to estimate the OPD difference δk − δr, in-
terferogram by interferogram. From here, the differential phase
φd(λ) can be extracted from the average OPD-corrected coherent
fluxes, as follows

φd(λ) = arg
{〈

Ck
λ × e−2iπ(δk−δr )/λ

〉
k

}
. (19)

5. Validation of the method

5.1. Comparison between the Fourier estimator
and the improved P2VM estimator

We have implemented the new data and noise models in a new
version of the AMBER data reduction software (hereafter “im-
proved P2VM”). We then did the comparison with the Fourier
processing on COM4 data like in Sect. 3. Since the Fourier
method also needs a good estimate of the photometries, we must
apply the same continuum regularization using the parameter A
(hereafter “improved Fourier”), that is

V2
12 =

W
A2〈K1K2〉∑k v1kv2k

· (20)

The visibilities derived from the improved P2VM and the im-
proved Fourier method are plotted in Fig. 3, as a function of the
average flux per interferogram. Clearly, the more realistic data
and noise models now provide a very good agreement between
the two processes in any range of fluxes. Indeed, the scatter of
the visibility difference is 1% below 200 photoevents per inter-
ferogram, and only 0.5% for larger fluxes. In addition, it seems
that the improved P2VM visibilities present less scatter at low
flux than the Fourier visibilities. This could be an indication that
the P2VM method brings more accurate results than the Fourier
method, as suggested by Le Bouquin & Tatulli (2006).

We also investigate the impact of the new processing on
the visibility as a function of wavelength. Figure 4 shows the
spectral distribution of the visibility of a bright source, as es-
timated by the “standard” and “improved” methods (the latter
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Fig. 4. Top: standard P2VM (open circles) and Fourier (black dots) vis-
ibilities of a bright source as a function of wavelength. The visibilities
are fully consistent, but possess large structures. Below, the visibili-
ties (shifted down by 0.3 for clarity) derived from the improved P2VM
and Fourier approaches: the structures have nearly completely been re-
moved.

being shifted down by 0.3 for clarity). One sees at the top of
the figure that the standard P2VM and Fourier visibilities are
compatible (the source was bright), but exhibit large, perhaps
structured, variations along the spectrum. Below, the improved
visibilities: not only do they agree, but the structures have been
nearly completely removed. Hence, the new data processing not
only produces compatible results between the P2VM and the
Fourier approaches, but also allows us to regularize the Fourier
visibilities by providing more realistic photometric fluxes.

5.2. Stability of AMBER/VLTI

Now that we have removed obvious biases in the AMBER vis-
ibility measurements, we can estimate the stability of the VLTI
with AMBER as a by-product of this study. This is customar-
ily done by examining the dispersion of the visibility on one or
more calibrators during the night, taking into account their in-
strinsic visibility change with the projected baseline length if, as
is the case here, some of them are resolved.

Figure 5 shows the visibility as a function of time for the
calibrators of the COM4 dataset observed with integration times
of 20 and 80 ms. The dataset covers 3.5 mag in brightness and
the stars are scattered on the celestial sphere. One sees that even-
though for each calibrator the visibilities decrease with integra-
tion time, the transfer function for the night (broken lines) keeps
the same shape. For the 6 h span presented here the visibilities
calibrated by their respective transfer function present a disper-
sion of ∼4.5%.

Fig. 5. Transfer function of one COM4 night, obtained with the im-
proved AMBER data reduction software, on the same dataset as in
Fig. 3. The symbols differentiate the two integration times used, 20 ms
and 80 ms. The dotted and dashed lines are the best second-degree poly-
nomial that would interpolate the transfer function of the night for each
integration time.

6. Conclusion

To validate on-sky the P2VM approach used to process AMBER
data, we compared the visibilities obtained with this method
against those derived from a standard Fourier analysis. We found
large discrepancies between the two methods at intermediate
and low fluxes. We showed that the data model used in the cur-
rent implementation of the AMBER data reduction is inadequate
due to an incorrect photometry estimate. We propose solutions
to correct this effect and we introduce a more realistic noise
model. Using these improved data and noise models, we now
find a complete agreement between the P2VM and Fourier ap-
proaches, thus validating the P2VM concept. A new version of
the AMBER Data Reduction Sofware including the work de-
scribed here, will be issued shortly by the Jean-Marie Mariotti
Centre1.
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