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Abstract

In this paper, we consider a three-node cooperative wireless powered communication system con-

sisting of a multi-antenna hybrid access point (H-AP) and a single-antenna relay and a single-antenna

user. The energy constrained relay and user first harvest energy in the downlink and then the relay

assists the user using the harvested power for information transmission in the uplink. The optimal energy

beamforming vector and the time split between harvest and cooperation are investigated. To reduce the

computational complexity, suboptimal designs are also studied, where closed-form expressions are derived

for the energy beamforming vector and the time split. For comparison purposes, we also present a detailed

performance analysis in terms of the achievable outage probability and the average throughput of an

intuitive energy beamforming scheme, where the H-AP directs all the energy towards the user. The

findings of the paper suggest that implementing multiple antennas at the H-AP can significantly improve

the system performance, and the closed-form suboptimal energy beamforming vector and time split yields

near optimal performance. Also, for the intuitive beamforming scheme, a diversity order of N+1
2 can be

achieved, where N is the number of antennas at the H-AP.
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I. INTRODUCTION

The advancement of rectenna technology in recent years has significantly boosted the efficiency

of far-field wireless power transfer (WPT), thereby paving the way for its practical deployment in

various applications [1]. One particularly promising scenario is wireless communications networks,

where the prospect of cutting the last wire and enabling perpetual operation time for wireless

devices by WPT has attracted significant interests from both industry and academia.

The integration of WPT into wireless communications networks has resulted in a newly emerged

research frontier, namely, wireless powered communication network (WPCN), where energy con-

strained wireless devices are first powered by WPT and then perform information transmission

using the harvested radio frequency (RF) energy [2–4].1 In the literature, two promising WPCN

architectures have been widely adopted, i.e., hybrid access point (H-AP) architecture, where the

AP not only participates in the information transmission, but also acts as an energy source to power

the mobile devices [8–10], and the power beacon architecture, where dedicated power beacons

are deployed in the network to power mobile devices [11–13].

While WPCN enjoys great flexibility enabled by WPT, its performance is critically depended

on the energy harvested at the nodes. Thus an important question is what is the fundamental

information theoretical limitation of WPCN? To answer this question, so far the performance of

WPCN has been investigated in different settings and protocols. In [14], a harvest-then-transmit

(HTT) protocol was proposed, where the users first collect energy from the signals broadcasted by

the H-AP in the downlink, and then use the harvested energy to transmit independent information

to the H-AP in the uplink according to the time-division-multiple-access (TDMA) mechanism.

Based on the HTT protocol, [15] investigated the performance of a large-scale WPCN with wireless

nodes equipped with/without battery. Optimal resource allocation for WPCN was studied in [16],

while in [17–21], the throughput performance of WPCN employing energy beamforming was

investigated.

To further improve the performance of WPCNs, the idea of cooperative transmission was pro-

posed in [22], where users first harvest energy from the H-AP in the downlink energy transmission

1Another paradigm is simultaneous wireless information and power transfer (SWIPT), where the H-AP communicates with the
active nodes in the cell, while the remaining idle nodes scavenge energy from the transmitted RF signals by the H-AP [5–7].
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phase, and then work cooperatively during the uplink information transmission phase. Recently,

for the elementary three-node WPCN, a harvest-then-cooperate (HTC) protocol was proposed in

[24], where the energy constrained source and relay harvest energy in the downlink, and then the

relay assists the source’s information transmission in the uplink. It was shown that the proposed

HTC protocol significantly improves the average throughput of the system compared to a point-to-

point system with no relay. One common limitation of the prior works on cooperative WPCNs is

that they all assume single antenna H-AP. Since energy efficiency is a critical concern for WPCNs,

and implementing multiple antenna can help to substantially improve the efficiency of WPT, in

addition to increase the communication capacity by exploiting the spatial degree of freedom, it is

expected that multiple antenna techniques will be an indispensable component for future WPCNs

[23]. However, empowering H-AP with multi-antennas also brings fundamental challenges for the

design and analysis of WPCNs, i.e., how to design optimal energy beamforming vectors such that

a fine energy balance can be maintained between the user and relay, and how to characterize the

achievable system performance.

To answer the above questions, we extend the model considered in [24] by equipping multiple

antennas at the H-AP. In addition, to further improve the system performance, instead of the

selection combining (SC) technique adopted in [24], the maximal ratio combining (MRC) scheme

is used. The optimal energy beamforming vector w and time split τ maximizing the achievable

throughput is first studied.2 Due to the non-convex nature of the optimization problem, we propose

a sequential optimization approach, and devised a relatively simple solution for the optimal w

and τ requiring only a two-dimensional search. To further reduce the computational complexity,

we propose a simple upper bound for the achievable throughput, and then obtain closed-form

expressions for the optimal w and τ maximizing the throughput upper bound. In addition, in

the asymptotic large antenna regime, a more compact solution for the optimal w is derived by

exploiting the law of large numbers. Finally, for the special scenario where the H-AP directs all

the energy towards the user, we present a detailed performance analysis on the outage probability

2Part of the results have been presented in the conference paper [26]. However, the detailed proof of the key results is not
included due to space limitation, which will be presented here. Moreover, on top of the suboptimal design studied in [26], the
optimal design and asymptotic large antenna design will be conducted in the current work, in addition to a detailed performance
analysis in terms of throughput and outage probability.
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and average throughput of the system.

The rest of paper is organized as follows: Section II introduces the system model. Section

III addresses the optimal beamformer and time split design problem. Section IV considers the

suboptimal beamformer and time split design. Section V investigates the outage probability and the

average throughput. Numerical results are presented in Section VI. Finally, Section VII concludes

the paper and summarizes the main findings.

Notation: The upper bold case letters, lower bold case letters and lower case letters denote

matrices, vectors and scalars, respectively. For a complex vector h, hT , h∗ and hH denote the

transpose, conjugate and conjugate transpose of h respectively. ∥h∥ denotes the Frobenius norm

of a complex vector h. I denotes the identity matrix, and ΠX = X
(
XHX

)−1
XH denotes the

orthogonal projection onto the column space of X, and Π⊥
X = I − ΠX denotes the orthogonal

projection onto the orthogonal complement of column space X. Ft(x) denotes the cumulative

distribution function (CDF) of a random variable t. E {·} denotes the statistical expectation.

CN (0, 1) denotes a scalar complex Gaussian distribution with zero mean and unit variance. Γ(x)

is the gamma function [27, Eq. (8.310.1)]. ψ(x) is the psi function [27, Eq (8.360)]. Kn (x) is the

n-th order modified Bessel function of the second kind [27, Eq. (8.407)]. Gm,n
p,q (·) is the Meijer’s

G-function [27, Eq. (9.301)].

II. SYSTEM MODEL

We consider a three-node wireless powered communication system where a H-AP with N

antennas communicates with a single-antenna user with the assistance of a single-antenna relay as

illustrated in Fig. 1(a). It is assumed that the relay and user have no external power supplies and

both are wireless charged by harvesting energy from the H-AP. We consider the block Rayleigh

fading channel model, hence the channels remain constant during one transmission block and vary

independently from one block to the other. 3 Also, we assume the H-AP has perfect channel state

information (CSI) of the system as in [28], the relay has perfect CSI of the user to the relay

3Considering the relatively short distances between the nodes in WPT systems, Rician fading model is an appropriate choice. On
the other hand, according to [20], the line-of-sight effect is rather insignificant, especially in a multiple antenna setting. Therefore,
as in many prior works such as [10, 14], we assume Rayleigh fading model in the current work.
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channel and the relay to the H-AP channel.4

The relay operates in the half-duplex (HD) mode. Also, to reduce the implementation cost and

energy consumption, the AF protocol is used. For the considered HTC protocol shown in 1(b),

the entire transmission block T is divided into three separate phases, namely, energy harvesting

phase of length τT with 0 < τ < 1 being the time split parameter, where the H-AP transmits

energy signals to power both the user and the relay; information transmission phase with duration
(1−τ)T

2
, where the user broadcasts the information to the H-AP and the relay; and relaying phase

with duration (1−τ)T
2

, where the relay helps to forward the received information to the H-AP.

RelayRelay

UserUser

H-APH-AP

DL energy beamforming

UL information transfer

(a)

H-AP to relay and userH-AP to relay and user User to relay and H-APUser to relay and H-AP Relay to H-APRelay to H-AP

Energy transmissionEnergy transmission Information transmissionInformation transmission

T

 (1- )T 

(b)

Fig. 1. (a) System model. (b) HTC transmission protocol.

At the end of the first phase, the total harvested energy by the user can be expressed as [30]5

Eu =
η1τTPS

∣∣hT
1w
∣∣2

dα1
1

, (1)

where w is the energy beamforming vector used by the H-AP, the N × 1 vector h1 represents the

user to H-AP channel with entries being independent and identically distributed (i.i.d.) CN (0, 1)

random variables, and η1 denotes the RF energy conversion efficiency at the user, while PS is the

transmit power of the H-AP and d1 is the distance from the H-AP to the user with α1 being the

path loss exponent.

4In practice, the CSI can be acquired by various methods, e.g., the pilot-assisted reverse-link channel training [29]. Having
said that, it is also of great interest to study the design and analysis of cooperative wireless powered communications taking into
account of imperfect CSI [10].

5In this paper, we assume that the received energy is sufficient to activate the energy harvesting circuit as in [24, 30].
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Similarly, the total harvested energy by the relay can be expressed as

Er =
η2τTPS

∣∣hT
2w
∣∣2

dα2
2

, (2)

where the N × 1 vector h2 denotes the the relay to the H-AP channel, with entries being i.i.d.

CN (0, 1) random variables, and η2 denotes the RF energy conversion efficiency at the relay, and

d2 is the distance from the H-AP to the relay with α2 being the path loss exponent. Without loss

of generality, in the sequel, we assume η1 = η2 = η, and α1 = α2 = α.

As in many prior works such as [24, 30], we assume that the harvested energy is fully used for

information transmission.6 Hence, the transmit power of the user and the relay can be expressed

as

Pu =
Eu

1−τ
2
T

=
2ητPs

∣∣hT
1w
∣∣2

(1− τ)dα1
, (3)

and

Pr =
Eu

1−τ
2
T

=
2ητPs

∣∣hT
2w
∣∣2

(1− τ)dα2
, (4)

respectively.

In the second phase, the user broadcasts the information to the relay and the H-AP. Assuming

channel reciprocity, the signal received by the relay and the H-AP can be written as

yur =

√
Pu

dα3
h3x+ nr, (5)

and

yus =

√
Pu

dα1
h1x+ ns, (6)

respectively, where h3 denotes the user-to-relay channel, d3 is the distance between the user and

the relay, x is the information symbol with E{xx∗} = 1, nr is the additive white Gaussian

noise (AWGN) at the relay with E{nrn
∗
r} = N0, while ns is the AWGN at the H-AP with

6Note that, as in [24, 25], the power required for CSI acquisition and circuit operation is not supplied by the harvested energy,
and may come from an independent battery.
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E{nsn
H
s } = N0I.

Finally, in the third phase, the relay amplifies and forwards the received signal to the H-AP,

and the transmitted signal at the relay can be expressed as

xur = βyur, (7)

where β is a scaling factor to meet the power constraint at the relay, and is given by

β2 =
Pr

Pu

dα3
|h3|2 +Nr

. (8)

As such, the received signal at the H-AP can be written as

yrs =
1√
dα2

h2xur + ns. (9)

To detect the user symbol, the H-AP applies the MRC principle to combine the received signals

according to (6) and (9). Hence, the effective end-to-end signal to noise ratio (SNR) at the H-AP

can be formulated as

γs =
2ητρ

∣∣hT
1w
∣∣2 ∥h1∥2

(1− τ)d2α1
+

4η2τ2ρ2|hT
1 w|2|hT

2 w|2|h3|2∥h2∥2

(1−τ)2dα1 d
2α
2 dα3

2ητρ|hT
1 w|2|h3|2

(1−τ)dα1 d
α
3

+
2ητρ|hT

2 w|2∥h2∥2

(1−τ)d2α2
+ 1

, (10)

where ρ = Ps

N0
. Therefore, the achievable throughput can be written as

R =
1− τ

2
log2

1 +
2ητρ

∣∣hT
1w
∣∣2 ∥h1∥2

(1− τ)d2α1
+

4η2τ2ρ2|hT
1 w|2|hT

2 w|2|h3|2∥h2∥2

(1−τ)2dα1 d
2α
2 dα3

2ητρ|hT
1 w|2|h3|2

(1−τ)dα1 d
α
3

+
2ητρ|hT

2 w|2∥h2∥2

(1−τ)d2α2
+ 1

 , (11)

which indicates that the throughput performance relies heavily on the choice of τ and w.

III. THE OPTIMAL ENERGY BEAMFORMING VECTOR DESIGN

In this section, we consider the design of the optimal energy beamforming vector w and time

split parameter τ to maximize the achievable throughput of the system. It is important to note

that the choice of w affects both energy harvested at the relay and user, hence the design of w
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is not a trivial task. Specifically, the optimization problem can be formulated as

P0 :max
w,τ

R (12)

s.t. ∥w∥2 = 1, τ ∈ [0, 1]. (13)

The optimization problem P0 is a non-convex problem, and the optimal design requires the

joint optimization of w and τ , which is in general difficult. To simplify this problem, we adopt a

sequential optimization approach, namely, for a fixed τ , we optimize w. In this case, maximizing

the achievable throughput becomes equivalent to the maximization of the end-to-end SNR. Hence,

the optimal w becomes the solution of the following optimization problem

P1 :max
w

{
A0

∣∣hT
1w
∣∣2 + B0

∣∣hT
1w
∣∣2 ∣∣hT

2w
∣∣2

C0 |hT
1w|2 +D0 |hT

2w|2 + 1

}
(14)

s.t. ∥w∥2 = 1, (15)

where A0 =
2ητρ∥h1∥2
(1−τ)d2α1

, B0 =
4η2τ2ρ2|h3|2∥h2∥2
(1−τ)2dα1 d

2α
2 dα3

, C0 =
2ητρ|h3|2
(1−τ)dα1 d

α
3

and D0 =
2ητρ∥h2∥2
(1−τ)d2α2

.

The optimization problem P1 is still a non-convex problem, which requires an N -dimensional

search, hence is difficult to solve. However, it turns out that P1 can be converted to an equivalent

problem requiring a simple one-dimensional search. To show this, we first present the following

proposition.

Proposition 1: The optimal beamformer vector w for the optimization problem P1 has the

following structure

wopt = x̄
Πh∗

1
h∗
2

∥Πh1h2∥
+
√
1− x̄2

Π⊥
h∗
1
h∗
2∥∥Π⊥

h1
h2

∥∥ , (16)

where x̄ is a real number in [0, 1].

Proof: Although the objective function is in a different form compared to [31], the key idea

to prove Proposition 1 is similar to the proof of Corollary 1 in [31]. Hence the proof is omitted

here.

To this end, substituting (16) into (12), the original optimization problem P0 can be converted
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to

P2 :max
x̄,τ

1− τ

2
log2

(
A0(ax̄)

2 +
B0(ax̄)

2
(
bx̄+ c

√
1− x̄2

)2
C0(ax̄)2 +D0

(
bx̄+ c

√
1− x̄2

)2
+ 1

)
(17)

s.t. x̄ ∈ [0, 1], τ ∈ [0, 1], (18)

where a =

∣∣∣hT
1 Πh∗

1
h∗
2

∣∣∣
∥Πh1

h2∥ , b = ∥Πh1h2∥, c =
∥∥Π⊥

h1
h2

∥∥.

Since the objective function of the optimization problem P2 is a non-convex function w.r.t.

x̄ and τ , a two-dimensional search method is required to obtain the optimal solution, which is

nevertheless time-consuming. Motivated by this, in the following section, we propose a simple

suboptimal design.

IV. SUBOPTIMAL DESIGN

In this section, we propose suboptimal design method for the energy beamforming vector w

and time split τ . The major difficulty in the optimization problem P0 is the coupled relationship

between w and τ . To overcome this problem, we first devise a tight upper bound for the achiev-

able throughput. By doing so, the optimization of w and τ can be decoupled, and closed-form

expressions for the optimal energy beamforming vector w and time split τ can be obtained.

Noticing that B0 = C0 ∗D0, it is easy to show that

B0

∣∣hT
1w
∣∣2 ∣∣hT

2w
∣∣2

C0 |hT
1w|2 +D0 |hT

2w|2 + 1
≤ min

(
C0

∣∣hT
1w
∣∣2 , D0

∣∣hT
2w
∣∣2) . (19)

The above upper bound has been widely adopted in the literature in the analysis and design of

AF relaying systems since it has been demonstrated that the upper bound remains sufficiently tight

over the entire SNR range [32]. Hence, instead of maximizing the exact achievable throughput

R, we focus on the maximization of the throughput upper bound.

Define A = ∥h1∥2
d2α1

, C = |h3|2
dα1 d

α
3

and D = ∥h2∥2
d2α2

. Then, the original optimization problem P0

becomes

P3 :max
w,τ

Ru =
1− τ

2
log2

(
1 +

2ηρτ

1− τ

(
A
∣∣hT

1w
∣∣2 +min

(
C
∣∣hT

1w
∣∣2 , D ∣∣hT

2w
∣∣2))) (20)

s.t. ∥w∥2 = 1, τ ∈ [0, 1]. (21)



9

According to [21], the optimization problem P3 can be solved via sequential optimization of

w and τ . Hence, we first consider the optimization of w.

A. Energy Beamforming Vector Design

It is easy to observe that, in terms of energy beamforming vector w, the optimum Ru is achieved

when the term γ ,
(
A
∣∣hT

1w
∣∣2 +min

(
C
∣∣hT

1w
∣∣2 , D ∣∣hT

2w
∣∣2)) is maximized. Following the same

method as in the optimization problem P1, it can be shown that the optimal energy beamforming

vector w admits the same form as in (16). Therefore, the optimal w can be characterized by a

single parameter x̄, which is the solution to the following optimization problem:

P4 :max
x̄

{
Aa2x̄2 +min

{
Ca2x̄2, D

(
bx̄+ c

√
1− x̄2

)2}}
(22)

s.t. x̄ ∈ [0, 1], (23)

which can be further transformed as

P5 :max
x̄

{
min

{(
Aa2 + Ca2

)
x̄2,
(
Aa2 +D

(
b2 − c2

))
x̄2 + 2Dbcx̄

√
1− x̄2 +Dc2

}}
(24)

s.t. x̄ ∈ [0, 1]. (25)

In order to solve P5, we find it convenient to give a separate treatment of three different scenarios

according to the value of (Aa2 +D (b2 − c2)) x̄2 as follows:

Scenario 1: Aa2 +D (b2 − c2) = 0

When Aa2 +D (b2 − c2) = 0 and the optimization problem P5 reduces to

P6 :max
x̄

{
min

{(
Aa2 + Ca2

)
x̄2, 2Dbcx̄

√
1− x̄2 +Dc2

}}
s.t. x̄ ∈ [0, 1]. (26)

Then, the optimal solution can be described in the following theorem:
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Theorem 1: When Aa2+D (b2 − c2) = 0, the solution of optimization problem P5 is given by

x̄ =


1 Aa2 + Ca2 6 Dc2,

c
√
D√

(a
√
C−b

√
D)

2
+Dc2

Dc2 < Aa2 + Ca2 < 2 (bc+ c2)D,

1√
2

Aa2 + Ca2 > 2 (bc+ c2)D.

(27)

and the corresponding outcome of the objective function γ is given by

γmax =


Aa2 + Ca2 x̄ = 1,

D(A+C)a2c2

(a
√
C−b

√
D)

2
+Dc2

x̄ = d
√
D√

(a
√
C−b

√
D)

2
+Dc2

,

(bc+ c2)D x̄ = 1√
2
.

(28)

Proof: Let us define f1(x̄) , (Aa2 + Ca2) x̄2 and f2(x̄) , 2Dbcx̄
√
1− x̄2+Dc2. Then f1(x̄)

is a monotonically increasing function w.r.t. x̄, and f2(x̄) is a concave function w.r.t x̄, achieving

the maximum value (bc+ c2) +Dc2 at point x̄ = 1√
2
.

As shown in Fig. 2, there are three different cases to be considered:

• Case 1: In this case, Dc2 > Aa2 + Ca2 and there is no intersecting point between the two

curves, which implies that f2(x̄) is always greater than f1(x̄), i.e., f1(x̄) 6 f2(x̄) for all

x̄. Hence, the objective function γ attains its maximum value at the point where f1(x̄) is

maximized, i.e., x̄ = 1, hence γmax = Aa2 + Ca2.

• Case 2: In this case, Dc2 < Aa2+Ca2 ≤ 2 (bc+ c2)D, and there is a unique intersecting point

between the two curves. A close observation reveals that the cross point appears after f2(x̄)

reaching its maximum. Hence, the maximum value of the objective function γ is attained at

the cross point f1(x̄) = f2(x̄), i.e., x̄ = d
√
D√

(a
√
C−b

√
D)

2
+Dc2

, and γmax = D(A+C)a2c2

(a
√
C−b

√
D)

2
+Dc2

.

• Case 3: In this case, Aa2 + Ca2 > 2 (bc+ c2)D, and the two curves also intersect at a

unique point. However, different from Case 2, the cross point appears before f2(x̄) attaining

its maximum value. Therefore, the maximum value of the objective function γ is achieved

at the point where f2(x̄) is maximized, i.e., x̄ = 1√
2
, hence γmax = (bc+ c2)D.
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Fig. 2. Illustration of the three different cases.

Scenario 2: Aa2 +D (b2 − c2) > 0

We now turn to the case Aa2 +D (b2 − c2) > 0, and we have the following key result:

Theorem 2: When Aa2 + D (b2 − c2) > 0, the solution of optimization problem P6 , i.e., x̄,

and the corresponding outcome of the objective function, i.e., γmax, are given in (31) and (32)

respectively, shown at the top of the next page.

Proof: Let us define

f3(x̄) ,
(
Aa2 +D

(
b2 − c2

))
x̄2 + 2Dbcx̄

√
1− x̄2 +Dc2. (29)

Then, it is easy to show that the first derivative of f3(x̄), f
′
3(x̄) = 0 has a unique root x̂ =√

1
2
+ k2

2
√
k2+k4

in [0, 1]. Moreover, we have f3(x̂) > f3(0) and f ′′
3 (x̂) ̸= 0 which implies f3(x̄) is

an increasing function in the range [0, x̂] and a decreasing function in the range [x̂, 1].
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x̄ =


1 Aa2 + Ca2 6 2Dbck +Dc2,

D(A+C)a2c2

(a
√
C−b

√
D)

2
+Dc2

2DbcK +Dc2 < Aa2 + Ca2 < f1(k),√
1
2
+ k2

2
√
k2+k4

Aa2 + Ca2 > f1(k),

(31)

where k =
Aa2+D(b2−c2)

2Dbc
and f1(k) =

Dbc

(
k+

√
1

1+k2
+ k3√

k2+k4

)
+Dc2(

1
2
+ k2

2
√

k2+k4

) .

γmax =


Aa2 + Ca2 x̄ = 1,

D(A+C)a2c2

(a
√
C−b

√
D)

2
+Dc2

x̄ = d
√
D√

(a
√
C−b

√
D)

2
+Dc2

,

Dbc
(
k +

√
1

1+k2
+ k3√

k2+k4

)
+Dc2 x̄ =

√
1
2
+ k2

2
√
k2+k4

.

(32)

Now, let ∆(x̄) denotes the difference of f3(x̄) and f1(x̄), we have

∆(x̄) =
(
D
(
b2 − c2

)
− Ca2

)
x̄2 + 2Dbcx̄

√
1− x̄2 +Dc2. (30)

When (D (b2 − c2)− Ca2) ≤ 0, it is easy to show that ∆(x̄) is a concave function. When

(D (b2 − c2)− Ca2) > 0, then ∆(x̄) is similar to f3(x̄), i.e., it first increases, and then decreases.

Since ∆(0) = Dc2 > 0 and ∆(1) = Db2 − Ca2, ∆(x̄) = 0 has at most one root in [0,1], which

implies that f3(x̄) and f1(x̄) have at most one intersecting point in [0, 1]. To this end, the problem

can be solved by following the same approach as in Scenario 1.

Scenario 3: Aa2 +D (b2 − c2) < 0

We now consider the third case Aa2 +D (b2 − c2) < 0, and we have the following key result:

Theorem 3: When Aa2 + D (b2 − c2) < 0, the solution of optimization problem P6, i.e., x̄,

and the corresponding outcome of the objective function, i.e., γmax is given in (36) and (37)

respectively, shown at the top of the next page.

Proof: When Aa2 +D (b2 − c2) < 0, f3(x̄) is a concave function. Hence, the desired results

can be obtained by using the same approach as in Scenario 1.

We can observe from (16) that the optimal energy beamformer is a linear combination of the

MRT and zero-forcing (ZF) beamformers. In a game-theoretic framework [33], the parameter x

can be interpreted as the level of “selfishness” of the user. For instance, when x = 1, the H-AP
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acts in a completely selfish way by using the MRT solution. When x = 0, the H-AP becomes

completely altruistic by applying the ZF beamformer. Whether the H-AP performs in selfish or

altruistic way depends on the channel qualities of the direct link and the relay link. In the case

where the channel quality of the direct link is much better, the H-AP tends to perform in a more

selfish way and more energy is allocated to the user, while when the channel quality of the relay

link is superior, the H-AP would act more altruistic since higher achievable throughput can be

obtained by allocating more energy to the relay.

B. Time Split Optimization

Having obtained the optimal energy beamforming vector and the corresponding maximum SNR

γmax, the remaining task is to optimize the time split parameter. To do so, we observe that the

joint optimization problem P3 reduces to

P7 :max
τ

Ru =
1− τ

2
log2

(
1 +

2ηρτ

1− τ
γmax

)
(33)

s.t. τ ∈ [0, 1]. (34)

To this end, capitalizing on the results presented in [34, 35], the above optimization problem

can be solved and we have:

Corollary 1: The optimal time split τ can be expressed as

τopt =
eW(κ−1

e )+1 − 1

κ− 1 + eW(κ−1
e )+1

, (35)

where W (x) is the Lambert W function, and κ = 2ηργmax.

C. Asymptotic Large N Regime

Recent advances in the communication theory have demonstrated the remarkable performance

gains by employing a large number of antennas at the base station, commonly referred to as

massive MIMO systems [36, 37]. In the context of wireless powered communications, increasing

the number of antennas provides the additional benefit of elevated power transfer efficiency [38].



14

x̄ =


1 Aa2 + Ca2 6 2Dbck +Dc2,

D(A+C)a2c2

(a
√
C−b

√
D)

2
+Dc2

2DbcK +Dc2 < Aa2 + Ca2 < f2(k),√
1
2
− k2

2
√
k2+k4

Aa2 + Ca2 > f2(k),

(36)

where k is given in Theorem 2 and f2(k) =
Dbc

(
k+

√
1

1+k2
− k3√

k2+k4

)
+Dc2(

1
2
− k2

2
√

k2+k4

) .

γmax =


Aa2 + Ca2 x̄ = 1,

D(A+C)a2c2

(a
√
C−b

√
D)

2
+Dc2

x̄ = d
√
D√

(a
√
C−b

√
D)

2
+Dc2

,

Dbc
(
k +

√
1

1+k2
− k3√

k2+k4

)
+Dc2 x̄ =

√
1
2
− k2

2
√
k2+k4

.

(37)

Therefore, it is of great interest to look into the asymptotic large antenna regime, as we pursue

below. And we have the following key result.

Theorem 4: In the asymptotic large antenna regime, i.e., N → ∞, the optimal energy beam-

forming vector is given by

w = x̄
h∗
1

∥h1∥
+
√
1− x̄2

h∗
2

∥h2∥
, (38)

where

x̄ =

 1 A ∥h1∥2 −D ∥h2∥2 > 0,√
D∥h2∥2

C∥h1∥2+D∥h2∥2
A ∥h1∥2 −D ∥h2∥2 < 0,

(39)

and the corresponding outcome of the objective function γ is given by

γmax =

 A ∥h1∥2 x̄ = 1,

(A∥h1∥2+C∥h1∥2)D∥h2∥2

C∥h1∥2+D∥h2∥2
x̄ =

√
D∥h2∥2

C∥h1∥2+D∥h2∥2
.

(40)

Proof: In the asymptotic large antenna regime, the vectors h∗
1 and h∗

2 become orthogonal.

Hence, according to [31], the optimal energy beamforming vector can be rewritten as:

wopt = x̄
h∗
1

∥h1∥
+ x̄1

h∗
2

∥h2∥
, (41)

where x̄ and x̄1 are complex scalar numbers and satisfy |x̄|2 + |x̄1|2 = 1.
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Fig. 3. Illustration of the two cases in asymptotic large N regime.

Exploiting such orthogonality, the optimal beamforming vector can be obtained by solving the

following optimization problem:

P8 :max
x̄

{
min

{(
A ∥h1∥2 + C ∥h1∥2

)
|x̄|2 ,

(
A ∥h1∥2 −D ∥h2∥2

)
|x̄|2 +D ∥h2∥2

}}
(42)

s.t. x̄ ∈ C and |x̄| ∈ [0, 1] . (43)

First of all, noticing that the complex angle of x̄ can be shifted by an arbitrary amount since

it does not change the value of |x̄|, without loss of generality, we take x̄ to be a positive real

number. Similarly, we can take x̄1 as a positive real number as well. Now define t , x̄2, g1(t) =(
A ∥h1∥2 + C ∥h1∥2

)
t and g2(t) =

(
A ∥h1∥2 −D ∥h2∥2

)
t +D ∥h2∥2. It is easy to observe that

both g1(t) and g2(t) are linear functions w.r.t. t. In addition, it can be easily verified that g1(0) <

g2(0) and g1(1) > g2(1). Therefore, there exists one unique intersecting point t̂ in [0, 1]. Then,

two separate cases need to be considered as illustrated in Fig. 3.

• Case 1: A ∥h1∥2 −D ∥h2∥2 > 0, γmax is achieved at t = 1, i.e., x̄ = 1.

• Case 2: A ∥h1∥2−D ∥h2∥2 < 0, γmax is achieved at the intersecting point of g1(t) and g2(t).

We find that in the case A ∥h1∥2 −D ∥h2∥2 > 0, i.e., ∥h1∥2
dα1

> ∥h2∥2
dα2

, the optimal beamforming

strategy is to direct all the energy towards the user, i.e., the H-AP performs maximum ratio

transmission along the direction of h1. This implies that, if the direct link is sufficiently strong,



16

then contribution from the relay channel is negligible in the large N regime.

V. PERFORMANCE ANALYSIS

In this section, we present a detailed analysis on the achievable system performance. Due to the

complicated expression of the energy beamforming vector derived in the previous section, further

analysis is intractable. Therefore, in the following, we consider an intuitive energy beamforming

scheme where the H-AP directs all the energy towards the user, i.e., w =
h∗
1

∥h1∥ . Specifically, we

derive analytical expressions for two important performance metrics, namely, the outage probability

and the average throughput. In addition, to gain further insights, we look into the high SNR regime,

and derive a simple high SNR approximation for the outage probability.

When the H-AP applies the beamforming vector w =
h∗
1

∥h1∥ , the end-to-end SNR can be expressed

as

γm = a1 ∥h1∥4 +
b1c1 ∥h1∥2 |h3|2

|hT
2 h∗

1|2
∥h1∥2

∥h2∥2

b1 ∥h1∥2 |h3|2 + c1
|hT

2 h∗
1|2

∥h1∥2
∥h2∥2 + 1

, (44)

where a1 = 2ητρ
(1−τ)d2α1

, b1 = 2ητρ
(1−τ)dα1 d

α
3

and c1 = 2ητρ
(1−τ)d2α2

.

A. Outage Probability

Mathematically, the outage probability is defined as the probability of the instantaneous SNR

falls below a pre-defined threshold γth, i.e.,

Pout = P {γm < γth} . (45)

Theorem 5: With w =
h∗
1

∥h1∥ , the outage probability of the system can be expressed as

Pout =

√
γth
a1∫

0

(
1− e

a1
b1

y− γth
b1y

) yN−1

Γ (N)
e−ydy +

√
γth
a1∫

0

∞∫
γth−a1y

2

b1y

(
1− 2

N−1∑
m=0

N−2∑
i=0

(
N − 2

i

)

×(−1)i (N − 1)

m!
χi+1Γ (m− 2i− 2,

√
χ)

)
e−µdµ

yN−1e−y

Γ (N)
dy, (46)

where χ = (b1yµ+1)(γth−a1y2)
b1c1yµ+a1c1y2−γthc1

.
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Proof: See Appendix A.

While Theorem 5 provides an efficient method for evaluating the exact outage probability of the

system, this expression is quite complicated, and do not allow for easy extraction of useful insights.

Motivated by this, we now look into the high SNR regime, and derive a simple approximation

for the outage probability, which enables the characterization of the achievable diversity order.

B. High SNR Approximation

Theorem 6: With w =
h∗
1

∥h1∥ , in the high SNR regime, the outage probability can be approxi-

mated by

P∞
out =

2dα3
dα1Γ (N) (N + 1)(N − 1)

[
(1− τ)d2α1 γth

2ητρ

]N+1
2

. (47)

Proof: See Appendix B.

We observe that the system achieves a diversity order of N+1
2

which is half of that in conventional

cooperative relay systems with constant power supply for both the relay and user. The reason

is that the received signal at the BS experiences twice channel fading. In addition, we find the

impact of d2 vanishes in the high SNR regime. The reason is that, the performance of the dual-hop

relay link is limited by the weakest hop, and in the high SNR regime, the H-AP to relay link

outperforms the relay to user link because of the available multiple antennas at the H-AP.

C. Average Throughput

In this subsection, we study the average throughput for the proposed system. Mathematically,

the average throughput is defined as the expected value of the instantaneous mutual information,

and it is given by

C =
1− τ

2
E [log2 (1 + γm)] =

1− τ

2
E
[
log2

(
1 + γus +

γurγrs
γur + γrs + 1

)]
, (48)

where γus = a1 ∥h1∥4, γur = b1 ∥h1∥2 |h3|2 and γrs = c1
|hT

2 h∗
1|2

∥h1∥2
.

Unfortunately, an exact evaluation of the average throughput is intractable due to the difficulty

in obtaining the closed-form expression for the CDF of (10). In order to circumvent the issue,
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we now look into a tight approximation for the average throughput. Noticing that f (x, y) =

log2 (1 + ex + ey) is a convex function w.r.t. x and y, invoking the following result

E [log2 (1 + γ1 + γ2)] > log2
(
1 + eE(ln γ1) + eE(ln γ2)

)
, (49)

we establish the following theorem:

Theorem 7: With w =
h∗
1

∥h1∥ , the average throughput of the system can be lower bounded by

Clow =
1− τ

2
log2

(
1 + em1 + e[m2+m3−ln(1+m4+m5)]

)
, (50)

where m1 = ln a1 + 2ψ(1) + 2
∑N−1

m=1
1
m

, m2 = ln b1 + 2ψ(1) +
∑N−1

m=1
1
m

, m3 = ln c1 + 2ψ(1) +

2
∑N−1

m=1
1
m
−(N−1)

∑N−2
i=0

(
N−2
i

)
(−1)i 1

(i+1)2
, m4 =

b1N(N−1)
2

and m5 = 4c1(N−1)
∑N−1

m=0
1
m!

∑N−2
i=0

×
(
N−2
i

)
(−1)i Γ(m+2)

2i+4
.

Proof: See Appendix C.

Theorem 7 presents a new lower bound for the average throughput of the system, which is

quite tight across the entire SNR range as shown in the Section VI, hence, providing an efficient

means to evaluate the throughput without resorting to time-consuming Monte Carlo simulations.

VI. NUMERICAL RESULTS

In this section, numerical results are presented to validate the analytical expressions as well as

to illustrate the impact of key parameters on the system performance. Unless otherwise specified,

the following set of parameters are used in the simulations: The carrier frequency is 5 GHz,

and the bandwidth is 20 MHz, the noise power density is −174 dBm/Hz, the energy conversion

efficiency is η = 0.5, the path loss exponent is α = 2.5, and the number of antennas at the

H-AP is N = 10. Apart from the outage curves which are generated by averaging over 107

independent channel realizations, all the other simulation results are obtained by averaging over

104 independent channel realizations.

Fig. 4 illustrates the achievable throughput of the system with optimal and suboptimal schemes

when d1 = d2 = 20 m and d3 = 2 m. In particular, the curves associated with the optimal

scheme are obtained via a two-dimensional search according to (17), the curves associated with
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Fig. 4. Throughput comparison between the optimal and suboptimal schemes.

the suboptimal scheme are plotted according to Theorem 1, 2, 3 and Corollary 1, and the curves

associated with the large N approximation scheme are plotted according to Theorem 4 and the

curves associated with beamforming towards user scheme are plotted according to w =
h∗
1

∥h1∥ . It

can be readily observed that the performance gap between the optimal and suboptimal schemes

is almost negligible across the entire SNR range of interest for different N , which indicates that

the suboptimal scheme achieves almost the same performance as the optimal scheme. Therefore,

the suboptimal design is preferable from a practical implementation point. In addition, we find

that the suboptimal schemes always outperforms the beamforming towards user scheme. This

is also expected because the design of suboptimal scheme exploits more CSI. Interestingly, the

large N approximation is accurate even for small N , i.e., N = 2, and almost overlaps with the

optimal scheme with moderate N , i.e., N = 10. Moreover, we observe the intuitive beamforming

towards user scheme achieves similar performance as the large N approximation scheme. In

addition, the achievable throughput increases monotonically as the number of antennas N becomes

larger, as expected. Please note, the suboptimal scheme and beamforming towards user scheme

are both low-complexity designs. The suboptimal scheme attains near optimal performance, hence

is attractive for practical implementation. While the beamforming towards user scheme serves as
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a good alternative in certain special case where the CSI of the relay link is unavailable at the

H-AP.
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Fig. 5. Impact of node positions on the achievable throughput.

Fig. 5 examines the impact of the node locations on the achievable throughput with d2+d3 = 12

m and N = 20. As shown in Fig. 5(a), the impact of distance between the user and H-AP d1

is significant, and the achievable throughput decreases monotonically when d1 increases. This is

intuitive since the increasing d1 results in two-fold negative effects, i.e., reducing the amount of

harvested energy at the user and degrading the quality of information transmission. Also, for each

d1, there exists an optimal relay position which maximizes the achievable throughput. It can be

observed that, when d1 increases, the optimal d2 also increases. This can be explained as follows,

when d1 increases, less energy can be harvested by the user, hence, the relay has to move closer

to the user to achieve a fine balance between the two hops. This behavior can also be observed

in Fig. 5(b), where the optimal d2 for d1 = 10 m is larger than that for d1 = 8 m. In addition, for

fixed d1, as ρ increases, the optimal d2 also increases, and gradually settles at sufficiently high

SNRs. The reason is that, with multiple antennas at the BS, the benefit of increasing ρ is more

significant for the relay-BS link. As such, the optimal d2 should increase in order to maintain the

balance between the two hop channels, since the performance of the dual-hop relay link is limited

by the weakest hop.

Fig. 6 illustrates the impact of N and d1 on the optimal time split τ . As shown in Fig. 6(a),

for all cases, the optimal τ decreases as Ps increases. Also, increasing the number of antennas
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Fig. 6. Impact of antenna number and direct link on the optimal time split.

leads to a decrease of the optimal τ . This is as expected since a large N can significantly boost

up the energy transfer efficiency, thereby reducing the energy harvesting time. Similarly, Fig. 6(b)

demonstrates the intuitive results that less energy harvesting time is required when the distance

between the user and BS becomes smaller. In addition, it is observed that the impact of N and

d1 on the optimal τ is more pronounced in the low Ps regime.
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Fig. 7. Impact of relay link on the system performance.

Fig. 7 compares the achievable system performance with/without relay link when d1 = 30 m,

d2 = d3 = 16 m α = 3, τ = 0.5. As shown in Fig. 7(a), in terms of throughput, using the

relay link maybe beneficial in the low SNR regime, while becomes worse as the SNR increases.

This is because the use of relay transmission occupies an extra time slot, which incurs a loss
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of spectral efficiency in the high SNR regime. Also, as shown in Fig. 7(b), in terms of outage

probability, using the relay link always leads to superior outage performance.when it comes to

the throughput performance. This is intuitive since the use of relay transmission provide extra

cooperative diversity, which improves the link reliability.
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Fig. 8. Impact of N on the system performance.

Fig. 8(a) and Fig. 8(b) show the impact of N on the outage performance and average throughput

of the system with d1 = 20 m, d2 = d3 = 15 m and the given outage threshold is 0 dB. It can be

readily observed from Fig. 8(a) that increasing the number of antennas significantly improves the

outage performance. Also, the high SNR approximations in (47) are quite accurate. In addition, it

is observed that the system achieves a diversity order of N+1
2

which is consistent with our analytical

results derived in Theorem 6. Finally, Fig. 8(b) indicates that increasing N can substantially boost

the average throughput, and the proposed analytical lower bound in (50) is sufficiently tight across

the entire SNR region of interest, especially when N is large.

VII. CONCLUSION

We have presented a detailed investigation on the performance of a three-node wireless powered

relay system. Specifically, we studied the optimal beamformer and time split design. To circumvent

the computation complexity of the original optimization problem, we proposed a suboptimal

beamformer and time split solution by optimizing the throughput upper bound, where closed-form

expressions were obtained. In addition, we looked into the asymptotic large antenna regime, and
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derived closed-form expressions for the optimal beamformer and time split. Finally, to analytically

characterise the achievable system performance, we considered an intuitive beamforming scheme

by directing all the energy toward the user, and provided an in-depth study of the outage probability

and average throughput. The outcome of the paper indicates that implementing multiple antennas

at the H-AP can significantly improve the system performance, and the near optimal performance

can be attained by employing the simple suboptimal energy beamforming vector and time split.

APPENDIX A

PROOF OF THEOREM 5

The end-to-end SNR in (44) can be alternatively expressed as

γm = a1 ∥h1∥4 +
b1c1 ∥h1∥2 |h3|2 ν ∥h2∥4

b1 ∥h1∥2 |h3|2 + c1ν ∥h2∥4 + 1
, (51)

where ν =
|hT

2 h∗
1|2

∥h2∥2∥h1∥2
.

According to [39], the random variable ν ∈ [0, 1] is independent with h1 and h2 with probability

density function

f(ν) = (N − 1) (1− ν)N−2 . (52)

It is easy to observe that ∥h1∥2 and ∥h2∥2 are i.i.d. chi-square random variables and |h3|2 is an

exponential random variable, hence, the CDF of ν ∥h2∥4 can be obtained as

Fν∥h2∥4(x) = 1− P
{
∥h2∥4 >

x

ν

}
(53)

= 1−
∫ 1

0

Γ
(
N,
√

x
ν

)
Γ (N)

(N − 1) (1− ν)N−2 dv (54)

= 1−
N−1∑
m=0

N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

m!

∫ 1

0

e−
√

x
ν νi−

m
2 dv (55)

= 1− 2
N−1∑
m=0

N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

m!
xi+1Γ

(
m− 2i− 2,

√
x
)
. (56)

where (55) is obtained by using [27, Eq. (8.352.4)] and (56) is obtained by making
√

x
ν
= t with

the help of [27, Eq. (8.350.2)].
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Then, defining y , ∥h1∥2, µ , |h3|2 and z , ν ∥h2∥4, substituting (51) into (45), after some

simple algebraic manipulations, the outage probability can be expressed as

Pout = P (zk1 < k2) , (57)

where k1 = b1c1yµ+ a1c1y
2 − γthc1 and k2 = (γth − a1y

2) (b1yµ+ 1).

Now, depending on the sign of k1 nd k2, the outage probability can be computed by considering

four separate cases. Since z is positive, P (zk1 < k2) = 0 when k1 > 0, k2 < 0. When k1 < 0, k2 <

0, we have µ < γth−a1y2

b1y
and γth − a1y

2 < 0. Again, this is not possible since µ is non-negative.

Therefore, we only need to consider the remaining two cases k1 < 0, k2 > 0 and k1 > 0, k2 > 0.

The desired results can then be obtained after some simple algebraic manipulations.

APPENDIX B
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Since the inequality in (19) becomes almost exact in the high SNR regime, the outage probability

in (45) can be approximated as

Pout ≈ P∞
out = P

(
a1 ∥h1∥4 +min

{
b1 ∥h1∥2 |h3| , c1ν ∥h2∥4

}
< γth

)
, (58)

which can be rewritten as

P∞
out = 1− P

(
min

{
b1 ∥h1∥2 |h3| , c1ν ∥h2∥4

}
> γth − a1 ∥h1∥4

)
, (59)

Conditioned on ∥h1∥2 = y, we have

P∞
out = 1−E

[
P

(
|h3|2 >

γth − a1y
2

b1y

)
P

(
v ∥h2∥4 >

γth − a1y
2

c1

) ∣∣∣∣ ∥h1∥2 = y, γth − ay2 > 0

]
− P

(
γth − a ∥h1∥4 < 0

)
. (60)
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With the help of (56), (60) can be expressed as

P∞
out = 1− 2

N−1∑
m=0

N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

m!

∫ √
γth
a1

0

e
− γth

b1y

(
γth − a1y

2

c1

)i+1

× Γ

(
m− 2i− 2,

√
γth − a1y2

c1

)
yN−1

Γ(N)
e

a1−b1
b1

y
dy −

Γ
(
N,
√

γth
a1

)
Γ(N)

. (61)

Note that the expansion of Γ
(
m− 2i− 2,

√
γth−a1y2

c1

)
depends on the sign of m− 2i− 2. Hence,

it is convenient to consider two separate cases, i.e., m− 2i− 2 6 0 and m− 2i− 2 > 07.

Case:m− 2i− 2 6 0

When m− 2i− 2 6 0, utilizing [40, Eq. (8.4.15)], the integrand in (61) can be expressed as in

(63), shown at the top of the next page.

We start with I3. Noticing that γth−a1y2

c1
→ 0 as ρ → ∞, it suffices to consider the most

significant terms, i.e., m = 0, k = 0, m = 0, k = 1 and m = 1, k = 0. Further noticing that

the sum of the two terms m = 0, k = 1 and m = 1, k = 0 is zero due to opposite sign, it

remains to focus on the term m = 0, k = 0. Utilizing the Taylor expansion on e
a1−b1

b1
y, I3 can be

approximated as

I3 ≈ −2
N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

Γ(N)(2i+ 2)

∞∑
l=0

(
a1 − b1
b1

)l
1

l!

∫ √
γth
a1

0

e
− γth

b1y yN+l−1dy (64)

= −2
N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

Γ(N)(2i+ 2)

∞∑
l=0

(
a1 − b1
b1

)l
1

l!

(
γth
b1

)N+l

Γ

(
−(N + l),

√
γtha1

b1

)
(65)

= 2
N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

Γ(N)(2i+ 2)

∞∑
l1=0

(
a1 − b1
b1

)l1 1

l1!

(
γth
b1

)N+l1 ∞∑
k=0

(
−

√
γtha1
b1

)k
k! (k − (N + l1))

− 2
N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

Γ(N)(2i+ 2)

∞∑
l2=0

(
a1 − b1
b1

)l2 1

l2!

×
(
γth
b1

)N+l2 (−1)N+l2

(N + 1)!

(
ψ(N + l2 + 1)− ln

√
γtha1

b1

)
. (66)

7Due to the range of m and i, i.e., m ∈ [0, N − 1] and i ∈ [0, N − 2], the case m− 2i− 2 > 0 occurs if and only if N > 4.
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2
N−1∑
m=0

N−2∑
i=0

(
N − 2

i

)
(−1)i (N − 1)

m!

∫ √
γth
a1

0

e
− γth

b1y

(
γth − a1y

2

c1

)i+1

(62)

× Γ

(
m− 2i− 2,

√
γth − a1y2

c1

)
yN−1

Γ(N)
e

a1−b1
b1

y
dy

= 2
N−1∑
m=0

N−2∑
i=0

(
N − 2

i

)
(−1)2+3i−m (N − 1)

m! (2 + 2i−m)!
ψ(3 + 2i−m)

×
∫ √

γth
a1

0

e
− γth

b1y

(
γth − a1y

2

c1

)i+1
yN−1

Γ(N)
e

a1−b1
b1

y
dy︸ ︷︷ ︸

I1

−
N−1∑
m=0

N−2∑
i=0

(
N − 2

i

)
(−1)2+3i−m (N − 1)

m! (2 + 2i−m)!

×
∫ √

γth
a1

0

e
− γth

b1y

(
γth − a1y

2

c1

)i+1

ln
γth − a1y

2

c1

yN−1

Γ(N)
e

a1−b1
b1

y
dy︸ ︷︷ ︸

I2

− 2
N−1∑
m=0

N−2∑
i=0

∞∑
k=0

k ̸=−m+2i+2

(
N − 2

i

)
(−1)i+k (N − 1)

m!k!(k +m− 2i− 2)

×
∫ √

γth
a1

0

e
− γth

b1y

(
γth − a1y

2

c1

)m+k
2 yN−1

Γ(N)
e

a1−b1
b1

y
dy︸ ︷︷ ︸

I3

= I1 − I2 − I3. (63)

Equation (65) follows from (64) by substituting γth
b1y

= t and using [27, Eq. (8.350.2)] and equation

(66) follows from (65) by using [40, Eq. (8.4.15)].

Noticing that 2
∑N−2

i=0

(
N−2
i

) (−1)i(N−1)
Γ(N)(2i+2)

= 1, it is easy to show that the most significant terms

in (66) appears in the first part of (66) when l1 = 0 and k = 0. Hence, omitting the higher order

terms of 1
ρ
, (66) can be approximated as

I3 ≈ − 1

N !

(
γth
a1

)N
2

+
1

(N − 1)!

(
γth
a1

)N+1
2 2a1 + b1(N − 1)

b1(N + 1)(N − 1)
. (67)

To this end, using a similar approach, it can be shown that the most significant terms in I1 and

I2 is on the order of 1
ρ

N+2
2 , which implies that I3 is the dominant term.
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Case:m− 2i− 2 > 0

When m−2i−2 > 0, expanding Γ
(
m− 2i− 2,

√
γth−a1y2

c1

)
with the help of [27, Eq. (8.354.2)],

and following the similar approach as in the case m−2i−2 6 0, it can be shown that the minimum

order of 1
ρ

is 1
ρ

N+2
2 . Therefore, all the terms from m − 2i − 2 > 0 are insignificant compared to

I3. Therefore, P∞
out can be approximated by

P∞
out ≈ 1 − 1

N !

(
γth
a1

)N
2

+
1

(N − 1)!

(
γth
a1

)N+1
2 2a1 + b1(N − 1)

b1(N + 1)(N − 1)
−

Γ
(
N,
√

γth
a1

)
Γ(N)

. (68)

Then, using [27, Eq. (8.354.2)],
Γ
(
N,

√
γth
a1

)
Γ(N)

can be approximated by

Γ
(
N,
√

γth
a1

)
Γ(N)

≈ 1− 1

N !

(
γth
a1

)N
2

+
1

(N − 1)!(N + 1)

(
γth
a1

)N+1
2

. (69)

To this end, substituting (69) into (68), the desired result can be obtained after some simple

algebraic manipulations.
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Using (49), the average throughput can be lower bounded by

C > 1− τ

2
log2

(
1 + eE[ln γus] + eE[ln γur]+E[ln γrs]−E[ln(1+γur+γrs)]

)
. (70)

Then, applying the Jensen’s inequality on the term E [ln (1 + γur + γrs)], we have the following

lower bound

Clow =
1− τ

2
log2

(
1 + eE[ln γus] + eE[ln γur]+E[ln γrs]−ln(1+E[γur]+E[γrs])

)
. (71)

Hence, the remaining task is to compute E [ln γus], E [ln γur], E [ln γrs], E [γur] and E [γrs].

Noticing that the expectation of ln γt, t ∈ {us, ur, rs} can be derived from

E [ln γt] =
dE [γnt ]

dn

∣∣∣∣
n=0

, (72)
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while the general moment can be obtained by

E [γnt ] =

∫ ∞

0

xnfγt(x)dx = n

∫ ∞

0

xn−1 (1− Fγt(x)) dx. (73)

Hence, the key task is to obtain closed-form expressions for the CDF of γt, t ∈ {us, ur, rs},

which we do in the following.

It is easy to show that the CDF of γus is given by

Fγus(x) = P

(
∥h1∥2 <

√
x

a1

)
= 1−

Γ
(
N,
√

x
a1

)
Γ(N)

. (74)

Also, with the help of (56), the CDF of γrs can be obtained as

Fγrs(x) = 1− 2 (N − 1)
N−1∑
m=0

1

m!

N−2∑
i=0

(
N − 2

i

)
(−1)i

(
x

c1

)i+1

Γ

(
m− 2i− 2,

√
x

ν

)
. (75)

Similarly, the CDF of γur can be derived as

Fγur(x) = P

(
∥h1∥2 <

x

b1 |h3|2

)
(76)

= 1−
∫ ∞

0

Γ
(
N, x

b1t

)
Γ(N)

e−tdt (77)

= 1−
N−1∑
m=0

1

m!

(
x

b1

)m ∫ ∞

0

t−(m−1)−1e
−
(
t+ x

b1t

)
dt (78)

= 1−
N−1∑
m=0

2

m!

(
x

b1

)m+1
2

Km−1

(
2

√
x

b1

)
, (79)

where (78) is obtained with the help of [27, Eq. (8.352.4)] and (79) is derived with the help of

[27, Eq. (8.432.7)].

Then, substituting (74), (75) and (79) into (73), the general moment of γt, t ∈ {us, ur, rs} can

be computed as shown in the following. To start, the general moment of γnus can be expressed as

E [γnus] = n

∫ ∞

0

xn−1
Γ
(
N,
√

x
a1

)
Γ(N)

dx (80)

= 2n
N−1∑
m=0

1

m!
an1Γ(2n+m), (81)
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where we have used [27, Eq. (8.352.4)] and [27, Eq. (8.310.1)].

And the general moment of γrs can be obtained as

E [γnrs] = n2 (N − 1)
N−1∑
m=0

1

m!

N−2∑
i=0

(
N − 2

i

)
(−1)i

∫ ∞

0

xn−1

(
x

c1

)i+1

Γ

(
m− 2i− 2,

√
x

ν

)
(82)

= 4n (N − 1)
N−1∑
m=0

1

m!

N−2∑
i=0

(
N − 2

i

)
(−1)icn1

Γ(m+ 2n)

2n+ 2i+ 2
, (83)

where (83) is obtained by making a change of variable t =
√

x
c1

with the help of [40, Eq. (8.14.4)].

Finally, the general moment of γur can be computed by

E [γnur] = n

N−1∑
m=0

1

m!

∫ ∞

0

xn−12

(
x

b1

)m+1
2

Km−1

(
2

√
x

b1

)
(84)

= n
N−1∑
m=0

1

m!

∫ ∞

0

xn−1G2,0
0,2

(
x

b1

∣∣∣∣m,1

)
dx (85)

= nbn1

N−1∑
m=0

1

m!
Γ(m+ n)Γ(n+ 1), (86)

where (85) is obtained with the help of [27, Eq. (9.34.3)] and (86) is obtained with the help of

[27, Eq. (7.811.4)].

To this end, substituting (81), (83) and (86) into (72), the desired result can be obtained after

some algebraic manipulations.
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