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�is paper analyzes a nite bu�er multiple working vacations queue with balking, reneging, and vacation interruption under �-
policy. In the working vacation, a customer is served at a lower rate and at the instants of a service completion; if there are at
least� customers in the queue, the vacation is interrupted and the server switches to regular busy period otherwise continues the
vacation. Using Markov process and recursive technique, we derive the stationary system length distributions at arbitrary epoch.
Various performance measures and some special models of the system are presented. Cost analysis is carried out using particle
swarm optimization and quadratic t search method. Finally, some numerical results showing the e�ect of model parameters on
key performance measures of the system are presented.

1. Introduction

Performancemodeling of queueing systems with balking and
reneging has attracted many researchers owing to their wide
applications in real life congestion problems such as impa-
tient telephone switchboard customers, hospital emergency
rooms handling critical patients and perishable goods storage
in inventory systems. Balking and reneging are a common
phenomena in queues; as a consequence, the customers either
decide not to join the queue or depart a�er joining the
queue without getting service due to impatience. Modeling
balking and reneging is worthwhile because one obtains
new managerial insights. �e lost revenues due to balking
and reneging in various industries can be enormous. While
making decision for the number of servers needed in the
service system tomeet time-varying demand, the balking and
reneging probabilities can be used to estimate the amount of
lost business inmore practical consideration for themanagers
as given in Liao [1].

Impatience is the most prominent characteristic as indi-
viduals always feel anxious and impatient during waiting
for service in real life. �e customer’s impatient acts should
be involved in the study of queueing system to model real

situations exactly. Intermittent operation of a service can be
economically appealing whenever full time service would
result in signicant server idle time or would preclude the
use of the server in some other productive capacity. On
the other hand, having the server inoperative for periods
of time may increase the probability of customer losses due
to balking and reneging. An �/�/1 queue with customers
balking and reneging has been discussed in Haight [2] and
Haight [3], respectively. �e combined impact of balking
and reneging with nite capacity in an �/�/1 queue
has been studied by Ancker and Gafarian [4, 5]. Abou-El-
Ata [6] discussed the nite bu�er single server queueing
system with balking and reneging. Analytical solutions of
the single server Markovian over�ow queue with balking,
reneging and an additional server for longer queue were
discussed in Abou-El-Ata and Shawky [7]. A computational
algorithm and parameter optimization for a multiserver
queue with unreliable server and impatient customers have
been discussed by Chia and Jau-Chaun [8]. Choudhury and
Medhi [9] presented some aspects of balking and reneging in
nite bu�er queue. Recently, Rakesh and Sumeet [10] studied
an �/�/1/� queueing model with retention of reneged
customers and balking.
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Queueing systems with server vacations have been stud-
ied due to their wide applications in several areas including
computer and communication systems, manufacturing and
production systems. Queueing systems with server vacations
have been studied extensively in Tian and Zhang [11], Ke
et al. [12], and so forth. Yue et al. [13] have analyzed an
�/�/1/� queue with balking, reneging, and server vaca-
tions. Vikas andDeepali [14] studied the state dependent bulk
service queue with balking, reneging, and server vacation.
However, there are numerous situations where the server
remains active during the vacation period. Under working
vacation (��) policy, the server can provide service at a
lower speed during vacation period rather than stopping
service completely. At the end of a vacation if the queue is
nonempty, a service period begins with normal service rate;
otherwise the server takes another vacation. �is policy is
called multiple working vacations (����) as introduced by
Servi and Finn [15]. Recently, Vijaya Laxmi et al. [16] analyzed
an �/�/1/� working vacations queue with balking and
reneging.

In order to utilize the server e�ectively, vacation inter-
ruption has become an important aspect, wherein the server
interrupts the vacation once some indices of the system, such
as the number of waiting customers, achieve a certain value
in the vacation period. Li and Tian [17] considered a working
vacation �/�/1 queue with vacation interruptions. Baba
[18] studied an�/��/1 queue with working vacations and
vacation interruptions. Zhang and Hou [19] studied the more
general �/	/1 queue with working vacations and vacation
interruptions. An �/�/1/��� queue with �-policy has
been studied in Zhang and Xu [20].

Queueing models with�-policy consider the most com-
mon issue of controlling arrivals and reducing the set up
costs. �e closed-form results in case of impatient customers
with working vacations, vacation interruptions under �-
policy are still not available.�is motivated us to study an�-
policy vacation interruptions queue with balking and reneg-
ing. �is paper also discusses cost optimization problem
under a given cost structure using particle swarm optimiza-
tion (PSO) and quadratic t search method (QFSM). PSO
is a parallel evolutionary computation technique developed
by Kennedy and Eberhart [21] based on the social behavior
of animals such as bird �ocking, sh schooling, and swarm
theory. In the basic PSO algorithm the particle velocities
build up too fast, and the optimum of the objective function
is skipped. Hence, an inertia term introduced by Shi and
Eberhart [22] is added to reduce the velocity. PSO can be
easily implemented and is computationally inexpensive. An
analysis of the PSO algorithm has been given in Qinghai
[23] and Rao [24]. QFSM uses a 3-point pattern for tting
a quadratic function that has a unique optimum, see Rardin
[25].

�is paper deals with a nite bu�er single server queue
wherein customers may either balk or renege and the server
takes multiple working vacations with a provision for vaca-
tion interruption. �e server interrupts the vacation when
the queue size reaches �; otherwise the vacation continues.
�e steady-state probabilities are obtained at arbitrary epoch
through recursive technique which is easy to implement. We

formulate a cost model to determine the optimum service
rate during normal busy period and during working vacation
period using PSO and QFSM.

�e rest of the paper is organized as follows. Section 2
presents the description of the model and the steady-state
probabilities. Sections 3 and 4 present some special cases,
various performance measures, and cost analysis, respec-
tively. Numerical results in the form of tables and graphs are
presented in Section 5. Section 6 concludes the paper.

2. Model Description and
Steady-State Probabilities

We consider a multiple working vacations�/�/1/
 queue-
ing system with vacation interruptions wherein customers
either balk or renege. �e following notations and assump-
tions have been used throughout the paper.

(i) Customers arrive one at a time according to Poisson
process with arrival rate �. On arrival a customer
either decides to join the queue or balk. Let �� repre-
sent the probability with which the customer either
decides to join the queue or balk with probability
1 − ��, when there are  customers ahead of him in the
system. Furthermore, we assume that 0 ≤ ��+1 ≤ �� <1,1 ≤  ≤ 
 − 1, �0 = 1, and �� = 0.

(ii) A�er joining the queue each customer will wait a
certain length of time, say �, for service to begin
before they get impatient and leave the queue without
receiving service. �is time � is assumed to follow
exponential distribution with mean 1/�. Since the
arrival and departure of an impatient customer with-
out receiving service are independent, the average rate
of reneging of a customer is given by ( − 1)�. Hence,
the function of customer’s average reneging rate is
given by �� = ( − 1)�, 1 ≤  ≤ 
; �� = 0,  > 
.

(iii) �e customers are served on a rst-come rst-served
(FCFS) queue discipline. �e service times in normal
busy period are assumed to follow exponential distri-
bution with mean 1/�.

(iv) �e server takes working vacations whenever the
systembecomes empty. At a service completion epoch
during vacation, if there are at least � customers
waiting in the system, the server ends the vacation
and switches to normal service; that is, a vacation
interruption occurs; otherwise, it continues the vaca-
tion. Furthermore, at vacation termination epoch, if
there are less than � customers in the queue, the
server begins another vacation; else, it switches to the
normal busy period.

(v) During any working vacation the server will serve
customers at a rate di�erent (generally lower) from
the normal service rate �. �e vacation duration and
the service times in vacation period are also assumed
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be exponentially distributed with mean 1/� and 1/�,
respectively.

(vi) �e interarrival times, vacation times, service times
during normal busy period, and service times during
vacation are mutually independent.

2.1. Steady-State Equations. At steady-state, let�0,�, 0 ≤  ≤ 
,
be the probability that there are  customers in the system
when the server is in working vacation and let �1,�, 1 ≤  ≤ 
,
be the probability that there are  customers in the system
when the server is in normal busy period. Using the Markov
theory, the following set of steady-state equations may be
written

��0,0 = ��0,1 + ��1,1, (1)

(��� + � + ( − 1) �) �0,�
= (� + �) �0,�+1 + ���−1�0,�−1, 1 ≤  ≤ � − 1, (2)

(��� + � + ( − 1) � + �) �0,�
= ���−1�0,�−1 + ��0,�+1, � ≤  ≤ 
 − 1, (3)

(� + (
 − 1) � + �) �0,� = ���−1�0,�−1, (4)

(� + ��� + ( − 1) �) �1,�
= ���−1�1,�−1 + (� + �) �1,�+1, 1 ≤  ≤ � − 1, (5)

(� + ��� + ( − 1) �) �1,�
= ���−1�1,�−1 + (� + �) �1,�+1
+ ��0,�+1 + ��0,�, � ≤  ≤ 
 − 1,

(6)

(� + (
 − 1) �) �1,� = ���−1�1,�−1 + ��0,�. (7)

�e steady-state probabilities �0,�(�1,�) can be obtained by
solving the previous system of equations recursively that is
presented as a theorem later.

�eorem 1. 	e steady-state probabilities are given by

�0,� = ��
∑��=0 �� + ∑��=1 ��

, 0 ≤  ≤ 
, (8)

�1,� = ��
∑��=0 �� + ∑��=1 ��

, 1 ≤  ≤ 
, (9)

where

�� = 1, ��−1 = � + � + (
 − 1) �
���−1 ,

�� = (���+1 + � + � + �) ��+1 − ( + 1) ���+2
��� ,

 = 
 − 2,
 − 3, . . . , � − 1,

�� = (���+1 + � + �) ��+1 − (� + ( + 1) �) ��+2
��� ,
 = � − 2,� − 3, . . . , 0,

�0 = 0, �1 = ��0 − ��1
� ,

�� = (� + ���−1 + ( − 2) �) ��−1 − ���−2��−2
� + ( − 1) � ,

 = 2, 3, . . . , �,
�� = (� + ���−1 + ( − 2) �) ��−1 − ���−2��−2 − ��� − ���−1

� + ( − 1) � ,
 = � + 1,� + 2, . . . , 
.

(10)

Proof. Solving the system of (1) to (6) recursively and using

the normalization condition∑��=0 �0,�+∑��=1 �1,� = 1, we obtain
the results of the theorem.

3. Special Cases

In this section, results pertaining to some models have been
deduced from our model by taking specic values for the
parameters �, �, ��, and�.

Case 1 (� → 0, �� = 1, 0 ≤  ≤ 
, � = 1). �e model
reduces to�/�/1/
 queuewithmultiple working vacations
and vacation interruption. We can obtain the steady-state
probabilities �0,� (0 ≤  ≤ 
) and �1,� (1 ≤  ≤ 
) from
(8)-(9), where

�� = 1, ��−1 = � + �
� , �� = (� + � + �)

� ��+1,
 = 
 − 2,
 − 3, . . . , 0,

�0 = 0, �1 = ��0 − ��1
� ,

�� = (� + �) ��−1 − ���−2 − ��� − ���−1
� ,

 = 2, 3, . . . , 
,

(11)

which match with the results of �/�/1/∞ queue with
multiple working vacations and vacation interruption Li and
Tian [17] for large 
 values.

Case 2 (� = 1 and without vacation interruptions). �e
model reduces to �/�/1/
 queue with balking, reneging
and multiple working vacations and results match numeri-
cally with the results available in Vijaya Laxmi et al. [16].

Case 3 (� = 1, � → 0). �e model reduces to �/�/1/

queue with balking, reneging and multiple vacations. Taking
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the average reneging rate as �� = ( − �)�, � = 0 in vacation
period and � = 1 in normal busy period, we can obtain the
steady-state probabilities �0,� and �1,� from (8)-(9), where

�� = 1, ��−1 = 
� + �
���−1 ,

�0 = 0, �1 = ��0 − ��1
� ,

�� = (���+1 + � + ( + 1) �) ��+1 − ( + 2) ���+2
��� ,
 = 
 − 2,
 − 3, . . . , 0,

�� = (� + ���−1 + ( − 2) �) ��−1 − ���−2��−2 − ���−1
� + ( − 1) � ,

 = 2, 3, . . . , 
.

(12)

�eprevious resultsmatch numericallywith the results of Yue
et al. [13].

Case 4 (� → 0 and � → ∞). �e model reduces to �/
�/1/
 queuewith balking and reneging.�ese resultsmatch
with the results available in the literature.

4. Performance Measures

Once the steady-state probabilities are obtained, one can
evaluate various performance measures of the model like
probability that the server is in normal busy period (��),
probability that the server is in working vacation (��V),
average queue length (��), average system length (� �), and
they are given by

�� =
�
∑
�=1
�1,�, ��V =

�
∑
�=0
�0,�,

�� =
�
∑
�=1
( − 1) (�0,� + �1,�) , � � =

�
∑
�=1
 (�0,� + �1,�) .

(13)

When a customer nds  customers in the system upon his
arrival, then the instantaneous balking rate is �(1 − ��), as the
probability that a customer balks in the system is 1−��. Using
the concepts of Ancker and Gafarian [4, 5], we can obtain the
average balking rate (�. .) as

�. . =
�
∑
�=1
� (1 − ��) �0,� +

�
∑
�=1
� (1 − ��) �1,�. (14)

If there are  customers in the system and server is available,
then there are ( − 1) waiting customers in the queue. Since
any one of the ( − 1) customers in the queue may renege, the
instantaneous reneging rate is ( − 1)�. Again, following the
models of Ancker and Gafarian [4, 5], the average reneging
rate ( . .) is given by

 . . =
�
∑
�=1
( − 1) ��0,� +

�
∑
�=1
( − 1) ��1,�. (15)

�e average rate of customer loss (�. .) is the sum of the
average balking rate and the average reneging rate. �us, we
have

�. . = �. . +  . . (16)

4.1. Cost Model. In practice, queueing managers are always
interested in minimizing operating cost of unit time. In this
section, we rst develop a steady-state expected cost function
per unit time, in which either service rate during normal busy
period or service rate during working vacation period is the
decision variable. Our objective is to determine the optimum
value of � or � to minimize the cost function.

Let us dene the following cost elements:

!	≡ service cost per unit time during normal busy
period,

!
 ≡ service cost per unit time during working
vacation period,

!��≡ cost per unit time when a customer joins the
queue and waits for service,

!��≡ cost per unit time when a customer balks or
reneges.

�e cost parameters are assumed to be linear in the
average number of the indicated quantities such as the
average queue length (��) and the average rate of customer
loss (�. .). Based on the denitions of each cost element
listed previously and its corresponding system performance
measures, the cost minimization problem can be illustrated
mathematically as:

Minimize : # ($) = !	� + !
� + !���� + !�� �. ., (17)

where $ can be either service rate during normal busy period
(�) or service rate during working vacation period (�). �e
objective is to determine the optimal service rate �∗ or �∗ to
minimize the cost function #. It is a di�cult task to develop
analytic results for the optimum value of � or �, because the
expected cost function is highly complex. We note that the
derivatives of the operating cost function per unit time are
not easily available. We solve the above stated optimization
problem using PSO and QFSM. Both methods give identical
results as shown in the next section.

4.1.1. Algorithm for PSO

Step 1. Initialize a population of particles of size % with
random positions in the problem space. For each particle,
evaluate the objective function value.

Step 2. As all the particles will bemoving to the optimal point
with a velocity, nd the velocities of particles. Initially, all
particle velocities are assumed to be zero.

Step 3. Store each particle’s coordinates associated with the
best solution in &best and the coordinates of the particle
associated with the overall best solution in 'best.
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Table 1: Optimum values for various values of � and �.
� � = 2.0 � = 2.2

�∗ #∗ �∗� �. .∗ �∗ #∗ �∗� �. .∗
1.5 2.01604 104.092 1.59964 0.53122 2.23676 112.397 1.75077 0.58658

1.7 2.00395 104.058 1.50002 0.49868 2.23122 112.527 1.65287 0.55431

1.9 1.98578 104.060 1.40553 0.46780 2.21962 112.663 1.55904 0.52338

2.1 1.96241 104.125 1.31656 0.43871 2.20261 112.828 1.46968 0.49392

2.3 1.93473 104.274 1.23334 0.41148 2.18085 113.043 1.38511 0.46603

Table 2: �∗ from PSO and QFSM.

� PSO QFSM

�∗ #∗ Initial 3-point pattern �∗ #∗
2.3 1.51326 97.8642 (1.4, 1.5, 1.6) 1.51326 97.8642

2.4 1.45479 98.7762 (1.4, 1.5, 1.6) 1.45479 98.7762

2.5 1.40225 99.7727 (1.3, 1.4, 1.5) 1.40225 99.7727

2.6 1.35504 100.843 (1.3, 1.4, 1.5) 1.35504 100.843

2.7 1.31262 101.979 (1.2, 1.3, 1.4) 1.31262 101.979

Step 4. Compare each particle’s tness with particle’s &best.
If current value is better, then set &best value to the current
value. Compare each particle’s tness with the population’s
overall previous best ('best), and if any particle’s current
value is better than 'best, then set 'best to the current value.
Step 5. Change the velocity V�() and position $�() of the*th particle in the th iteration according to the following
equations, respectively,

V� () = - () V� ( − 1) + 41rand (⋅) (&best (*) − $� ( − 1))
+ 42rand (⋅) ('best − $� ( − 1)) , 1 ≤ * ≤ %,
$� () = $� ( − 1) + V� () , 1 ≤ * ≤ %,

(18)

where rand(⋅) is a random number between (0, 1), 41 and 42
are learning factors, and -() is the inertia weight given by

- () = -max − (-max − -min

max

)  (19)

with -max, -min being the maximum and minimum values of
the inertia weight (-max = 0.9, -min = 0.4 are commonly
used) and max the maximum number of iterations.

Step 6. Loop to Step 3 until the stopping criterion is met.
�e stopping criterion is that the number of iterations is
completed or the di�erence between two successive 'best
values is less than a predened error tolerance.

4.1.2. Algorithm for QFSM. Given a 3-point pattern, we can
t a quadratic function through corresponding functional
values that have a unique minimum, $�, for the given objec-
tive function #($). Quadratic t uses this approximation to
improve the current 3-point pattern by replacing one of its
points with approximate optimum $�. �e unique optimum

$� of the quadratic function agreeing with #($) at 3-point
operation ($�, $�, $ℎ) given by Rardin [25] occurs at

$� ≅ 1
2 [ (# ($

�) [�� − �ℎ] + # ($�) [�ℎ − ��]
+# ($ℎ) [�� − ��])
× (# ($�) [$� − $ℎ] + # ($�) [$ℎ − $�]
+# ($ℎ) [$� − $�])−1] ,

(20)

where �� = ($�)2, �� = ($�)2, �ℎ = ($ℎ)2.

5. Numerical Discussions

In this section, we illustrate the results obtained in the
previous sections numerically and discuss the e�ect of system
parameters on the performance indices. �e di�erences of
parameters, such as the lower service rate (�), vacation rate
(�), vacation interruption, and � policy, also in�uence the
various performance measures of the model. We x the
capacity of the system as 
 = 10 and � = 4, and the
parameters of the model are assumed as � = 1.8, � = 2.5,
� = 1.9, � = 1.2, and � = 0.3, unless they are considered as

variables. �e balking function is taken as �� = 1 − (/
2),
1 ≤  ≤ 
 − 1, �0 = 1, �� = 0, and the various cost elements
are chosen as !	 = 18, !
 = 15, !�� = 25, !�� = 10.
�e swarm size,maximumnumber of iterations, and learning
factors of PSO algorithm are taken as 20, 50 and 41 = 42 = 2,
respectively, and the tolerance of QFSM is G = 1 × 10−6.

Table 1 presents the optimum values of � along with
�∗� and �. .∗ for various � and �, using particle swarm

optimization. For a xed �, decreasing trend is observed
in �∗, �∗�, and �. .∗ with the increase of �. For a xed

�, increasing trend is observed in �∗, �∗�, and �. .∗ with
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Table 3: Various performance measures for di�erent balking functions, �, �, and �.
�� ��� �� �. . #

� = 2.5
�� = 1 − (/
2) 0.207206 0.792794 0.943660 0.313380 100.225

�� = 1/( + 1) 0.009290 0.990710 0.252221 0.674025 86.5458

�� = H−� 0.000502 0.999498 0.151711 0.740087 84.6936

� = 3.5
�� = 1 − (/
2) 0.137534 0.862466 0.793431 0.264904 113.985

�� = 1/( + 1) 0.006559 0.993441 0.248745 0.671253 104.431

�� = H−� 0.000362 0.999637 0.151550 0.739925 102.688

� = 2.5
� = 0.2 0.252143 0.747857 1.101570 0.254461 103.584

� = 0.5 0.144430 0.855570 0.746728 0.399321 96.1614

� = 0.8 0.088249 0.911750 0.577965 0.484742 92.7966

� = 3.5
� = 0.2 0.163313 0.836687 0.878758 0.204519 115.514

� = 0.5 0.099092 0.900908 0.668530 0.358484 111.798

� = 0.8 0.062491 0.937509 0.542701 0.455723 109.625

� = 2.5
� = 0.9 0.199081 0.800919 0.951578 0.315933 100.449

� = 1.1 0.204683 0.795317 0.946113 0.314170 100.295

� = 1.4 0.211783 0.788217 0.939225 0.31195 100.100

� = 3.5
� = 0.9 0.131773 0.868227 0.807812 0.269538 114.391

� = 1.1 0.135742 0.864258 0.797890 0.266340 114.111

� = 1.4 0.140790 0.859209 0.785357 0.262303 113.757

Table 4: Various performance measures for di�erent balking functions, �, �, and �.
�� ��� �� �. . #

� = 2.1
�� = 1 − (/
2) 0.184638 0.815362 0.854715 0.284490 100.713

�� = 1/( + 1) 0.007447 0.992553 0.219831 0.626807 88.2638

�� = H−� 0.000393 0.999607 0.132791 0.692532 86.7451

� = 2.4
�� = 1 − (/
2) 0.154568 0.845432 0.734459 0.245367 101.815

�� = 1/( + 1) 0.005443 0.994557 0.181192 0.566167 91.1915

�� = H−� 0.000279 0.999720 0.110306 0.631206 90.0697

� = 2.1
� = 0.2 0.226048 0.773952 1.00062 0.231765 103.833

� = 0.5 0.127751 0.872249 0.674428 0.361304 96.9737

� = 0.8 0.077759 0.922240 0.521827 0.438267 93.9284

� = 2.4
� = 0.2 0.190649 0.809351 0.862265 0.200605 104.563

� = 0.5 0.106066 0.893934 0.578489 0.310791 98.5701

� = 0.8 0.064377 0.935623 0.448454 0.377461 95.9859

� = 2.1
� = 0.9 0.176926 0.823074 0.859298 0.285968 100.842

� = 1.1 0.182233 0.817767 0.856141 0.284950 100.753

� = 1.4 0.189022 0.810978 0.852124 0.283654 100.640

� = 2.4
� = 0.9 0.147518 0.852482 0.735379 0.245664 101.841

� = 1.1 0.152358 0.847642 0.734747 0.245460 101.823

� = 1.4 0.158625 0.841375 0.733932 0.245197 101.800

the increase of �. But the minimum cost increases with the
increase of � and �.

To ensure the reliability of PSO algorithm, we compared
our results with QFSM, and the results are shown in Table 2.
�ough both these methods give identical results, the advan-
tage of using PSO algorithm lies in the ease with which it
can be tuned and implemented using only a velocity operator
to drive the search throughout the search space, whereas the
QFSM is dependent on the proper choice of the initial 3-point

approximation. It is also observed that convergence is faster
in PSO algorithm.

�e e�ect of � and � on various performance measures of
themodel, for various balking functions,� and�, is presented
in Tables 3 and 4, respectively. Note that for any �(�), the
balking function �� = 1 − (/
2) yields the lowest �. . which
supports our choice of the balking function as �� = 1−(/
2).
On the other hand, for any choice of the balking function
��, ��, and �. . decrease with the increase of �(�), while ��V
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Figure 1: Impact of � on �� with and without vacation interruption.

and cost increase with �(�), as intuitively expected. From the
tables it can also be observed that for xed �(�), increase in �
results in the decrease of ��, ��, and cost, whereas the other
performance measures ��V and �. . increase with �. Further,
for xed �,��, ��, and �. . decrease with the increase of �(�).
It can also be observed that as �(�) increases, ��, ��, and �. .
decrease for any �. Moreover, for xed �(�), except �� all the
other performance measures decrease with the increase of �.
�is is because as � increases, the vacation duration decreases
and the server switches to normal busy period during which
service is provided with rate �.

Figure 1 shows the e�ect of the arrival rate (�) on the
expected number of customers in the queue (��) with and
without vacation interruptions (�I). It can be observed that
with the increase of �, the expected queue length increases
as it should be. Further, one may also observe that for higher
values of �, �� is less in the vacation interruptions model as
compared to the model without vacation interruptions. �is
is due to the fact that in vacation interruptions model, the
server tends to interrupt the vacation and switches to normal
service rate when more customers arrive during vacation.
�e impact of arrival rate (�) on the expected number of
customers in the queue (��) with and without balking and
reneging (� &  ) is shown in Figure 2. It can be seen that as
arrival rate increases �� monotonically increases. Moreover,
the model with balking and reneging outperforms the model
without balking and reneging.

Figures 3 and 4 plot the e�ect of the average rate of
customer loss (�. .) for di�erent capacity of the system
(
) and threshold value (�), respectively, with and without
vacation interruptions. From the gures it can be seen that
as the bu�er size (
) increases the customer loss decreases,
whereas it increases with the increase of �, as intuitively
expected. Further, in both the gures �. . is higher in the case
of without vacation interruptions as compared to vacation
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Figure 2: � versus �� with and without balking and reneging.
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Figure 3: E�ect of
 on �. .

interruptions model implying that a job has to wait more in
models without vacation interruptions.

Figure 5 presents the e�ect of service rate during vacation
(�) on the average number of customers in the queue (��)
for various vacation rates (�). As expected, �� monotonically
decreases as � increases for any �. Further, we observe that
for � ≤ �, the expected queue lengths decrease with the
increase of �, and when � crosses �, this trend is reversed.
�is shows that for better performance of the model � should
be chosen less than �. Figure 6 depicts the minimum and
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average costs for number of iterations considered in PSO,
when � is a decision variable. From the gure, it is observed
that though initially the average cost varies widely from
iteration to iteration, stability is attained a�er some iterations.

6. Conclusions

In this paper, we have carried out an analysis of a nite-bu�er
balking and reneging Markovian multiple working vacations
queue with vacation interruptions under �-policy that have

5 10 15 20 25
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Figure 6: Iterations in PSO versus cost.

potential applications inmodeling computer and telecommu-
nication systems, computer networks, and so forth. We have
obtained the closed-form expressions for the steady-state
probabilities using recursive technique. Various performance
measures such as expected number of customers in the
system, average balking rate, average reneging rate, and the
average rate of customer loss due to impatience are evaluated.
We have also considered a cost optimization problem using
particle swarm optimization and quadratic t searchmethod.
Numerical results have been discussed which may be helpful
to explore the e�ect of parameters on performance measures.
�e technique used in this paper can be applied to analyze
more complex models such as�J�/�/1/� and�/�/4/�
multiple working vacations queues with balking and reneging
which are le� for future investigations.
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