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Abstract: Given the difficulty of accurately setting multiple control parameters in wind turbines, a
design method for a pitch controller considering tower load reduction is proposed, which enhances
the control performance and reduces both the tower vibration and load. Firstly, the pitch-speed
system and the tower fore-aft active damping control are built. In addition, the explicit equation of the
tower fore-aft active damping gain is deduced to calculate its initial value. Secondly, the pitch-speed
system is identified as an inertial time-delay system using the least squares method. Subsequently,
the pitch PI control parameters are set using the Chien–Hrones–Reswick method. Thirdly, the pitch PI
control parameters and the tower fore-aft active damping gains are optimized based on the kindred-
protected genetic algorithm, which improves the accuracy of the control parameters. Meanwhile, the
Pareto method is used to coordinate the control objectives by allocating the weight. Furthermore, the
adaptive control is built by fitting the parameters with the wind speed points using the least squares
method to enhance the control performance. Finally, the effectiveness of the proposed design method
is verified by comparing the control performance with the tower vibration and load.

Keywords: wind turbine; pitch-speed system; PI; damping; optimization strategy

1. Introduction

At present, the mature pitch control is extensively adopted in wind turbines. There-
fore, the research on pitch PI control holds great theoretical significance and engineering
prospects. The pitch angle is adjusted by the pitch PI control in wind turbines to operate
the wind turbine at the rated power [1,2]. However, during pitch control, wind loads can
cause fore-aft vibration in the tower. It is necessary to provide the additional pitch angle
through the fore-aft active damping control to restrain the tower fore-aft vibration [3,4]. In
addition, the problem of the inaccurate setting of control parameters caused by the mutual
coupling of multiple control parameters requires an urgent solution [5]. At the same time, it
is worthwhile to research how to coordinate the two control objectives of enhancing control
performance and reducing the load situation of the tower [6]. In summary, a design method
for a pitch controller considering tower load reduction deserves in-depth research.

Currently, researchers are studying the design of pitch controllers. First of all, many
researchers have proposed different identification methods for various systems according
to frequency or time domain characteristic. In reference [7], the large delay characteristic is
ignored, which will seriously impact the identification accuracy. Therefore, there will be an
impact on the subsequent optimization of the control parameters. Next, the PI controller
is generally designed according to the input and output results of the step response [8].
However, in simulation or engineering, the input to the PI controller is not a simple step
signal, but a complex continuously changing motion. Therefore, the PI controller designed
according to the step response is not sufficiently adaptable to complex operating conditions.
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In recent years, there has been a broad focus on reducing the tower load by increasing the
damping. In reference [9], the PI controller and active damping controller are designed
separately. The comprehensive performance of the two controllers designed separately is
not necessarily optimal because the mutually influencing factors are neglected. Therefore,
both controllers need to be designed simultaneously to achieve the optimal comprehensive
control effect. Furthermore, intelligent algorithms with universal applicability are widely
adopted to optimize control parameters. In reference [10], only a single type of turbulent
wind condition is considered as a system input when the intelligent algorithm is used.
However, the wind turbine operating state varies with wind conditions, and the effects
of different wind types and turbulence intensities need to be considered. Comparative
tests must be designed to verify under which turbulent wind conditions the intelligent
algorithm is better optimized. In reference [11], the authors suggest that a genetic algorithm
(GA) can be adopted to optimize the PID control parameters of the inverter motor speed
governing system. However, the poor population diversity of GA leads to an insufficient
global search capability, thus falling into the local optimum. Therefore, the effect of
optimizing the control parameters based on the GA cannot always achieve optimal results.
In reference [12], particle swarm optimization (PSO) is adopted to optimize the PID control
parameters; however, its poor convergence leads to insufficient local search capability.
Therefore, it will take a long time for the PSO algorithm to optimize the control parameters.
In reference [13], only the single control objective of reducing the fluctuations in regards
to power and generator speed are considered for the designed pitch controller, without
considering the tower load of the wind turbine. Determining a method for reducing the
tower load of wind turbines based on the enhanced control performance deserves in-depth
research. Therefore, the method of coordinating control objectives has become a research
hotspot. In reference [14], the weight is allocated by orthogonal experiments. However,
it required a large number of experiments to determine the effect of each group of PI
controllers on the individual pitch control and the performance index function. In addition,
since constant PI control parameters cannot always maintain excellent control performance,
adaptive control has received more and more attention from scholars. In reference [15],
the gain scheduling controller is designed in conjunction with the wind speed. However,
including the gain factor in gain scheduling increases the complexity of the controller.

In order to solve the above problems, a design method for a pitch controller, consid-
ering tower load reduction, is proposed. An explicit equation for tower fore-aft active
damping gain is deduced. In addition, the pitch-speed system, with a large time delay
characteristic, is identified as an inertial time-delay system. Moreover, in the kindred-
protected genetic algorithm (KPGA), the effects of different turbulent wind types and
turbulence intensities on the optimization results are considered as system inputs, and the
pitch system PI control parameters and tower fore-aft active damping gain are optimized
simultaneously. At the same time, the Pareto method is used to coordinate the control
objectives by allocating weight. In summary, the main contributions are as follows.

(1) The pitch-speed system is identified as an inertial time-delay system, which can
accurately reflect the large time delay characteristic of the pitch-speed system and
solve the problem of its poor identification accuracy, thereby facilitating the obtaining
of optimal control parameters.

(2) An explicit equation of tower fore-aft active damping gain is deduced, in detail. This
explicit equation can solve the problem of the difficulty of determining the active
damping gain of the tower fore-aft, providing a more convenient and accurate calcula-
tion method to reduce the tower vibration and load by using active damping control.

(3) Considering the effects of different turbulent wind types and turbulence intensities,
a KPGA optimization method is proposed to overcome the risk of falling into the
local optimum by increasing population diversity, thereby obtaining more accurate
control parameters. Meanwhile, the weight is allocated by the Pareto method to
coordinate control objectives, which can reduce load situations while enhancing
control performance.



Energies 2022, 15, 8686 3 of 22

In Section 2, the pitch-speed system and tower fore-aft active damping controllers are
built. In addition, the explicit equation of the tower fore-aft active damping gain is deduced
to calculate its initial value. In Section 3, the pitch-speed system is identified as an inertial
time-delay system using the least squares method. Subsequently, the pitch system PI control
parameters are set using the Chien–Hrones–Reswick method. In Section 4, an optimization
method of KPGA is proposed to optimize the control parameters. Furthermore, an adaptive
control is built using the least squares method. In Section 5, the results of the simulation
verification are presented. In Section 6, the conclusions are summarized, and future research
directions are planned.

2. Mathematical Model and Dynamic Model

In traditional pitch control, the generator speed difference ∆ω is used as an input to the
pitch PI controller. The value of ∆ω is calculated from the measured value ωmeasure and the
rated value ωrated. The rated pitch angle is used as an output to the pitch PI control. Since
the first-order modal fore-aft damping of the tower is small, fore-aft vibration easily occurs
under the influence of wind load. Therefore, the tower fore-aft active damping control is
added to increase the equivalent damping, thus restraining the fore-aft tower vibration.
Since the velocity at the top of the tower

.
x is difficult to measure, it is usually chosen to

measure the acceleration
..
x to obtain the velocity. Subsequently, the additional pitch angle

∆β2 is obtained by multiplying the velocity of the tower top by the active damping gain
Ka. Thereby, the rated pitch angle β1, provided by the traditional pitch control, and ∆β2,
provided by the tower fore-aft active damping control, constitute the given pitch angle β of
the pitch-speed system. Therefore, the principle of novel pitch control is shown in Figure 1.
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Figure 1. The principle of novel pitch control.

The physical model of the 2 MW wind turbine is provided by Bladed software. Bladed
software has been certified by Germanischer Lloyd (GL) and the International Electrotech-
nical Commission (IEC) and is broadly recognized by researchers. The main parameters of
the 2 MW wind turbine are as follows: a wind turbine operating range 4~25 m/s, a rated
generator speed 1500 r/min, a pitch range 0~90◦, a rated pitch angle 0◦, a pitch control
range of 12~25 m/s, and a first-order modal natural frequency fore-aft of the tower of
2.95 rad/s.

2.1. Pitch-Speed System Mathematical Model

Since the pitch PI control parameters need to be set, the wind turbine physical model
must be converted to the pitch-speed system mathematical model. The Taylor series
expansion can be used to linearize the nonlinear wind turbine into a state-space equation.
Then the pitch-speed system mathematical model can be obtained by further extracting
variables from the state-space equation.

Since a wind turbine is a nonlinear system, the physical model of the 2MW wind
turbine, provided by the Bladed software, is a nonlinear wind turbine. Therefore, it is
converted to a linear model using the Taylor series expansion in the Bladed software. The
principle of the Taylor series expansion is shown in Equation (1).
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y = f (x0) +
d f (x)

dx

∣∣∣∣
x=x0

(x− x0) +
1
2!

d f 2(x)
dx2

∣∣∣∣
x=x0

(x− x0)
2 + · · · (1)

where, x0 denotes each balance point.
The balance points are the wind speed points with a step size of 1 in the operating

range of the wind turbine. Since this paper only studies the pitch control of the wind
turbines, only the balance points within the pitch control range are researched. Therefore,
the rest of the wind speed points with a step size of 0.1 are considered to be located away
from the balance points in pitch control range.

According to the Taylor series expansion for each balance point, a complex state space
equation is obtained by linearizing the nonlinear wind turbine [16,17], which is shown in
Equation (2). { .

x = Ax + Bu
y = Cx + Du

(2)

where A, B, C, and D denote three-dimensional coefficient matrices. The third dimension is
the balance point. x, u, and y denote the state variable, input variable, and output variable.
Equation (2) is shown in detail in Appendix A.

A further extraction of variables from Equation (2) is required in order to obtain the
pitch-speed system mathematical model. Therefore, an input, output, and wind speed
point is extracted from Equation (2) in MATLAB to obtain a transfer function at a certain
balance point [18,19]. The G16(s) denotes a pitch-speed system at a wind speed of 16 m/s,
as shown in Equation (3).

G16(s) = [0.00074079(s + 563)(s + 15.46)(s − 12.89)(s2 − 0.04007s + 8.593)(s2 +
0.1069s + 9.154)(s2 + 1.353s + 112.6)(s2 + 3.591s + 275.3)(s2 + 9.724s + 378.4)(s2 +
0.3071s + 544.4)(s2 + 0.3738s + 745.3)(s2 − 687.8s + 2.245 × 106)]/[(s + 3.333)(s +

0.2115)(s2 + 0.3566s+ 8.858)(s2 + 0.04065s + 8.881)(s2 + 3.89s + 46.74)(s2 + 1.963s +
191.9)(s2 + 3.48s + 339.4)(s2 + 5.646s + 467.1)(s2 + 1.135s + 524.1)(s2 + 2.32s +

638.9)(s2 + 4.851s + 4162)]

(3)

According to the above method, the pitch-speed system in 12~25 m/s for the 2 MW
wind turbine is established for each balance point in turn.

The pitch-speed system is built, and the tower fore-aft active damping control will be
built subsequently.

2.2. Tower Fore-Aft Active Damping Control Dynamic Model

A tower, nacelle, and rotor form the basic structure of a wind turbine. Among these,
the nacelle and the rotor can be equivalent to the particle P. Therefore, the typical cantilever
beam model and simplified model are shown below.

According to the simplified model of wind turbines shown in Figure 2, the first-order
dynamic response fore-aft of the tower can be expressed as the second-order damping
resonance motion [20,21].

Mi
..
xi + Di

.
xi + Kixi = Fi + ∆Fi (4)

where, Mi denotes the modal mass of the tower, Di denotes the modal damping, Ki denotes
the modal rigidity,

..
xi denotes the tower top mode acceleration,

.
xi denotes the tower top

mode velocity, xi denotes the tower top mode displacement, Fi denotes the axial force of
the rotor, and ∆Fi denotes the additional force caused by the incentive change.

In these models, the ∆Fi can be defined as:

∆Fi = −B
.
xi (5)

where B denotes the additional damping provided by rotor aerodynamic damping.
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From Equations (4) and (5), it can be deduced:

Mi
..
xi + (Di + B)

.
xi + Kixi = Fi (6)

According to the deduction of the above equation, the equivalent damping of the
tower is enhanced from Di to (Di + B).

Subsequently, the ∆Fi can be further expressed as:

∆Fi = −B
.
xi =

∂Fi
∂βi

∆βi (7)

According to Equation (7), it can be deduced that the relationship between the addi-
tional pitch angle and the tower top fore-aft velocity is as follows.

∆βi =
−B

∂Fi/∂β i

.
xi = Ka

.
xi (8)

where ∂Fi/∂βi denotes the force and pitch angle curve and Ka denotes the active damping gain.
According to Equation (8), aerodynamic damping B is required to calculate the active

damping gain. Therefore, a linear relationship between load fluctuation q and wind speed
fluctuation u acting on the blade of unit length can be expressed as:

q =
1
2

ρΩrc(r)
dCL
dα

u (9)

where ρ denotes air density, Ω denotes the rotor speed, C(r) denotes the airfoil chord at the
radius r of the rotor, and dCL/dα denotes the change rate of a lift coefficient CL to an angle
of attack α.

Moreover, the wind speed fluctuation u can be replaced with blade waving speed − .
xh.

Then, the aerodynamic damping
.
B of the blade per unit length can be expressed as:

.
B =

q
− .

xh
=

1
2

ρΩrc(r)
dCL
dα

(10)

Subsequently, the aerodynamic damping B of the rotor can be expressed as:

B = A
∫ .

Bdr =
1
2

AρΩ
dCL
dα

∫ R

0
rc(r)dr (11)

where A denotes the number of the wind turbine blades.



Energies 2022, 15, 8686 6 of 22

Therefore, the explicit equation of the active damping gain can be expressed as:

Ka =
−B

∂Fi/∂βi
=

1
2 AρΩ dCL

dα

∫ R
0 rc(r)dr

∂Fi/∂βi
(12)

The parameters are provided by the Bladed software. Therefore, the tower active
damping gain initial value Ka can be obtained by Equation (12).

3. System Identification and Parameters Setting
3.1. Pitch-Speed System Identification

Since the pitch-speed system G16(s) exhibits the characteristics of large inertia and
large time delay, the transfer function method and the least squares method are adopted to
identify it as an inertial time-delay system. The basic form of the inertial time-delay system
can be expressed as:

G(s) =
K

Ts + 1
e−Ls (13)

where K denotes the final value, L denotes the delay, and T denotes the rise time.
The principle of the transfer function method is shown below [22]. Find the first-order

derivative and second-order derivative of G(s) with respect to s, and it can be deduced.

G′(s)
G(s)

= −L− T
1 + Ts

(14)

G′′ (s)
G(s)

− (
G′(s)
G(s)

)
2

=
T2

(1 + Ts)2 (15)

Find the value of each order derivative at s = 0.

Tar = −
G′(0)
G(0)

= L + T (16)

T2 =
G′′ (0)
G(0)

− T2
ar (17)

where Tar denotes the average residence time.
By the above derivation, the equation of L is calculated as L = Tar − T. K can be

obtained from G(0). The above transfer function method can identify the pitch-speed
system as an inertial time-delay system.

Since the stability and identification accuracy of the least squares method can meet the
requirements, it is suitable for identifying complex models [23]. The basic principle of the
least squares method is shown in Equation (18).

z(k) = hT(k)θ + e(k) (18)

where z(k) denotes the k-th output measurement, h denotes a sample set, θ denotes a set of
parameters to be identified, and e(k) denotes random noise.

Furthermore, the least squares method performance index is shown in Equation (19).

J(θ) =
∞

∑
k=1

[z(k)− hT(k)θ]
2

(19)

Therefore, the inertial time-delay system is identified by the least squares method
when the cumulative sum of the squared deviations calculated according to Equation (19)
reaches a minimum value.
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Based on the transfer function and least squares methods, Equation (3) is respec-
tively identified as inertial time-delay systems G16_tf (s) and G16_least(s), as is shown in
Equations (20) and (21).

G16_t f (s) =
−635.4837
4.735s + 1

e−0.415 (20)

G16_least(s) =
−635.8207
4.76s + 1

e−0.401 (21)

In addition, the unit open-loop step responses of G16_tf (s) and G16_least(s) compared to
the pitch-speed system G16(s) are shown in Figure 3.
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Figure 3. Comparison of unit open-loop step responses.

From the characteristics of the wind turbine, it is clear that the generator speed
decreases with increasing pitch angle in the pitch control. Therefore, in Figure 3, the
generator speed decreases by 636 r/min when the pitch angle increases by 1 rad.

According to the analysis in Figure 3, the pitch-speed system G16(s) characteristic can
be comprehensively reflected by the inertial time-delay system identified by the transfer
function and the least squares methods. Moreover, the fitting degree can respectively reach
99.89% and 99.93%. Therefore, G16(s) is identified as G16_least(s) by the least squares method,
with higher accuracy.

According to the least squares method, the pitch-speed system for each balance point
in 12~25 m/s is identified, in turn.

3.2. Pitch PI Control Parameters Setting

The G16_least(s) is used as the controlled system facilitating the setting of the pitch PI
control parameters. Moreover, the Ziegler–Nichols (Z–N) and the Chien–Hrones–Reswick
(C–H–R) methods are adopted for setting the pitch PI control parameters.

The slope α needs to be calculated according to the step response being calculated in
the Z–N method [24]. The slope α can be expressed as:

a = KL/T (22)

where K denotes the final value, L denotes the delay, and T denotes the rise time.
The C–H–R method is obtained by improving the Z–N method, allowing larger

damping in the controlled system, and directly using T [25]. Therefore, the C–H–R method
shows excellent applicability.

According to the Z–N and C–H–R methods, the unit closed-loop step response com-
parison with both sets of pitch PI control parameters is shown in Figure 4.
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The unit closed-loop step response amplitude represents a change of output corre-
sponding to when the input changes from 0 to 1. According to the analysis in Figure 4,
the control performance for the two sets of pitch PI control parameters satisfies the control
requirements. Compared with the C–H–R method, the pitch PI control parameters set using
the Z–N method exhibit advantages regarding both rise and adjustment times. Moreover,
the overshoot is 9%. The overshoot is the most important measurement index in the unit
closed-loop step response. Therefore, a smaller overshoot usually indicates good control
performance of pitch PI control parameters. However, the C–H–R method can achieve
a 0% overshoot, with similar rise and adjustment times. Therefore, the pitch PI control
parameters with better control performance set by the C–H–R method are selected for
subsequent optimization, which can be expressed as Kp and Ki.

According to the C–H–R method, pitch PI control parameters for each balance point
are set, in turn.

4. Parameter Optimization and Adaptive Control
4.1. Optimization of Control Parameters

Due to the difficulty in accurately setting multiple control parameters in wind turbines,
the optimization of the control parameters is essential. Therefore, for enhancing the control
performance and reducing the tower vibration and load, the KPGA that can optimize the
pitch PI control parameters and the active damping gain for each balance point is proposed.

In general, evolutionary algorithms show excellent robustness benefits. Among these,
the GA is extensively adopted due to its broad suitability and excellent optimization per-
formance. In addition, GA can be easily combined with other algorithms for improvement.
However, as the wind turbine becomes complex, the need for the improved accuracy of the
control parameters also increases. Due to the poor population diversity of GA, falling into
the local optimum will lead to an unsatisfactory optimization effect. Therefore, the control
parameters based on GA optimization cannot meet the control performance requirements
of complex wind turbines.

For solving these problems, the method of KPGA optimization control parameters that
can overcome the problem of falling into the local optimum is proposed. Compared with
GA, a cross-kindred selection operation is introduced in KPGA. Therefore, the selection
operations include both intra-kindred and cross-kindred selection operations. Among
these, the intra-kindred selection operation is required for each generation. However,
the interval generations selection is adopted in the cross-kindred selection operation to
provide enough evolutionary generations for the potential individuals. Therefore, the
accidental elimination of excellent potential individuals in the population can be avoided
due to crossover and mutation operations, thereby maintaining population diversity and
overcoming the problem of falling into the local optimum. In summary, since the KPGA
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has excellent global and local search capabilities, high accuracy control parameters can
be acquired.

The main parameters are selected as follows [26,27]. The value of population size is
selected as 50 to ensure population diversity (M = 50). In addition, the parameter settings
of the generations need to ensure that the KPGA can achieve stable convergence in the later
stages. Therefore, the generations parameter value is selected as 200 (G = 200). Moreover, to
keep both population diversity and convergence, the crossover and mutation probabilities
are selected as 0.9 and 0.1 (Pc = 0.9 and Pm = 0.1). Furthermore, the value of the cross-
kindred selection interval is very important for KPGA. If the cross-kindred selection interval
is too small, the KPGA will fall into the local optimum. On the contrary, the algorithm
efficiency will be reduced if the cross-kindred selection interval is too large. Therefore, the
parameter value of the cross-kindred selection interval is selected as 20 (Ts = 20).

According to the above parameters, the flow of the KPGA is shown in Figure 5.
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Figure 5. The flow of the KPGA.

Based on the flow of the KPGA, its steps can be summarized in the following five points.
Firstly, the operating parameters of the KPGA are defined. To improve the applicability

of the controller for complex wind turbines, the state space equation is selected as the
controlled system. Subsequently, turbulent wind types and turbulence intensities are
considered as input variables to verify their influence on the optimization results. In order
to calculate the objective function value, the generator speed and the fore-aft acceleration
of the tower top are set as outputs. Then, the input and output sampling steps are set.
Furthermore, optimization is performed with Kp, Ki, and Ka as initial values to obtain
higher accuracy control parameters.

Secondly, the objective function FP can be formed by the generator speed and the
tower top fore-aft acceleration, as shown in Equation (23). Then, the objective function
values are calculated. Among these, the generator speed Integrated Time and Absolute
Error (ITAE) in the objective function can reflect the control performance, and the tower
top fore-aft acceleration ITAE can reflect the load situation.

Thirdly, crossover operation, mutation operation, and intra-kindred selection are
performed among individuals in the population.
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Next, the need for cross-kindred selection is determined based on the cross-kindred
selection interval. If necessary, the cross-kindred selection is performed. If not, the cross-
kindred selection is skipped, and the next judgment step is performed.

Finally, the optimized pitch PI control parameters and the optimized tower active
damping gain are obtained when the objective function value remains constant. Otherwise,
the KPGA returns to the second step and re-runs the process.

FP = ξω ITAE
g + (1− ξ)aITAE (23)

where ξ represents the control objective weight, aITAE represents the tower top fore-aft
acceleration ITAE, and ω ITAE

g represents the generator speed ITAE.
Among these, the ITAE is shown in Equation (24).∫ ∞

0
t|e(t)|dt (24)

where e(t) represents the error function, and t represents time.
Equation (23) is shown in Equations (25) and (26), in detail.

ω ITAE
g =

∫ ∞

0
(tωg

∣∣∣eωg(tωg)
∣∣∣)dt (25)

aITAE =
∫ ∞

0
(ta|ea(ta)|)dt (26)

where tωg and ta denote time, and eωg(tωg) and ea(ta) denote the error function.
In order to coordinate the control performance and load situation, the weight of

objective function FP can be allocated using the Pareto method. Under different turbulent
wind speeds and turbulence intensities, the Pareto chart is shown in Figure 6.
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The generator speed ITAE and tower top fore-aft acceleration ITAE all decrease with
the change in ξ under the same wind condition. However, ξ is influenced by turbulence
intensities and wind speeds v. The optimal value of ξ is selected on the curve using
an eclectic method to enhance the control performance and reduce the load situation.
Therefore, the optimal value of ξ under the turbulence intensity of 0.1 and the average wind
speed of 16 m/s is 0.9999, based on the Pareto method. As an example, the optimal value
of ξ at a turbulence intensity of 0.1 is shown in Equation (27). Using the above method, the
equation of the optimal value of ξ for the rest of the turbulent intensities can be obtained.

ξ = 1− 0.41
v3 (27)
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According to the result of weight allocation, the Kp, Ki, and Ka at a wind speed of
16 m/s can be optimized using the proposed KPGA method. Therefore, the change curve
of the objective function values under different wind conditions is shown in Figure 7. In
addition, since the objective function value is just a numerical value, it has no units.

Energies 2022, 15, 8686 11 of 22 
 

 

 

Figure 6. The Pareto chart under different turbulent wind speeds and turbulence intensities. 

The generator speed ITAE and tower top fore-aft acceleration ITAE all decrease with 

the change in ξ under the same wind condition. However, ξ is influenced by turbulence 

intensities and wind speeds v. The optimal value of ξ is selected on the curve using an 

eclectic method to enhance the control performance and reduce the load situation. There-

fore, the optimal value of ξ under the turbulence intensity of 0.1 and the average wind 

speed of 16 m/s is 0.9999, based on the Pareto method. As an example, the optimal value 

of ξ at a turbulence intensity of 0.1 is shown in Equation (27). Using the above method, 

the equation of the optimal value of ξ for the rest of the turbulent intensities can be ob-

tained. 

3

0.41
1

v
 = −

 
(27) 

According to the result of weight allocation, the Kp, Ki, and Ka at a wind speed of 16 

m/s can be optimized using the proposed KPGA method. Therefore, the change curve of 

the objective function values under different wind conditions is shown in Figure 7. In ad-

dition, since the objective function value is just a numerical value, it has no units. 

 

Figure 7. The change curve of the objective function. 

It can be observed from Figure 7 that the optimized pitch PI control parameters and 

active damping gain obtained by KPGA show high accuracy, as the population genera-

tions are increasing. Under the same turbulence intensity, the optimization results are 

R
ed

u
ct

io
n

 p
er

ce
n
ta

g
e 

o
f 

F
o

re
-a

ft
 

ac
ce

le
ra

ti
o

n
 I

T
A

E
 a

t 
th

e 
to

p
 o

f 
to

w
er

Reduction percentage of generator speed ITAE

12               10               8               6                4               2

1
0

  
  
  
  
  

 8
  

  
  
  
  

 6
  

  
  
  
  
 4

  
  
  
  
  
 2

ξ 0.99998

ξ 0.9999

ξ 0.997

ξ 0.9998

 Average wind speed 14 m/s Turbulence intensity 0.1
Average wind speed 16 m/s Turbulence intensity 0.1

 Average wind speed 16 m/s Turbulence intensity 0.3

ξ 0.9994

Figure 7. The change curve of the objective function.

It can be observed from Figure 7 that the optimized pitch PI control parameters and
active damping gain obtained by KPGA show high accuracy, as the population generations
are increasing. Under the same turbulence intensity, the optimization results are hardly
influenced by the turbulent wind types, which validates that the proposed KPGA opti-
mization method is highly adaptable for various turbulent wind types. Among these, the
random seeds represent the turbulent wind types. The turbulence intensities greatly affect
the optimization results at the same turbulent wind type. The optimization of the control
parameters is poor due to the wind turbine parameters varying significantly with the wind
speed at higher turbulence intensities. Therefore, under the turbulence intensity of 0.1,
the proportional coefficient Koptimal

p , integral coefficient Koptimal
i , and active damping gain

Koptimal
a are chosen according to the optimization results at 16 m/s wind speed.

According to the proposed KPGA optimization method, the pitch PI control parame-
ters and active damping gains for each balance point are optimized, in turn.

4.2. Adaptive Control Design

Due to the varying operating states of the wind turbine, the discrete control parameters
do not always guarantee excellent control performance when the wind turbine operates
away from the balance points [28,29]. Therefore, an adaptive control method is used
to enhance the control performance of wind turbines. Specifically, the pitch PI control
parameters and active damping gains are fitted with the wind speed points to build the
adaptive controller. Therefore, even if the wind turbine operates away from the balance
points as the wind conditions vary, the pitch PI control parameters and active damping
gains are obtained and updated in real time for a wind speed step of 0.1 m/s using the
adaptive controller to ensure an excellent control performance. According to the above
analysis, the adaptive control parameters can be designed for each balance point, which is
shown in Table 1.
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Table 1. The adaptive control parameters designed for each balance point.

Wind Speed (m/s) 12 13 14 . . . 25

Koptimal
p 0.030 0.023 0.019 . . . 0.005

Koptimal
i

0.012 0.011 0.010 . . . 0.006

Koptimal
a 0.195 0.171 0.144 . . . 0.036

Subsequently, the Koptimal
p , Koptimal

i and Koptimal
a for each balance point can be fitted

with the wind speed points by using the least squares method. Then, the adaptive control
curves are obtained below.

Koptimal
p (v) = −0.000018v3 + 0.0012v2 − 0.027v + 0.21 (28)

Koptimal
i (v) = 0.000002v3 − 0.0001v2 + 0.001v + 0.01 (29)

Koptimal
a (v) = 0.001v2−0.05v + 0.65 (30)

where Koptimal
p (v) and Koptimal

i (v) represent the adaptive control curve of the pitch PI control,

and Koptimal
a (v) represents the adaptive control curve of the active damping control.

The fitting accuracy of the above equations is 97.56%, 98.35%, and 99.14%, which
satisfies the practical engineering standard. Thereby, the adaptive control method can
obtain and update the control parameters with a wind speed step of 0.1 m/s. The adaptive
control curve is shown below.

In Figure 8, it can be observed that the accurate control parameters can still be obtained
with wind speed steps of 0.1 m/s by the adaptive controller when the wind turbine operates
away from the balance points. Therefore, the adaptive controller can maintain a better
control performance.

Energies 2022, 15, 8686 13 of 22 
 

 

operates away from the balance points. Therefore, the adaptive controller can maintain a 

better control performance. 

 

Figure 8. The designed for adaptive control. 

5. Simulations 

The simulation models are as follows: Mode 1: The adaptive pitch PI control with 

unoptimized (PI). Mode 2: The adaptive pitch PI control and adaptive tower fore-aft active 

damping control with unoptimized (PI + D). Mode 3: The adaptive pitch PI control and 

adaptive tower fore-aft active damping control with GA optimized (PI + D + GA). Mode 

4: The adaptive pitch PI control and adaptive tower fore-aft active damping control with 

KPGA optimized (PI + D + KPGA). By comparing Modes 1 and 2, the effect of the tower 

active damping control method can be verified. By comparing Modes 2 and 3, the effect 

of the GA control parameter optimization method can be verified. By comparing Modes 

3 and 4, the effect of the KPGA compared to the control parameter optimization method 

can be verified. 

5.1. Frequency Domain Simulations 

The pitch system Bode plot is shown in Figure 9, which can verify the pitch system 

stability. The Bode plot reflects the frequency response when wind speed is used as an 

input. The output of the Bode plot represents the generator speed. The Bode plot repre-

sents the relationship between the ratio of output and input. 

 

Figure 9. The pitch system Bode plot. 

 40

 20

0

20

40

10
0

10
2

0

360

720

1080

1440

P
h

as
e

 (d
eg

)

PI

PI+D

PI+D+GA

Frequency  (rad/s)
Frequency (rad/s)

10
1

PI+D+KPGA

M
ag

n
it

u
d

e
 (d

B
)

Figure 8. The designed for adaptive control.

5. Simulations

The simulation models are as follows: Mode 1: The adaptive pitch PI control with
unoptimized (PI). Mode 2: The adaptive pitch PI control and adaptive tower fore-aft active
damping control with unoptimized (PI + D). Mode 3: The adaptive pitch PI control and
adaptive tower fore-aft active damping control with GA optimized (PI + D + GA). Mode
4: The adaptive pitch PI control and adaptive tower fore-aft active damping control with
KPGA optimized (PI + D + KPGA). By comparing Modes 1 and 2, the effect of the tower
active damping control method can be verified. By comparing Modes 2 and 3, the effect of
the GA control parameter optimization method can be verified. By comparing Modes 3
and 4, the effect of the KPGA compared to the control parameter optimization method can
be verified.
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5.1. Frequency Domain Simulations

The pitch system Bode plot is shown in Figure 9, which can verify the pitch system
stability. The Bode plot reflects the frequency response when wind speed is used as an
input. The output of the Bode plot represents the generator speed. The Bode plot represents
the relationship between the ratio of output and input.
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In comparing Modes 1 and 2, the phase and magnitude margins are above 0, indicating
a sufficient stability margin for the pitch system.

In comparing Modes 2 and 3, according to the optimized GA, the pitch system shows
a sufficient stability margin.

In comparing Modes 3 and 4, by optimizing the control parameters based on KPGA,
the pitch system can maintain stability.

The active damping control Bode plot reflects the response of the tower top fore-aft
velocity to the wind speed, which is shown in Figure 10. The active damping control Bode
plot reflects the frequency response when wind speed is used as an input. The output of
the active damping control Bode plot represents the tower top fore-aft velocity.
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In comparing Modes 1 and 2, the response magnitude of the tower top fore-aft velocity
to the wind speed is significantly weakened near 2.95 rad/s. The first-order modal natural
frequency fore-aft of the tower is 2.95 rad/s. Therefore, the first-order modal natural damp-
ing of the tower is increased by active damping control, thereby significantly restraining
the fore-aft vibrations of the tower top.

In comparing Modes 2 and 3, the active damping control of the tower always maintain
stability. Moreover, control parameters with optimized GA can further restrain the fore-aft
vibrations of the tower top.

In comparing Modes 3 and 4, it can be observed that the optimization of the control
parameters based on KPGA can further restrain fore-aft vibration, compared to GA.

The self-power spectral density can reflect the tower top fore-aft acceleration per unit
frequency. Therefore, the self-power spectral density of the fore-aft acceleration for the
tower top is shown in Figure 11.
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Figure 11. Self-power spectral density of the fore-aft acceleration for the tower top.

In comparing Modes 1 and 2, the self-power spectral density of the fore-aft acceleration
for the tower top is remarkably reduced near 2.95 rad/s. Thus, the tower top resonance
is restrained.

In comparing Modes 2 and 3, the self-power spectral density is further reduced near
2.95 rad/s. Therefore, the tower top fore-aft vibration is further restrained by optimizing
the control parameters based on GA.

In comparing Modes 3 and 4, the optimized control parameters based on KPGA can
further reduce the self-power spectral density near 2.95 rad/s, compared to GA.

5.2. Time Domain Simulations

The design load cases (DLCs) are designed according to the GL 2003 standard. The
representative simulation results of power production DLC1.1 are selected for presentation.

The wind turbine operates in the pitch control range when the turbulent wind is
16 m/s. It can be defined as shown in Figure 12. Therefore, the parameter settings of the
simulation environment can meet the standard requirements.

The pitch angle can reflect the control effect of the active damping control. Therefore,
the change curve of the pitch angle under the wind speed of 16 m/s is shown below.

By analyzing Figure 13, the additional pitch angle can be provided in Modes 2, 3, and
4. Therefore, the tower active damping control plays an important role in pitch control.
Compared to the methods used in references [16,18], the proposed design method has an
excellent control performance for the pitch angle, which can reduce the fluctuations in the
pitch angle.
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(1) The control performance.

The control performance can be reflected by the change curves of output power and
generator speed. Therefore, they are shown in Figures 14 and 15.
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Figure 14. Change curve of output power.
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Figure 15. Change curve of generator speed.

The analysis Figures 14 and 15 is shown in Table 2.

Table 2. The control performance indicators.

Mode 1 Mode 2 Mode 3 Mode 4

Output power MEAN (W) 1.999 × 106 2.000 × 106 2.000 × 106 2.000 × 106

Output power RMSE 3.648 × 104 3.484 × 104 2.628 × 104 2.536 × 104

Generator speed MEAN (r/min) 1.506 × 103 1.503 × 103 1.501 × 103 1.500 × 103

Generator speed RMSE 2.241 × 101 1.885 × 101 1.362 × 101 1.248 × 101

In comparing Modes 1 and 2, the output power MEAN is increased by 1 kW. Its RMSE
is reduced by 4.50%. Furthermore, generator speed MEAN and RMSE are reduced by 0.20%
and 15.89%, respectively.

In comparing Modes 2 and 3, the output power MEAN is ensured at the rated output
power. Its RMSE is reduced by 24.57%. Furthermore, the generator speed MEAN and
RMSE are reduced by 0.13% and 27.75%, respectively.

In comparing Modes 3 and 4, the output power MEAN is ensured at the rated output
power. Its RMSE is reduced by 3.50%. Furthermore, the generator speed MEAN and RMSE
are reduced by 0.07% and 8.37%, respectively.

Compared to the methods used in references [14,16], the proposed design method can
significantly reduce the fluctuations of output power and generator speed.

(2) The tower fore-aft vibration.

The tower fore-aft vibration can be reflected by the change curves of the fore-aft
acceleration and velocity of the tower top. Therefore, they are shown in Figures 16 and 17.

The analysis of Figures 16 and 17 is shown in Table 3.
In comparing Modes 1 and 2, the tower top fore-aft acceleration RANGE and MEAN

are reduced by 35.13% and 43.12%, respectively. Furthermore, the tower top fore-aft velocity
RANGE and MEAN are reduced by 45.79% and 56.80%, respectively.

In comparing Modes 2 and 3, the tower top fore-aft acceleration RANGE and MEAN
are reduced by 32.04% and 28.43%, respectively. Furthermore, the tower top fore-aft velocity
RANGE and MEAN are reduced by 20.39% and 27.95%, respectively.

In comparing Modes 3 and 4, the tower top fore-aft acceleration RANGE and MEAN
are reduced by 20.33% and 19.18%, respectively. Furthermore, the tower top fore-aft velocity
RANGE and MEAN are reduced by 9.76% and 11.48%, respectively.

Compared with the method used in reference [9], the proposed design method can
significantly reduce the tower top fore-aft vibration.
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Figure 16. Change curve of fore-aft acceleration for the tower top.
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Figure 17. Change curve of fore-aft velocity for the tower top.

Table 3. The tower fore-aft vibration indicators.

Mode 1 Mode 2 Mode 3 Mode 4

Acceleration
RANGE (m/s2) 0.558 × 101 0.362 × 101 0.246 × 101 0.196 × 101

Acceleration
MEAN (m/s2) −0.538 × 10−2 −0.306 × 10−2 −0.219 × 10−2 −0.177 × 10−2

Velocity RANGE
(m/s) 0.190 × 101 0.103 × 101 0.082 × 100 0.074 × 100

Velocity MEAN
(m/s) 0.588 × 10−4 0.254 × 10−4 0.183 × 10−4 0.162 × 10−4

(3) The tower x-direction load.

The tower x-direction load can be reflected by the change curves of the x-direction
torque and force of the tower bottom. Therefore, the timing sequence load is shown in
Figures 18 and 19.
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Figure 18. Change curve of x-direction torque for the tower bottom.
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The analysis of Figures 18 and 19 is shown in Table 4.

Table 4. The tower x-direction load indicators.

Mode 1 Mode 2 Mode 3 Mode 4

Mx RANGE (Nm) 5.962 × 106 2.893 × 106 1.915 × 106 1.479 × 106

Mx MEAN (Nm) 1.157 × 106 1.153 × 106 1.151 × 106 1.150 × 106

Fx RANGE (N) 6.384 × 105 4.542 × 105 3.823 × 105 3.451 × 105

Fx MEAN (N) 1.938 × 105 1.933 × 105 1.930 × 105 1.928 × 105

The damage equivalent load (DEL) is calculated by the timing sequence load of the
x-direction torque and the force of the tower bottom, which is shown in Table 5.

Table 5. The DEL indicators.

Mode 1 Mode 2 Mode 3 Mode 4

Mx DEL (Nm) 9.96 × 106 9.74 × 106 9.68 × 106 9.64 × 106

Fx DEL (N) 5.99 × 105 5.89 × 105 5.86 × 105 5.84 × 105

In comparing Modes 1 and 2, the tower bottom Mx RANGE and MEAN are reduced
by 51.48% and 0.35%, respectively. Furthermore, the tower bottom Fx RANGE and MEAN
are reduced by 28.85% and 0.26%, respectively. Besides, the tower bottom Mx and Fx DEL
are reduced by 2.21% and 1.67%, respectively.
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In comparing Modes 2 and 3, the tower bottom Mx RANGE and MEAN are reduced
by 33.81% and 0.17%, respectively. Furthermore, the tower bottom Fx RANGE and MEAN
are reduced by 15.83% and 0.16%, respectively. Besides, the tower bottom Mx and Fx DEL
are reduced of 0.62% and 0.51%, respectively.

In comparing Modes 3 and 4, the tower bottom Mx RANGE and MEAN are reduced
by 22.77% and 0.09%, respectively. Furthermore, the tower bottom Fx RANGE and MEAN
are reduced by 9.73% and 0.10%, respectively. Besides, the tower bottom Mx and Fx DEL
are reduced by 0.41% and 0.34%, respectively.

Compared with the method used in reference [6], the proposed design method can
significantly reduce the tower bottom load.

6. Conclusions

Given the difficulty in accurately setting multiple control parameters in wind turbines,
the design method for a pitch controller considering tower load reduction is proposed,
which enhances the control performance and reduces the tower vibration and load. The
conclusions are shown below.

(1) In regards to the frequency domain simulations, the pitch system is sufficiently stable.
Near 2.95 rad/s, the response amplitude of the tower top fore-aft velocity to the wind
speed can be weakened. Moreover, the self-power spectral density of the fore-aft
acceleration for the tower top can be significantly reduced near 2.95 rad/s.

(2) For the time domain simulations, the control performance can be enhanced. In
addition, the tower top fore-aft vibration can be restrained, and the tower bottom
x-direction load can be reduced.

In the future, torque control strategies for increasing power generation will become a
research hotspot. In addition, methods for reducing drive chain load have been widely stud-
ied in recent years. Therefore, the above method is a promising focus for future research.

Author Contributions: Conceptualization, Y.L. and S.Z.; methodology, X.W. and H.X.; software,
S.Z.; validation, S.Z. and T.C.; formal analysis, Y.L. and S.Z.; resources, Y.L.; writing—original draft
preparation, S.Z.; writing—review and editing, S.Z. and T.C.; funding acquisition, Y.L. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (No.
52007124) and Liaoning Province Central Leading Local Science and Technology Development Funds
Program Project (2021JH6/10500166) and The unveiling of the list of hanging science and technology
research and development special (2021JH1/10400009).

Data Availability Statement: The data that support the research of this paper are available upon rea-
sonable request from the corresponding author and with the permission of the Shenyang University
of Technology.

Acknowledgments: The authors would like to thank Shenyang Huaren Wind Power Technology Co.,
Ltd. for providing the 2MW wind turbine data and test platform.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Equation (2) can be specifically expressed as follows.
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A is a 45 × 45 × 22 matrix. The upper left 7 × 3 corner of the matrix for the first
balance point can be represented as:

A =



0 0 0
−0.0001× 105 0 0

0 0 0
0 0 −0.0001× 105

0 0 0
0 0 0
0 0 0


(A1)

B is a 45 × 3 × 22 matrix. The upper left 7 × 3 corner of the matrix for the first balance
point can be represented as:

B =



0 0 0
0 −0.0003 0
0 0 0

0.0162 0.0002 0
0 0 0
0 0 0
0 0 0


(A2)

C is a 12 × 45 × 22 matrix. The upper left 7 × 3 corner of the matrix for the first
balance point can be represented as:

C =



0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

−0.0865× 109 −0.0003× 109 0


(A3)

D is a 12 × 3 × 22 matrix. The upper left 7 × 3 corner of the matrix for the first balance
point can be represented as:

D =



0 0 0.846× 103

0 0 0
0 0 0.001× 103

0 0 0
0 0 0
0 0 0

−0.0137× 103 −0.1039× 103 −0.0010× 103


(A4)

x includes 45 state variables. The first three are shown below.

Table A1. Partial state variables.

State Variables

1 Tower displacement Mode 1
2 Tower velocity Mode 1
3 Tower acceleration mode 1

u includes 3 input variables.
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Table A2. Input variables.

Input Variables

1 Wind speed
2 Pitch angle demand
3 Generator torque demand

y includes 12 output variables.

Table A3. Output variables.

Output Variables

1 Measured power
2 Measured generator speed
3 Generator torque
4 Pitch angle
5 Tower Mx, Height = −15 m
6 Tower Fx, Height = −15 m
7 Tower My, Height = −15 m
8 Tower Fy, Height = −15 m
9 Tower fore-aft acceleration, height = 60 m
10 Tower fore-aft velocity, height = 60 m
11 Tower side-side acceleration, height = 60 m
12 Tower side-side velocity, height = 60 m
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