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Optimization of Scannable Latches for Low Energy
Victor Zyuban, Member, IEEE

Abstract—This paper covers a range of issues in the design of
latches and flip-flops for low-power applications. First it revisits,
extends, and improves the energy-performance optimization
methodology, attempting to make it more formal and compre-
hensive. The data-switching factor and the glitching activity are
taken into consideration, using a formal analytical approach,
then a notion of an energy-efficient family of configurations is
introduced to make the comparison of different latch styles in the
energy-performance space more fair. A recently proposed method-
ology for balancing hardware intensity in processor pipelines is
applied to latch design to facilitate the selection of the objective
function for tuning transistor sizes. The power dissipation of the
clock distribution is taken into account, supported by simulations
of extracted netlists for multibit datapath registers. Practical
issues of building a low overhead scan mechanism are considered,
and the power overhead of the scannable design is analyzed. A
low-power level-sensitive scan mechanism is proposed, and results
of a comparative study of scannable latches are shown. The
applicability of the proposed scan mechanism to a wide variety of
latches is demonstrated.

Index Terms—Circuit tuning, curcuit power, energy, flip-flop,
glitching, latch.

I. INTRODUCTION

SINCE THE IMPORTANCE of designing low-power high-
performance timing elements has been recognized, many

low-power latch and flip-flop studies have been published [28],
[10], [26], [2]. A number of papers have proposed new styles
of latches and flip-flops that improve speed [8], [9], [13], [18],
[19], [27], reduce energy [7], [14], [16], [17], [30], or demon-
strate improvements in other important characteristics of timing
elements, such as race immunity, noise immunity, and testability
[12], [14]. Other works have compared various latch styles in
the energy-performance design space and established a robust
methodology for the comparison [6], [12], [15], [23], [24], [29].

This paper extends the existing power-performance opti-
mization methodology in several aspects. First the methodology
is formalized by using analytical formulas to take into account
both thedata switching activityand theglitching factor, based
on [29]. A formal optimization of every latch style in the
energy-performance space is performed before comparing
different latch styles through constructingenergy-efficient
families of configurations for every latch. Issues of tuning
transistor sizes in latches are considered, and efficient methods
for building energy-efficient families are described.

In this work, we apply a recently introduced methodology
[31] for balancinghardware intensityin processor pipelines to
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the latch design and derive relations which will help designers
balance the tuning target in latches with that in logic, in an
energy-efficient manner. Our analysis indicate that in many
today’s microprocessors latches are over designed, when
compared to the rest of the hardware.

Breakdowns of the power for some of the commonly used
latches show that the power of the local clock distribution net-
work may constitute a significant portion of the power dissi-
pated by a latch. Therefore, when comparing different latches
for energy efficiency it is essential that the power dissipated in
the local clock distribution network be taken into account, be-
cause different latches present different requirements as well as
different amounts of capacitive load on the local clock distri-
bution network. In this work we analyze power dissipated by
the clock distribution network, and compare the single-phase
clocking scheme with two-phase clocking.

One of the practical issues of building latches for testable de-
signs is the integration of the scan mechanism into the latch. As
shown in this paper, the power overhead of the scannable de-
sign can be significant, meanwhile the complexity of modern
microprocessors has reached the point where saving power by
implementing a nonscannable design is not viable. In this paper,
we show a low-power overhead level-sensitive scan mechanism
which can be used with a wide variety of recently reported
edge-triggered and pulsed latches. We furthermore, compare it
with other approaches for building scannable designs in terms
of energy, based on simulations of extracted layouts, and give
areas of the layouts drawn in a state of the art technology.

II. OPTIMIZATION AND COMPARISONMETHODOLOGY

A. Performance Measurement

The methodology for comparing the performance of dif-
ferent latches used in this paper consists in evaluating the
following metric [23], [24], [18], [27], based on simulation of
the switching of the latch for varying values of the data setup
time

- - (1)

where is the setup time, and is a delay through
the latch, measured from the appropriate transition at the clock
input and the corresponding transition at the latch output. In the
formula the chooses the maximum delay between the pos-
itive and negative transitions, and the chooses the smallest
value of the sum for all values of the delay between the transi-
tions at the data and clock inputs, - - , as shown in Fig. 1.
For the design in Fig. 1, the minimum value for the sum is
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Fig. 1. Evaluation of the performance metric.

reached when the delay between the data and clock transitions is
- - ps, and the delay through the latch at this point

is ps. Thus, we put for this latch
ps ps ps. All delays are

measured assuming a load of four minimum size inverters and
a 50-track-long wire capacitance.

Another performance metric used in other works [14] consists
in evaluating the sum

(2)

where is the nominal delay and is defined as data
to clock offset that corresponds to a relative increase byin the

delay from its nominal value. The selection of the value
of is somewhat arbitrary. The value of was used in
[14]. Although, by construction of metrics (1) and (2), the latch
insertion penalty measured using (2) is always higher than
that measured with (1), for all latches that were simulated in
this work both metrics produce very close results. For example,
for the curves in Fig. 1, the values of and , mea-
sured according to (2) with are 136 ps and 261 ps,
respectively, which results in approximately the same value for

as measured with (1), ps.

B. Energy Measurement

A significant obstacle in calculating power directly by sim-
ulation is that power dissipation is strongly pattern dependent.
For example, in a latch the power depends on the average
number of transitions at the data input, as well as their time
positions with respect to clock. The typical methodology used
in most of the prior art is to estimate the power of a latch for
two values of the switching activity at the data input:
and [14], [18], and then calculate the average power as
a linear combination of the power under these extreme cases,
with the weights depending on the data switching factor.
Other works report energies dissipated for a limited set of input
data patterns, assuming a free running clock [2], [7], [23],
[24], The spuriousswitching activity, orglitching at the data
input is typically either neglected [2], [24], [25], [27] or added
afterwards [14].

Our analysis shows that in low-power designs, especially
those with relatively shallow pipelines, the power dissipated
in latches due to the spurious activity at the data input isnot
negligible. Table I shows the measured average number of

TABLE I
AVERAGE NUMBER OF TRUE AND SPURIOUSTRANSITIONS PERCYCLE

AT THE OUTPUTS OFFUNCTIONAL UNITS FOR RANDOM INPUT

PATTERNS WITH � = 0:3

spurious transitions per cycle at the outputs of several func-
tional units. The second column shows the critical path delay,
measured in FO4 units. The glitching activity was measured by
simulating functional units for random input patterns with the
switching factor applied to the inputs for 200 cycles.
The total number of transitions was measured at the outputs
of the functional units, then the simulation runs were repeated
under the zero-delay model to measure the value of the “true”
switching activity at the outputs. The difference between the
two values gives the average number of spurious transitions
per cycle.

In microprocessors that extensively use the clock gating tech-
nique all transitions at the latch data input (true transition and
glitches) while clock is gated can be modeled as spurious transi-
tion, which effectively increases the glitching factor [6]. There-
fore, the effective glitching factor in clock-gated designs can be
somewhat higher than the values reported in Table I.

Our simulations show that, depending on the latch circuitry,
the data true switching factor, and time positions of spurious
transitions at the data input, the presence of the glitching activity
of 0.3 transitions per cycle increases the average energy dissi-
pated by a latch by from 3% to 30%. For some latches the en-
ergy effect of glitching can be measured sufficiently accurately
by simulating the energy dissipated by one glitch at the data
input and then multiplying it by the average number of glitches
per cycle [14], while for many latches such a simplification may
produce an error of as high as 10%. Considering that many of
competing latch styles proposed or compared in recent works
differ by no more than 5% in energy dissipation, we believe, ap-
plying a more detailed analysis of energy dissipation in latches
is justified.

A formal approach for analyzing energy dissipated in latches
developed in [29] models the circuit as a directed graph, called
thestate transition diagram(STD) [11], [21], such that there is
a one-to-one correspondence between edges in the graph and
power-dissipating events in the circuit. An algorithm to con-
struct the STD for a latch is described in [29]. As an example,
Table II shows all reachable states for the sense amplifier
latch [3], shown in Fig. 3(a), not distinguishing between states
that only differ by voltage levels at nodesG andH. The eight
columns in the table give the voltage levels at all nodes in the
circuit for every state. The corresponding STD is shown in
Fig. 2(a).

It is important to emphasize that we attribute the energy dis-
sipated for charging/discharging the capacitances at the clock
and data inputs to the latch itself, rather than to a fan-in gate or
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TABLE II
REACHABLE STATES IN THE STD OF THE SA LATCH. “1” AND “0” D ESIGNATE

VOLTAGE LEVELS AT THE NODES OF THECIRCUIT

(a) (b)

Fig. 2. State transition diagram of the (a) symmetric sense amplifier latch
(simplified); and (b) proposed nonsymmetric SA latch.

(a) (b)

Fig. 3. Transistor diagrams. (a) Symmetric sense amplifier latch, (b) Proposed
nonsymmetric sense amplifier latch.

the clock distribution tree. It is important that the input capac-
itance of the wiringwithin the latch layout be included. Simi-
larly, we do not include the energy dissipated for charging/dis-
charging the load driven by a latch into latch energy. However,
the output capacitance of the wiringwithin the latch layoutmust
be included. Such a convention makes the energy comparison
between different latches more fair, however this also makes the
STD more complicated compared to those presented in other
works [23].

Energy weights for every edge in the STD are calculated
using a simulator or, for rough estimates, manually, using the

formula , where is the sum of ca-
pacitances at all nodes that have different voltage levels in the
states connected by the edge. As an example, using Table II,
the energy weight of path that corresponds to the
latching of a new data (zero) at the rising clock edge is

. To arrive at this expression, capacitances at all
nodes in Table II that have different logic levels in columns three
and seven were multiplied by and the corresponding
voltage swing.

Then, based on the probabilistic analysis of the STD, pre-
sented in [29], analytical formulas are derived for the power of
a latch that express latch power in terms of true and spurious
switching activities at the data input

(3)

where

In these formulas is the switching activity as defined in [29],
is the probability of latching “1,” are energy weights

of paths , in the graph that are traversed
when was latched in the previous clock cycle and the data
has changed to (or has not changed if ). For the STD in
Fig. 2(a) some of the paths are ,

, , and
. The path energy weight is obtained by

summing the energy weights of all edges in this path.
For accurate estimates, we simulate the latch, using an input

pattern that causes the latch to go through every single edge in
the STD, and energy weights are measured by the simulator. It
turns out that every term in all derived power formulas includes
only energies dissipated on complete cycles in the STD, which
allows us to measure these energies by integrating the current
of the power supply, in case the simulator does not support the
measurements of the instantaneous power.

In the presence of the spurious activity at the data input, a
formula similar to (3) is derived in [29] that is valid for all rea-
sonable latches known to the author

(4)

where

Here, is the average power in the absence of glitches
calculated by (3), the average number of spurious pulses
during one clock cycle calculated as , where
is the probability that exactly spurious pulses occur during
one clock cycle. In particular, is the probability that zero
spurious pulses occur.



ZYUBAN: OPTIMIZATION OF SCANNABLE LATCHES FOR LOW ENERGY 781

In many latches, spurious pulses occurring when clock is
high dissipate more (or less) energy than those occurring when
clock is low. This is accounted by the term , where

is the average number of spurious pulses per cycle occur-
ring while clock is high. In these formulas denote a path in
STD traversed whenwas latched in the previous clock cycle
and the true data value has changed to, (or
has not changed if ) and when spurious pulses oc-
curred in this clock cycle. In the above formula, the summa-
tion of the energy weights is taken along such paths. For ex-
ample, in Fig. 2(a), , and

. is the en-
ergy dissipated by one spurious pulse, provided that at least one
spurious pulse has occurred before it. For the STD in Fig. 2(a),

is the energy dissipated on the cycle
, or , and is the

energy dissipated on the cycle , or
.

Thus, the average total latch power in (4) is a sum of the
“true” portion multiplied by the probability that no spurious
pulses occur during one clock cycle,, and the “spurious” por-
tion which depends on three parameters:and —the average
number of spurious pulses per cycle, when clock is low and high,
respectively, and . The term
accounts for the difference between the energies dissipated by
the first and subsequent spurious pulses. For some latches [in
particular, for those represented by the STD in Fig. 2(a)], it
cancels with , and the expression reduces to

. In this special case, the addi-
tional energy due to glitches at the data input can be measured
by simulating the energy dissipated by one glitch and then mul-
tiplying it by the average number of glitches per cycle.

C. Proposed Nonsymmetric Sense Amplifier Latch

To demonstrate the usefulness of the STD technique, we
show how a simple modification to the sense amplifier latch for
single-rail designs may reduce the delay through the latch with
zero increase in energy or area. The modification of the sense
amplifier latch, shown in Fig. 3(b) consists in interchanging
input to theNANDs in the second stage, so that the “S” signal
is connected to the lower input and the “R” signal—to the
upper input of the correspondingNAND gates. The result of
this modification is that the capacitance charged/discharged on
the slower transition [path in Fig. 2(a)]
is minimized at the expense of somewhat higher capacitance
charged/discharged on other transitions in the STD.

The state table of the modified nonsymmetric latch is shown
in Table III, and the STD is shown in Fig. 2(b). According to Ta-
bles II and III the capacitance charged/discharge on the slower

transition in the modified latch is reduced by the ca-
pacitance at node , compared to the original symmetric
latch in Fig. 3(a). The capacitance charged/discharge on path

that corresponds to the faster transi-
tion in the modified latch is increased by . As a result, the
worst-case delay is reduced, at the expense of some increase
in the delay of the faster transition, which improves the per-
formance characteristics of the latch, according to the perfor-

TABLE III
REACHABLE STATES IN THE STD OF THENONSYMMETRIC SA LATCH. “1” AND

“0” D ESIGNATEVOLTAGE LEVELS AT THE NODES OF THECIRCUIT

mance metric, defined in Section II-A. Since the total capaci-
tance charged/discharged on any complete cycle in the STD in
Fig. 2(b) remains unchanged, the described modification does
not have any power overhead. We also verified that this modifi-
cation does not incur any layout area overhead.

Simulations show that this simple modification results in
5% worst-case delay reduction, compared to the configuration
where both “R” and “S” signals are connected to the lower
inputs of theNAND gates, Fig. 3(a), and in 3% delay reduction
compared to the configuration where both “R” and “S” signals
are connected to the upper inputs [7] of theNAND gates.

D. Tuning Transistor Sizes

Before comparing it with other latches, every latch must be
optimized for an energy-performance metric, in order to make
sure that the best configurations of every latch are compared.
However, it turns out that it is virtually impossible to come up
with a single metric that would be fair for every latch—some
latches are more suitable for high-speed designs, others—for
low-power, but slower designs [6].

To avoid this uncertainty,energy-efficient familyof config-
urations should build for every latch, which is a set of con-
figurations, each of which results in the highest performance
among all configurations dissipating the same power, or the one
that dissipates the least power among all configurations that
deliver the same performance. If plotted in the power-versus-
performance coordinates,energy-efficientconfigurations form
a convex hullof all possible configurations of a given latch. As
a demonstration, Fig. 4 shows an example of building an en-
ergy-efficient family for a low-power version of the sense am-
plifier latch built in an experimental 0.18m technology.

It was shown in [20] and [31] that the energy-efficient curve
in energy-versus-delay coordinates can be approximated by re-
lation

(5)

where is a technology-dependent constant, whose value was
empirically measured to be in the range from 0.2 to 0.4 for a
0.13 m bulk technology, depending on the circuit type, and

and are the asymptotes of delay and energy that can be
approached through tuning the circuit.

In this work we built energy-efficient families by optimizing
every latch to minimize the cost function

(6)
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Fig. 4. Building energy-efficient family for a latch.

Fig. 5. Typical energy-efficient curve and constant cost function contours for
 = 0:2 and = 0:8.

where is the sum of the setup time and the delay through the
latch, as defined in Section II-A, and is the average energy
dissipated by the latch in one clock cycle, determined according
to Section II-B for and , and are
estimates of the corresponding lower bounds.

Fig. 5 gives a graphical interpretation of the process of
building the energy-efficiency family using cost function (6).
The solid line plots a typical energy-efficient curve for a latch.
Dotted lines show several contours of the cost function (6), for
two values of optimization parameter. Point at which
the energy-efficient curve touches the lowest of the contours
( with the smallest value of ) corresponds to the
energy-efficient implementation for this value of.

Many types of functions can be used as a cost function [20].
We used (6) because it resulted in a consistent convergence of
the circuit tuner. Sometimes in theoretical studies the following
expression [1], [5], [20], [22], [30], [31] is used for the cost
function:

(7)

where is an optimization parameter, . The conver-
gence of the tuning process using an objective function of this
form requires that the curvature of the energy-delay curve sat-

isfies . This
constraint is typically satisfied in CMOS circuits which have a
nonzero lower bounds on delay and energy,and . Then the
tangent to the energy efficient curve at point is
related to the optimization parameterin (7) as

(8)

or

(9)

Thus, is the ratio of the relative increase in energy to the
corresponding relative gain in delay achieved through transistor
tuning for designs on the energy-efficient family. Simply put, it
is the value of % power per % performance for an energy-effi-
cient design. Because of this property optimization parameter
in (7) was called ahardware intensityin [31]. In other words,
hardware intensity is a measure of how aggressively a hardware
block has to be tuned to meet the delay requirement.

If the optimization function (7) is used for building an energy-
efficient family, the convergence of the tuning process is not
as good as with function (6), because the contours of function
(7) have a shape (curvature) close to that of the typical energy-
efficient curve (5). However, for any energy-efficient curve there
is a one-to-one correspondence between optimization parameter

in (6) and the energy efficiency in (7)

(10)

This allows us to use for optimizing latches a cost function that
results in a consistent convergence of a tuner, and still use the
theoretical expressions for hardware intensity derived in [31].

Typically, the cycle time requirement can be met at different
combinations of hardware intensityand power supply voltage

. In [31], a condition for the optimal balance between
and was derived, such that for a given critical path delay re-
quirement, the energy reaches its minimum over the two-dimen-
sional space . For a pipeline stage that consists of
blocks that are designed and optimized independently, the op-
timal balance between the power supply voltage and the hard-
ware intensity is achieved when

(11)

where is the hardware intensity in block, is the delay
weight of block , , and is the corresponding
energy weight, , calculated taking into account the
activity factors. Here is the clock period and is the average
total energy of the pipeline stage. The voltage intensityis de-
fined in [31] as a ratio of the dimensionless derivatives of the
delay and energy with respect to the power supply voltage

(12)

Voltage intensity function depends on many factors. For
a 0.13 m bulk technology, was measured to grow ap-



ZYUBAN: OPTIMIZATION OF SCANNABLE LATCHES FOR LOW ENERGY 783

proximately linearly with , from a value of 0.5 at the low
range of to a value of 3 at the upper limit of .

Let us apply (11) to a pipeline stage that consists of a block
of latches and a cloud of logic which are typically designed and
tuned independently. Assume that for the chosen design
point, and assume that the latch delay constitutes 20% of the
cycle time and the delay through the logic is 80% of the cycle
time. Furthermore, assume that latches are responsible for 30%
of the total power of the pipeline stage, not including the power
of the clock distribution. Then, using (11), the optimum hard-
ware intensity for latches is , and
that for the logic is . Thus, for
the assumptions above, latches should be optimized less aggres-
sively than logic. With the help of (11) the actual value of op-
timal hardware intensity for latches and logic can be determined
for any microprocessor.

III. CLOCK DISTRIBUTION POWER

When comparing different latches for energy efficiency it is
essential that the power dissipated in the local clock distribution
network be taken into account, because different latches present
different requirements as well as different amounts of capac-
itive load on the local clock-distribution network. Moreover,
some latch styles require two clock phases, others use only one
phase, and pulsed latches require a pulse generation circuitry.
The power overhead of the clock gating mechanism also needs
to be taken into account. The power dissipated in upper levels of
the clock distribution network largely depends on the chip size,
the total number of latches and their locations, and much less on
the latch design. Therefore, the power of the global clock-dis-
tribution network can be analyzed independently.

To determine the portion of the total power that is dissipated
in the local clock-distribution network we developed layouts
for 16, 32, and 40 bit datapath registers built of single-phase
nonsymmetric sense amplifier latches, Fig. 3(b) and two-phase
master-slave CMOS latches, Fig. 8, both designed in a 0.13m
technology, with a 12 track bit step. The latches were optimized
for low values of hardware intensity , which, according
to (11) corresponds to the energy-efficient operation point at

V [31]. The designs included the local clock buffers
and the clock gating mechanism which consists of a retiming
latch and aNAND gate. For two-phase latches the local clock
buffer includes a clock splitter that generates two nonoverlap-
ping phases of clock.

We ran power measurements on the extracted netlists, ac-
cording to the methodology described in the previous section,
for the data switching factor , and the glitching activity

. Figs. 6 and 7 show the power breakdown for the two-
phase CMOS and single-phase sense amplifier latches. The
total power of the multibit registers which includes the power
dissipated in the local clock buffer and clock gating mechanism
was divided by the number of bits in those registers. The results
in Figs. 6 and 7 correspond to the 16-bit registers, the corre-
sponding results for wider register are similar, except that the
power overhead of the retiming latch is shared between a larger
number of individual latches.

Fig. 6. Power breakdown for the two-phase CMOS datapath latch.

Fig. 7. Power breakdown for a SA datapath latch.

Results in Figs. 6 and 7 show that the power dissipated in the
local clock distribution network is significant, and it is different
for different latch styles, constituting 31% of the total power of
the two-phase CMOS latch and 17% of the total power of the
single-phase sense amplifier latch. The power portion associated
with the clock distribution is typically even higher in autoplaced
or ASIC designs, because of longer local-clock wires. It can also
be more significant in high-frequency designs, where the ob-
jective of minimizing the clock skew is achieved by reducing
the transition times in the clock distribution network, which re-
quires using larger transistor sizes in clock buffers.

Another observation from data in Fig. 6 is that for calculating
the load presented by a latch to the local clock-distribution net-
work, it is important not to neglect the capacitance of the clock
wiring inside the latch cell (clock internal wire in Fig. 6). We
found that for latch designs using very small transistor sizes,
the internal wiring of the clock may represent from 5% to 20%
of the total capacitive load on the clock.

Finally, our analysis indicates that in a low-power design
which uses very small transistors, a latch that can work with a
single phase of the clock has at least a 15% power advantage
over a latch that requires two phases. As mentioned above, the
power overhead of generating and distributing the second clock
phase may be even higher (as high as 30%) in high-frequency
designs, or ASIC designs.
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Fig. 8. LSSD transmission gate latch (above) and CMOS latch (below).

IV. SCANNABLE LATCHES

The integration and complexity of modern systems has grown
to the point where saving power by building a nonscannable de-
sign is no longer an option. The power overhead of the scannable
design may be significant. For example, the study in [4] has re-
ported a 54% increase in power of an LSSD standard cell de-
sign over the identical nonscannable design. In this section we
analyze the power overhead of existing approaches to building
scannable latches and describe a new, low power level sensi-
tive scan mechanism that can be applied to a variety of single
phase and two-phase latches, including edge-triggered latches,
pulsed latches [8], [16], [23], [24], [27], and dual edge triggered
flip-flops [15], [17], [27].

There exist two major approaches to building scannable
designs: edge-triggered and level sensitive, level sensitive
scannable design (LSSD) scan. Because the LSSD scan is
race free, it is more robust than the edge-triggered scan, and it
preserves the integrity of the scan chain even in the presence of
significant clock skews [4]. For this reason LSSD is the scan
mechanism of our choice.

The standard way of implementing an LSSD master-slave
latch is shown in Fig. 8 for the transmission-gate latch, and
C MOS latch. In these latches, the power overhead of the scan
mechanism in the normal operation mode consists of the power
of charging/discharging the drain capacitances of transistors
and (which are cutoff in the normal operation mode), the
gate capacitances of transistors and in the next latch
of the scan chain, and the capacitance of the wire that connects
latches in the scan chain, .

The length of the scan wire can be quite small (10to 20 m)
between adjacent latches in custom datapath registers, however
it is much longer (several hundredm) for wires that connects
the scan output of the last latch in a register with the scan input
of the first latch in the next register in the scan chain. Moreover,
extra buffering may be required to decouple the capacitance of
the long scan wire from the datapath. Also, the scan wire capac-
itances are much higher in ASIC designs. We will use a some-
what optimistic value of 40 m for the average length of the

Fig. 9. Low-power level-sensitive scan mechanism.

scan wire, which translates into approximately 8 fF of capaci-
tance in a 0.13 m technology.

The extra capacitance of the scan mechanism is
charged/discharged during the normal operation mode every
time the output of the latch changes, so that the energy over-
head of the scan mechanism in the normal operation mode is

per latch. For the listed assumptions
is approximately 12 fF for a low-power custom design,

but may be higher for the ASIC design flow. For a “typical”
low-power microprocessor with 30 000 latches, running at

MHz at V, with average the power
overhead of the scan mechanism is approximately 31 mW, or
even higher, which may not be negligible in state of the art
low-power designs.

Even if the power overhead of the conventional scan mech-
anism is tolerable, the scannable latches in Fig. 8 require two
phases of clock, and , in the normal operation mode,
which, according to Section III, increases the total power of
the clocking system in a low-power microprocessor by 15% to
30%.

To avoid the power penalty of the second clock phase, the
latch should operate with a single clock phase during the normal
mode, and during the scan mode it should operate as a master-
slave latch with two nonoverlapping clock phases, as required
by the LSSD standard. Also, to reduce the power overhead of
the scan, it is desirable to separate the scan output of the latch
from the data output, so that the wire connecting latches in the
scan chain does not toggle in the normal operation mode.

Fig. 9 shows the proposed scan mechanism that has this prop-
erty. The master latch in Fig. 9 can be any type of a single phase
latch, or a two-phase latch, for example, edge-triggered latch,
pulsed latch [23], [27], or dual edge triggered flip-flop [17],
[15].

The scan latch is a low area, slow, level-sensitive latch, con-
trolled by clock B. The output of the scan latch is the scan output
of the entire flip-flop. It is connected to the scan input of an-
other latch in the scan chain. During normal operation mode,
clock A and clock B are kept at the low level, and the flip-flop
works as a conventional latch, whereas scan latch is in the non-
transparent state, so that the scan output does not toggle, and
the internal capacitances inside the scan latch do not toggle ei-
ther. This reduces the power dissipation in the normal operation
mode. During the scan mode, clock C is kept at the low level,
and the flip-flop works as a master-slave latch, controlled by
nonoverlapping clocks A and B, providing a robust, level-sen-
sitive scan operation.
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Fig. 10. Scannable latches. (a) ep-SFF. (b) SSASPL. (c) ep-DSFF. (d)
DPSCRFF. (e) PPCF. (f) N-CF.

Figs. 10, 11, and 12(a) show implementation examples of the
above scan mechanism, applied to some of the recently pub-
lished latches [13], [15], [17], [23], [27].

The low-energy overhead of this scan mechanism is achieved
by mixing in the scan-in data at the second stage of the latch. The
scan-in data signal, is written in through transistors and

, or and . High level of clock enables the scan-in
write operation. The “scan” latch is a level sensitive latch con-
trolled by clock . During the scan mode clock is kept at the
low level, and the master stage of the latch and the “scan” latch
work as a master-slave latch, controlled by clocksand , as
required by LSSD.

During the normal operation mode clocksand are kept at
the low level, and the latch operates as a conventional latch. The

Fig. 11. Scannable HLFF latch.

Fig. 12. Scannable sense amplifier latch. (a) Proposed LSSD scannable latch.
(b) Prior art edge-triggered scannable SA latch.

energy overhead of the proposed scan extension is reduced to
the drain capacitance of two minimum-sized transistorsand

, connected to the complimentary nodes of cross-coupled
inverters, and gates of two minimum-size transistors in the scan
latch, plus some overhead due to internal wiring and increase in
area, .

This extra capacitance is charged or discharged at most once
per clock cycle, and is not affected by spurious transitions at
the data input. Thus, the energy overhead of the proposed scan
mechanism is

where is the “true” switching activity at the data input.
A prior art edge-triggered scannable version of the SA latch

[18] is shown in Fig. 12(b). During the normal mode of oper-
ation the input signalScan is low, and the SA current flows
through transistors or , controlled by the input data sig-
nals and . During the scan mode the signal is high,
and the SA current flows through transistors or , con-
trolled by the scan-in signalsand . This implementation of
the scan-in capability has a very high-power overhead, because
it significantly increases the capacitance at the bottom part of
the latch (nodes , , , , and ). Since these nodes are
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TABLE IV
ENERGY, AREA, AND PERFORMANCEOVERHEAD OF SCANNABLE SA LATCH

charged and discharged every clock cycle, independent of the
switching activity, the increase in energy dissipation equals

where is the increase of the capacitance at nodes, ,
, and in Fig. 12(b), and is the sum of the gate

capacitances of transistors and in the next latch of the
scan chain, and the capacitance of the wire that connects latches
in the scan chain, .

An alternative implementation of the scan feature by means
of multiplexing the input and scan-in data in front of the latch
degrades the performance of the latch by increasing the setup
time, moreover, it leads to an increase of the energy dissipation
which is proportional to the sum of the input data switching
activity and the glitching factor,

where is the capacitance of the multiplexor at the input,
is the input data switching activity,is the glitching factor at the
data input (one glitch represents two spurious transition), and

is the sum of the input capacitance of the multiplexor
in front of the next latch in the scan chain, and the capacitance
of the wire that connects latches in the scan chain,

.
To determine the exact energy overheads of the described

scan mechanisms we developed layouts in a 0.13technology
for three versions of the scannable sense amplifier latch:
scannable latch with the prior art scan mechanism [18] in
Fig. 12(b), multiplexor-based design, described above, and
scannable latch with the new scan mechanism, Fig. 12(a). The
layouts for all latches were designed to fit into 12 tracks. The
second column in Table IV shows the layout areas of these
designs. Notice that the prior art design [18] has a 25% area
advantage over the two other designs.

The next three columns in Table IV estimate the energy over-
head of adding the scan feature to the SA latch using the three
approaches. The fourth column estimates the capacitance values
in the energy overhead formulas, based on wire capacitance for
a 0.13 m technology and simulations of the extracted netlists.
The fifth column gives the energy overhead estimates for typ-
ical values of the data switching activity and the glitching factor,
from Table I. Notice that corresponds to the average
of spurious transitions per cycle.

The results in Table IV show that the proposed scan mech-
anism reduces the energy overhead of the scannable latch 4.5
times, compared to the input multiplexed design, and 11 times,
compared to the prior art design in Fig. 12(b). This advantage

can be even more significant in high glitching nodes, or in clock-
gated designs. Under the same conditions the full sense ampli-
fier latch in Fig. 12(a) dissipates about 11 fJ per clock cycle.
Thus, using the proposed approach results in more than 30%
energy savings in the scannable SA latch.

In terms of the effect on the latch performance, the proposed
scan mechanism has a 25 ps delay overhead in a latch with the
lowest power level. This result is based on the simulations of the
extracted netlist, and it includes the effect of increase in the area.
The delay overhead is approximately the same as the delay over-
head of the prior art approach in Fig. 12(b) which is 28 ps, and
is significantly smaller than the setup time overhead of the mul-
tiplexor-based approach which is close to 100 ps for the same
conditions. The latch insertion delay overheads are summarized
in the last column of Table IV.

V. COMPARATIVE STUDY

We have done a comparative study of a number of different
latch styles to identify the ones that are most suitable for low-
power designs. Since the power-supply reduction is essential for
reducing energy, we primarily focused on static and semistatic
latches because of their higher noise margin. Also, since
reduction plays such an important role, we were particularly
interested in those latches whose performance degrades the least
as is reduced [2].

In this paper, we show results only for four latch styles: LSSD
scannable CMOS latch; LSSD transmission gate latch, Fig. 8
without the input data inverter which is needed to protect the
transmission gate input, but can be omitted under certain con-
ditions in custom datapaths; scannable sense amplifier latch,
Fig. 12(a), and semistatic true single phase RAM latch [30] de-
rived from [28]. The optimization described in Section II was
applied to every latch: the sum of the setup time and delay was
used as a measure of performance,, and the expression (6) was
used as a tuning cost function. The optimization parameter was
changed from 0.1 to 0.9 to generate theenergy efficientcurve for
each latch for V. A bulk technology was used with a
0.13 m feature size. Then allenergy efficientconfigurations of
every latch were simulated for lower values of ,
V and V. No additional tuning was done however.
The results are shown in Fig. 13, for the activity factor of 0.3
transitions per cycle, and the spurious activity of 0.15 glitches
per cycle.

Extensive use of clock gating effectively increases the
switching factor and the glitching activity. Fig. 14 plots the
average energy per cycle of the same latches for higher value of
the switching and glitching activities. Low-energy consumption
of the scannable sense amplifier latch even in the presence of
significant glitching activity, as well as its ability to operate
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Fig. 13. Average energy per cycle versus performance. Switching factor� =

0:3, glitching activity� = 0:15 (� = 0:1; � = 0:02; � = 0:005). Solid
lines connect points ofenergy efficientconfigurations for every value ofV dd.

Fig. 14. Average energy per cycle versus performance. Switching factor� =

0:5, glitching activity� = 0:55 (� = 0:2; � = 0:1; � = 0:05). Solid
lines connect points ofenergy efficientconfigurations for every value ofV dd.

with reduced swing signals make it a good candidate for
low-power designs.

VI. CONCLUSIONS

The energy-performance optimization methodology for
latches was extended to formally parameterize latch power in
terms of switching factor and glitching activity. The concept of
energy efficient family of configurations was used for formal
comparison of different latch styles in the energy-performance
space. Issues of tuning transistor sizes in latches were consid-
ered, along with methods for building energy-efficient families.
Theoretical analysis for balancing hardware intensity was
applied to the latch design, which indicated that the optimal
value of hardware intensity parameter in latches is typically less
than 2. Thus, it turns out that in many today’s microprocessors
latches are over-designed, compared to the rest of the hardware.
Power breakdowns for some of commonly used latches was
analyzed, and local clock-distribution power was found to be
a significant component of the total power of the clocking
system in low-power designs, which demonstrates the power
advantage of latches that operate with a single phase of clock
during the normal operation mode. Practical issues of building

a low-energy overhead scan mechanism were considered, and
a recently proposed low-power scan mechanism was analyzed
and demonstrated to significantly reduce the energy overhead of
scannable design. Results of a comparative study of scannable
latches are shown, and the proposed nonsymmetric sense
amplifier latch with the proposed scan extension was found to
be a very strong candidate for low-power designs.
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