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Abstract

This study proposes a method for predicting the wind direction against the simple automobile model (Ahmed
model) and the surface pressure distributions on it by using data-driven optimized sparse pressure sensors.
Positions of sparse pressure sensor pairs on the Ahmed model were selected for estimation of the yaw angle and
reconstruction of pressure distributions based on the time-averaged surface pressure distributions database of
various yaw angles, whereas the symmetric sensors in the left and right sides of the model were assumed. The
surface pressure distributions were obtained by pressure-sensitive paint measurements. Three algorithms for
sparse sensor selection based on the greedy algorithm were applied, and the sensor positions were optimized.
The sensor positions and estimation accuracy of yaw angle and pressure distributions of three algorithms
were compared and evaluated. The results show that a few optimized sensors can accurately predict the yaw
angle and the pressure distributions.
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1. Introduction

The automotive industry is currently undergoing a once-in-a-century transformation, and various research

and technological developments are being actively conducted to address energy and environmental issues

and to improve safety performance. Moreover, automated driving, electrification, and connectedness of

automobiles will enable the creation of unprecedented new value. One approach to advanced automotive

functionalization is the adaptive control of the vehicle and airflow around the vehicle. In a real vehicle

driving environment, natural winds are present and vehicle speed varies constantly. When a vehicle runs

at high speed, aerodynamic drag is the largest factor in fuel consumption (Hucho and Sovran, 1993), and

reduction of vehicle aerodynamic drag is indispensable for improving fuel efficiency. Especially in battery-

electric vehicles (BEV), which will become mainstream in the future, reducing aerodynamic drag is crucial

to ensure maximum range within a given battery (Andwari et al., 2017). On the other hand, aerodynamics

caused by crosswinds causes accidents due to overturning, sideslip, and rotation accidents (Baker, 1986).

The action of crosswinds changes the three-dimensional structure of the flow around the vehicle and the

aerodynamic characteristics (Krajnović et al., 2012; Bello-Millán et al., 2016; Meile et al., 2016; Tunay et al.,

2018). Particular attention should be paid to unsteady crosswinds, such as gusts, which generate unsteady

aerodynamic forces (Volpe et al., 2014). The appropriate control for crosswinds around a vehicle and solutions

to these problems can improve driving comfortability, energy efficiency, and safety.

Adaptive vehicle control can be achieved through the steering, throttling, braking, and flow control. For

flow control, active flow control that can adjust inputs appropriately is effective for adaptive control. Active

flow control is a method that uses a vehicle’s electrical power to operate, which does not require any changes

to the vehicle geometry. Active flow control includes various methods such as movable underbody diffuser,

steady blowing, pulsed jet, steady suction, and plasma actuator, which can reduce weight and size, and thus,

reduce the negative impact on vehicle performance (Mukut and Abedin, 2019). There are many studies,

both experimental and numerical, on the application of active flow control to automobiles. For example,

McNally et al. (2015) attempted to control the fluid flow by steady jets using the flat back Honda Simplified

Body in numerical and experimental approaches. Bideaux et al. (2011) attempted to control the fluid flow

by pulsed jet using the Ahmed model in an experimental approach. Wassen and Thiele (2009) attempted to

control the fluid flow by combining suction and blowing using the Ahmed model in a numerical approach.

Boucinha et al. (2011) attempted to control the fluid flow by plasma actuators using the Ahmed model in an

experimental approach. These studies have shown that active fluid control can reduce drag by 20% (Mukut

and Abedin, 2019; Bideaux et al., 2011).

The pressure distribution on the surface of a vehicle changes depending on the wind direction relative to the

vehicle (Yamashita et al., 2007). This paper proposes methods for estimating the flow direction (yaw angle)

and pressure distribution on a vehicle surface using pressure sensors installed around it. Unlike conventional

airflow inclination measurement methods such as the multi-hole probe and angle of attack vane, the proposed

method can reconstruct the pressure distribution and obtain more detailed information about the flow field.
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Since the total weight, the space for wiring, and the installation cost of sensors are limited, it is desirable to

install sparse sensors. It is necessary to optimize the position of the sensors in order to accurately estimate

the yaw angle and the pressure distribution with sparse sensors. Therefore, the data-driven sparse sampling

proposed by Saito et al. (2021b) is applied in this paper. The data-driven sparse sampling is a technique for

reconstructing full data from observation point information, and the observation point positions are optimized

using training data (Manohar et al., 2018; Loiseau et al., 2018; Manohar et al., 2021; Saito et al., 2021a).

Recently, the sensor optimization methods for this purpose have been intentionally investigated by Clark

et al. (2018, 2020a,b); Yamada et al. (2021a,b); Nakai et al. (2021); Nagata et al. (2021); Nakai et al. (2022);

Fukami et al. (2021); Carter et al. (2021); Li et al. (2021b,a); Nagata et al. (2022a,b); Inoue et al. (2022).

The data-driven sparse sampling method can identify and estimate the flow field at a low computational

cost. Zhou et al. (2021) succeeded in the real-time identification of inflow aerodynamic parameters, such

as the flow separation situation, angle of attack, and inflow velocity. Classifying the flow field is expected

to be applied to optimal feedback control (Deem et al., 2020; Kanda et al., 2021, submitted). In addition,

Kaneko et al. (2021) attempted to reconstruct the propagation time and attenuation rate distributions of

each sound source grid point to a microphone, which are required for beamforming, using the reduced-order

model with sparse sampling for the acceleration of the computation. Furthermore, it should be noted that

the data-driven sparse sampling has recently been applied to the online temperature fields reconstruction of

steam turbine casing (Jiang et al., 2022), to the fast computation of inverse transient analysis for pipeline

condition assessment (Wang, 2022), and to the improvement of signal-to-noise ratio in noisy measurement

(Inoue et al., 2021).

For the optimization of the sparse sensor positions, pressure-sensitive paint (PSP) is useful for the mea-

surement of the surface pressure distributions, which are the training data. PSP is a type of fluorescent

paint that produces luminescence according to the partial pressure of oxygen when irradiated with excitation

light. Utilizing this feature, the pressure distribution can be obtained by exciting the PSP applied to the

model and measuring it with a charge-coupled device (CCD) camera (Liu et al., 2021). This technique is

actively used in the aeronautical field (e.g. Merienne et al., 2013; Watkins et al., 2016; Sugioka et al., 2018;

Masini et al., 2020; Uchida et al., 2021). The low-pressure conditions (Anyoji et al., 2015; Nagata et al.,

2020a,b; Kasai et al., 2021) and rarefied and/or microflows (Niimi et al., 2005; Huang et al., 2015, 2020) are

also scopes of application. Since the PSP is an absolute pressure sensor, it is generally difficult to accurately

measure the pressure by PSP at low- speed conditions such as automotive aerodynamics in which pressure

changes are small. However, low-speed PSP measurement has been becoming possible through various efforts

such as temperature correction of PSP using thermocouples (Yamashita et al., 2007), optimization of images

acquisition timing (Brown, 2000; Bell, 2004; Mitsuo et al., 2005) and number (Yorita, 2012), and use of

new paint with less temperature dependence (Gouterman et al., 2004). Therefore, research applying PSP

measurement to automobile models is also being conducted (e.g. Yamashita et al., 2007; Aider et al., 2001;

Gouterman et al., 2004; Engler et al., 2002). Furthermore, the recent development of the PSP and data
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science techniques, such as fast Fourier transform (FFT), proper orthogonal decomposition (POD) (Berkooz

et al., 1993; Taira et al., 2017), and sparse sampling, have made low-speed unsteady PSP measurements pos-

sible. For example, Egami et al. (2020) developed a novel ruthenium complex-based fast-PSP and succeeded

in obtaining time-series data of pressure fluctuation with high accuracy even at a mean velocity of 20 m/s.

Peng et al. (2016) applied POD analysis to low-speed unsteady PSP data and confirmed POD analysis could

effectively remove noise. Wen et al. (2018) developed a data mining approach based on compressed data

fusion and succeeded in recovering the unsteady pressure field induced by a cylinder wake flow at low speed

from the highly noisy PSP data. In addition to these, there are many other studies that have taken on the

challenge of low-speed unsteady PSP measurements (e.g. Inoue et al., 2021; Sugioka et al., 2019; Noda et al.,

2018; Ozawa et al., 2019).

In this study, the Ahmed model (Ahmed et al., 1984), also known as the simple automobile model, is

used to validate the proposed framework. The flow around an Ahmed model is representative of the flow

around the actual vehicle and is a good reference for the investigation of the aerodynamic characteristics

of the actual vehicle (Yu and Bingfu, 2021). There are a number of studies on the elucidation of the flow

structure around an automobile using the Ahmed model, both experimental (e.g. Ahmed et al., 1984; Thacker

et al., 2012; Tunay et al., 2016) and numerical (e.g. Krajnović and Davidson, 2005; Guilmineau, 2008; Corallo

et al., 2015; Keogh et al., 2016). The effects of vehicle spacing (Watkins and Vino, 2008) and overtaking

(Uystepruyst and Krajnović, 2013) on aerodynamics have also been investigated with the Ahmed model. In

this study, time-averaged pressure distribution data on an Ahmed model at various yaw angles are obtained

by the PSP measurement as training data, and sparse sensor position optimization is performed for the yaw

angle estimation and the pressure distribution reconstruction. Three different sensor position optimization

algorithms based on the greedy algorithm are applied, and the sensor positions selected by each algorithm

and the relationship between the number of sensors and the estimation error of the pressure distribution and

the yaw angle are discussed.

2. Computational Algorithm

This study uses the time-averaged pressure coefficient CP distribution data on the left and right sides of

the Ahmed model at various yaw angles. Here, a data vector of pixel units, converted from the luminescence

intensity captured by PSP images, is represented as the CP distribution. Figure 1 shows the schematic of

the yaw angle estimation and pressure distribution reconstruction. The p-sparse pressure sensor pairs are

installed at the same position on the left and right sides of the model. Here, the symmetric sensors in the

left and right sides of the model were assumed, and therefore, the term “sensor pair” represents the sensors

symmetrically placed on the left and right sides of the body in this study. The yaw angle is estimated and

the pressure distribution is reconstructed from the observed values y from the sensors. The optimization of

the placement of the sparse pressure sensors corresponds to the problem of choosing the pixel to be observed.

Here, the number of sensor pairs is reduced by using a common sensor for the yaw angle estimation and the
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pressure distribution reconstruction.

The yaw angle is positive counterclockwise. Therefore, when the yaw angle is positive, the left side is

leeward. When PSP measurements are conducted on the left side of the model for each yaw angle from −ϕl
to ϕl, the vector that stores the yaw angle φ ∈ Rm is defined as follows:

φ =
[
φ1 φ2 · · · φm

]T
=
[
−ϕl · · · −ϕ1 0 ϕ1 · · · ϕl

]T
,

(1)

where l = (m− 1) /2 and φl+1 = ϕ0 = 0. Here, the superscript T represents the transpose of the matrix.

The pressure data matrix on the left side Xleft ∈ Rn×m is defined as follows:

Xleft =
[
x1 x2 · · · xm

]
, (2)

where xj ∈ Rn is a column vector of the time-averaged pressure distribution on the left side at an arbitrary

yaw angle. The subscript number j of φj corresponds to that of xj .

Due to the assumption of the symmetry of the left and right sides, the pressure data matrix of the right

side Xright ∈ Rn×m can be written as:

Xright =
[
xm xm−1 · · · x1

]
. (3)

Hysteresis is not considered in this method.

The sensor position is determined by the sensor position optimization algorithm using φ,Xleft,Xright as

the training data. The k-th sensor pair defines the sensor position vector hk ∈ Rn using the sensor index ik

as follows:

hk (i) =

 1 (i = ik)

0 (i 6= ik)
(4)

Here, hk is a sparse column vector where the element corresponding to the k-th sensor position is 1 and the

other elements are 0. In this case, the sensor position matrix H ∈ Rp×n and the sensor-pair position matrix

extended to symmetric layout Π ∈ R2p×2n can be written as follows:

H =
[
h1 h2 · · · hp

]T
, (5)

Π =

h1 0 h2 0 · · · hp 0

0 h1 0 h2 · · · 0 hp

T

. (6)

Sensor position optimization is performed using the vectors and the matrices defined above, and thus, the

yaw angle estimation and the pressure distribution reconstruction are conducted.
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2.1. Estimation method

In this study, the yaw angle estimation and the pressure distribution reconstruction are based on the

linear regression and the least-squares estimation of the POD coefficients, respectively. This study applied

the POD analysis to the pressure data matrix X and derived a low-dimensional model of the change in

pressure distribution with respect to the change in yaw angle. Then, the POD coefficients were estimated

from the pressure data obtained by pressure sensors for the pressure distribution reconstruction. Since the

time-averaged PSP measurement noise can be assumed to be sufficiently small, least-squares regression is

available for estimation. It should be noted that the estimation based on least-squares regression may not

be appropriate when the measurement includes outliers and/or is strongly contaminated. In such cases, it is

necessary to apply a method such as the `1 regression or the compressed sensing (Wen et al., 2018).

2.1.1. Yaw angle estimation

The yaw angle estimation is performed using the linear regression with the differential pressures of the

left and right sensor pairs.

φ̂ = yT
difβ, (7)

where φ̂ ∈ R1, ydif ∈ Rp, and β ∈ Rp are the estimated yaw angle, the left and right differential pressure

observation vector, and the coefficient vector, respectively. At an arbitrary yaw angle, the ydif,j can be

written as:

ydif,j = H (xleft,j − xright,j)

= H (xj − xm−j+1) .
(8)

The coefficient vector β can be obtained by the least-squares estimation using the training data, as shown

in Eq. (11). At φ = 0, the left and right differential pressures are zero in this method, so the regression line

is a straight line passing through the origin.

Xdif = Xleft −Xright, (9)

Ydif = HXdif , (10)

β =
(
Y T
dif

)+
φ

=

 Ydif

(
Y T
difYdif

)−1
φ (p ≤ m)(

YdifY
T
dif

)−1
Ydifφ (p > m)

(11)

where the superscript + represents the Moore–Penrose inverse of the matrix.
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2.1.2. Pressure distribution reconstruction

The reconstruction method based on a tailored basis proposed by Manohar et al. (2018) is employed for

the reconstruction of the pressure distribution. The tailored basis is generated by data-driven techniques. The

POD analysis was adopted to obtain the tailored basis of the pressure field, the same as the original work, and

the obtained basis was used for pressure field reconstruction. Here, POD is one of the effective methods for

extracting significant modes from high-dimensional data. If the data can be effectively expressed by a limited

number of POD modes, limited sensors placed at appropriate positions will give the approximated full state

information by estimating the POD mode coefficients. This idea has been extended to a further generalized

form (Clark et al., 2018, 2020a,b; Manohar et al., 2021; Saito et al., 2021a; Yamada et al., 2021a,b).

The data matrix Xboth ∈ R2n×m, which stores the left and right side pressure distribution data, is created

by vertically combining Xleft and Xright as follows:

Xboth =

Xleft

Xright

 . (12)

The data matrix X̃both is created by subtracting the averaged pressure distribution data at different yaw

angles xboth from each column of the matrix Xboth. Then, POD modes are calculated by applying singular

value decomposition to X̃both.

xboth =
1

m

m∑
j=1

xboth,j (13)

X̃both = Xboth −
[
1 · · · 1

]
xboth

=

 Uleft

Uright

ΣV T

= UZ

≈ U1:rZ1:r

(14)

Here, U ,Σ,V , and Z are the spatial POD modes, the singular values, the yaw angle POD modes, and the

POD coefficients, respectively. The leading-r modes are selected in descending order of singular value and

used for the construction of the low-dimensional model. The pressure distribution is reconstructed by the
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least-squares estimation of the POD coefficients from the observed sensor values, as shown below:

D = ΠU1:r, (15)

ẑ = D+yboth

=

 DT
(
DDT

)−1
yboth (2k ≤ r)(

DTD
)−1

DTyboth (2k > r) ,

(16)

x̂both = U1:rẑ + xboth, (17)

where yboth ∈ R2p is the observation vector. At an arbitrary yaw angle, the yboth,j can be written as:

yboth,j = Π (xboth,j − xboth) . (18)

2.2. Sensor position optimization algorithm

In this study, three types of algorithms based on the greedy algorithm are used for sensor optimization.

There are several other optimization methods (Joshi and Boyd, 2009; Nonomura et al., 2021; Nagata et al.,

2021) rather than greedy algorithms, but the greedy algorithm is adopted in this study for computational

efficiency. The greedy algorithm divides the problem into local subproblems and sequentially incorporates

the solution that maximizes or minimizes the objective function in each of the subproblems. Although it does

not necessarily give the global optimal solution, it can significantly reduce the computational cost compared

to the brute-force search that verifies all combinations. Each algorithm is explained in the following sections.

2.2.1. Orthogonal matching pursuit

The orthogonal matching pursuit (OMP) algorithm is an algorithm that iterates a minimization problem

with 1-sparse vectors as a subproblem for solving `0 norm optimization problems. By using the idea of

orthogonality, once an index is selected, it is not selected again (Pati et al., 1993; Davis et al., 1994). In

this paper, by the application of the OMP algorithm, the suboptimum sensor position for the yaw angle

estimation was searched for by using the `2 norm minimization of the estimated yaw angle residual as the

objective function.

minimize
∥∥∥(HXdif)

T
β − φ

∥∥∥2
2

(19)

The OMP algorithm is summarized in Alg. 1. In the OMP algorithm, one sensor pair is selected for

each iteration. It should be again noted that the symmetric sensor positions in the left and right sides of an

automobile are assumed in this study, and therefore, the choice in one index in the vector corresponds to the

choice in the sensor positions of one sensor pair. Here, xdif,i,j and rk are the (i, j) element of Xdif and the

k-th residual, respectively.
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Algorithm 1 Orthogonal Matching Pursuit Algorithm

1: Set r0 = φ, H0 = Ø

2: for k = 1 to p do

3: xdif,i =
[
xdif,i,1 xdif,i,2 · · · xdif,i,m

]
4: ik ← arg max

i

〈
xT
dif,i, rk−1

〉2
∥∥∥xT

dif,i

∥∥∥2
2

5: hk (ik) = 1

6: Hk =
[
HT
k−1,hk

]T
7: βk =

(
(HkXdif)

T
)+
rk−1

8: rk = φ− (HkXdif)
T
βk

9: end for

2.2.2. D-optimality-based greedy algorithm for vector-measurement sensors

The D-optimality-based greedy algorithm for vector-measurement sensors (DG-vector) (Saito et al., 2020,

2021b) is an algorithm based on the D-optimal design of experiments that maximize the determinant of

the Fisher information matrix (DDT or DTD ). Here, the sensor placement technique (Saito et al., 2020,

2021b) for the vector-component sensor is utilized in the present study because the choice of one index of hk

corresponds to the choice of two sensors of a sensor pair owing to the symmetric sensor location in the left

and right sides of the body.

maximize

 det
(
DDT

)
(2k ≤ r)

det
(
DTD

)
(2k > r)

(20)

By maximizing DDT or DTD, the pseudo-inverse of D can be obtained stably, and the error in pressure

distribution reconstruction can be minimized.

The DG-vector algorithm is summarized in Alg. 2. In the DG-vector algorithm, sensor pairs are selected

one by one in each step. Here, ui,j is the (i, j) element of U , and ε is a sufficiently small value (Saito et al.,

2021a), which was empirically set to 10−10 in this paper.
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Algorithm 2 D-optimality-based Greedy Algorithm for Vector-Measurement Sensors

1: Set DT
0D0 = εI

2: for k = 1 to p do

3: Wi =

 ui,1 ui,2 · · · ui,r

un+i,1 un+i,2 · · · un+i,r


4: ik ← arg max

i
det
(
I +Wi

(
DT
k−1Dk−1

)−1
W T

i

)
5:

(
DT
kDk

)−1

6: ←
(
DT
k−1Dk−1

)−1

7:

(
I −W T

ik

(
I +Wik

(
DT
k−1Dk−1

)−1
W T

ik

)−1

Wik

(
DT
k−1Dk−1

)−1
)

8: hk (ik) = 1

9:

[
uik,1 uik,2 · · · uik,r

]
←
[
0 0 · · · 0

]
10:

[
un+ik,1 un+ik,2 · · · un+ik,r

]
←
[
0 0 · · · 0

]
11: end for

2.2.3. Hybrid algorithm

In principle, the OMP and DG-vector algorithms are sensor position optimization algorithms suitable for

the yaw angle estimation and pressure distribution reconstruction, respectively. Therefore, the sensor pairs

selected by these algorithms may not be suitable for both yaw angle estimation and pressure distribution

reconstruction. In addition, the OMP algorithm selects the sensor pairs that minimize the residual of the

estimated yaw angle at each step and are prone to overfitting when the number of sensor pairs is large.

Therefore, switching the algorithm to the DG-vector algorithm when the OMP algorithm overfits can be

expected to further improve performance. Thus, we tried the OMP-DG hybrid algorithm (hereafter, the

hybrid algorithm), which uses the OMP algorithm to select from first to q-th sensor pairs and the DG-vector

algorithm to select from (q+ 1)-th to p-th sensor pairs in this study. Here, q represents the number of sensor

pairs to which the OMP algorithm overfits, and is determined based on the selected sensor pair positions

and/or the relationship between the number of sensor pairs and the estimation error.

The hybrid algorithm is summarized in Alg. 3. The hybrid algorithm uses the index of q sensor pairs

selected by the OMP algorithm to determine the next sensors by the DG-vector algorithm. Therefore, the

position of the first sensor pair selected by the DG-vector algorithm and the position of the (q+ 1)-th sensor

pair selected by the hybrid algorithm are not the same.

In this way, a combination of the greedy algorithms such as the OMP and DG-vector algorithms, which

determine one sensor-pair position at each step, is straightforward. The performance improvements can be

expected by considering the nature of each algorithm and combining them appropriately.
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Algorithm 3 OMP-DG Hybrid Algorithm

1: Obtain Hq and Πq based on Alg. 1

2: DT
qDq = (ΠqUr)

T
ΠqUr

3: Obtain Hp and Πp based on Alg. 2 from k = q + 1

3. Pressure Data Acquisition Experiment and Data Processing

In this study, the pressure distribution data on the left side of the Ahmed model were acquired using PSP.

The intensity-based method was used to measure pressure distributions by utilizing the PSP character that

the change in luminescence intensity depends on the pressure, as described by the Stern-Volmer equation:

Iref

I
= A+B

P

Pref
, (21)

where I and Iref are the luminescence intensity of a run image at the wind-on condition and a reference

image at the wind-off condition, and P and Pref are the pressure under the run and reference conditions,

respectively. The constants A and B are the Stern–Volmer coefficients.

3.1. Experimental method

The present experimental setup was similar to that of the previous study by Yamashita et al. (2007). A

picture and schematic of the PSP measurement system are shown in Fig. 2. This experiment was conducted

in Tohoku-University Basic Aerodynamic Research Wind Tunnel (T-BART). The model used in this study

was a 1/10 scaled Ahmed model (Ahmed et al., 1984) and the schematic of the model is shown in Fig. 3. The

length L, the width W , and the height H of the model were 104.4 mm, 38.9 mm, and 28.8 mm, respectively,

and the rear slant angle θ is 25 deg. On the left side of the model, there were five pressure taps (x/L =0.15,

0.25, 0.4 0.6, and 0.81), which were connected to the pressure transducers (30 INCH-D1-4V-MINI, Amphenol

All Sensors) through tubes, to compare with PSP results. UniFIB and FIB Basecoat (Innovative Scientific

Solutions Incorporated, ISSI) were painted on the left side of the model. UniFIB is a commercially available

PSP, and FIB Basecoat is an undercoat for UniFIB. In addition, eight black dots (markers) were put on the

surface of the model for image registration between the reference and run images. The model was installed

on a ground plate (length: 600 mm, width: 296 mm, thickness: 15 mm) representing the ground. The

leading edge of the ground plate was an elliptical shape to prevent the leading edge separation. The Ahmed

model was mounted on a rotary table located at the center of the ground plate, and the model yaw angle

was changed by the rotary table. Two ultra-violet light-emitting diodes (LED) devices (IL-106, HARDsoft)

and a 16-bit CCD camera (C4742-98, Hamamatsu Photonics K.K.) were used as excitation light sources, and

an emission detector, respectively. A camera lens (Nikkor 50 mm f/1.4, Nikon) was attached to the camera.

Additionally, a 650± 20 nm band-pass filter (PB0124, Asahi Spectra Co., Ltd) was attached to the camera

lens to cut off undesirable light, such as the excitation lights from LEDs.
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The freestream velocity was set to 50 m/s, and the Reynolds number ReL based on the total length of

the model was 3.4× 105. The wind tunnel was stopped immediately after the run images were acquired, and

the reference images and dark images were acquired. The number of acquired images for the run, reference,

and dark images was 16. The yaw angle of the model was changed by 1.0 deg in the range from −25 deg to

25 deg, and the PSP measurements were taken for 51 cases (m = 51).

3.2. Analysis method

First, the run, reference, and dark images were ensemble-averaged, respectively, and then the dark images

were subtracted from the run and reference images. After the image registration of the run and reference

images, the luminescence intensity ratios were calculated. Then, the CP distributions were calculated using

Eq. (21). Here, the Stern-Volmer coefficients A and B were calculated using the in-situ calibration method

based on the luminescence intensity ratio around the pressure taps and the pressure value obtained at the

pressure taps. The Wiener filter with a window range of 3 × 3 was applied to CP distributions to remove

the noise. The matrix Xleft was created from the CP data on the left side of the model acquired by the PSP

measurements. The robust principal component analysis (robust PCA) (Candès et al., 2011) was applied to

Xleft to remove the noise. The matrix Xright was also created by flipping Xleft with assuming symmetricity.

The number of pixels n in the pressure distribution was 79,931.

3.3. Verification Method

In this study, two methods for verification were adopted. In the first validation (the validation I), the

performance of the algorithms was evaluated by using training data as test data. In the second validation

(the validation II), the generalization performance of the algorithms and low-rank model was evaluated by

separating the training data and test data using leave-one-out cross-validation (Brunton and Kutz, 2019).

The validation II is summarized in Alg. 4. Since φ, Xdif , and Xboth have symmetry between the negative

and positive yaw angles, these validations were conducted only in the range from 0 deg to ϕl (= 25) deg.

Algorithm 4 Validation II (leave-one-out cross-validation)

1: for j = (m+ 1)/2 to m do

2: Create the data matrices for cross-validation φcv, Xcv
dif , andXcv

both by removing the j-th and (m−j+1)-

th elements from φ, Xdif , and Xboth, respectively.

3: Using φcv, Xcv
dif , and Xcv

both, construct the estimation model and optimize the sensor placement.

4: Using φj , xdif,j , and xboth,j , test the constructed estimation model and selected sensor placement.

5: end for

The errors of the yaw angle estimation and the pressure distribution reconstruction were calculated using

the following equations. Equations (22) and (24) are used for the validation I, and Eqs. (23) and (25) are

used for the validation II, respectively.
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eφ =

∥∥∥φ̂− φ∥∥∥
2√

(m+ 1) /2
(22)

eφ,j =
∣∣∣φ̂j − φj∣∣∣ (23)

eP =

∥∥∥X̂both −Xboth

∥∥∥
F√

2n · (m+ 1) /2
(24)

eP,j =
‖x̂both,j − xboth,j‖2√

2n
(25)

4. Results and Discussion

4.1. Basic characteristics of pressure distribution

Figure 4 shows the CP distributions on the left side of the Ahmed model obtained by PSP measurements.

The left side of the model is the leeward and windward sides when the yaw angle is negative and positive,

respectively. The areas around the image registration markers and pressure taps are masked in gray circle

because the PSP was not painted. In addition, Fig. 5 shows the structure of the CP distribution at φ = 25 deg

(upper) and the CP profile on the white dashed line in CP distribution (lower). As the yaw angle increases,

the CP on the entire surface on the left side decreases, and a low-pressure region is formed at the upstream

side of the model (L1) and near the front legs (L2). These low-pressure regions expand downstream as the

yaw angle increases. In the case of φ = 15 deg, the low-pressure region at the top of the model (L3) becomes

noticeable and becomes stronger as the yaw angle increases. The characteristics of the CP distribution

obtained in this experiment are qualitatively consistent with the results of the previous study (Yorita, 2012)

obtained under the same conditions.

The error of the PSP measurement at an arbitrary yaw angle in this experiment ∆CP,RMS,j was calculated

as shown bellow:

∆CP,RMS,j =

√√√√√1

t

τ∑
t=1

(CP,PSP,t,j − CP,tap,t,j)2, (26)

where, τ , CP,PSP, and CP,tap is the number of pressure taps, the pressure coefficient obtained by PSP around

the pressure taps, and the pressure coefficient obtained by the pressure taps, respectively. The mean and

standard deviation of ∆CP,RMS,j were 0.059 and 0.018, respectively. Furthermore, Fig. 5 shows that the shot

noise in the PSP measurement data is sufficiently small, which means that these datasets can be used as

training data.

Figures 6(a)–(c) show the distributions of the mean pressure coefficient xboth, the standard deviation of

Xleft, and the coefficient of determination between φ and Xdif , respectively. The coefficient of determination,

which is calculated as the square of the correlation coefficient between φ and each row of Xdif , represents
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the strength of the linear correlation between yaw angle and the differential pressure between the left and

right sides. The distribution of the standard deviation shown in Fig. 6(b) indicates that the pressure change

due to the change in the yaw angle is large in the upstream part of the model, particularly in the region near

the front legs. On the other hand, the pressure change is small in the downstream part of the model. The

distribution of the coefficient of determination shown in Fig.6(c) indicates that the linear correlation between

φ and xdif,i is particularly strong in the upstream part of the model.

Figure 7 shows the POD modes of X̃both calculated by Eq. (14). The odd-numbered spatial POD modes

have positive and negative reversals on the left and right sides, while the even-numbered spatial POD modes

are identical on the left and right sides. Therefore, the POD coefficients for odd- and even-number modes are

antisymmetric and symmetric regarding the yaw angle, respectively. Subfigure (a) shows the contribution rate

of the first mode is dominant at 95.7%, indicating that the POD efficiency of this data is high. In addition,

subfigure (b) shows a strong correlation between the first mode coefficient and the yaw angle. Therefore,

most of the changes in the pressure field due to changes in yaw angle are represented by the first mode.

These mean that the low-dimensional model works well for the sparse sensor placement and the estimations.

The sum of the contribution rates of the first to fourth modes is 99.7%, and the number of modes r for the

low-dimensional model of the CP distribution was set to four in the following discussion.

4.2. Selected sensor pair positions and reconstructed pressure distribution

The upper figures in Fig. 8 show the sensor positions selected by the OMP algorithm, the DG-vector

algorithm, the hybrid algorithm, and the random selection method (Random), and the CP distributions at

φ = 25 deg reconstructed by two (upper left) or four (upper right) selected sensor pairs in the case of r = 4.

It should be noted that the other sides are not shown, and therefore, the two and four sensor pair corresponds

to four and eight symmetric sensors in both sides, respectively. The selected order of sensor pairs is displayed

with the sensors. In addition, the lower figures in Fig. 8 show the input of CP at each sensor point and each

yaw angle. Here, the result of the random selection method is one trial example and shown as the reference.

The OMP algorithm selected the first sensor pair position in which the pressure change has the strongest

linear correlation with the yaw angle. The coefficient of determination at the first sensor pair point was 0.999.

On the other hand, the OMP algorithm selected the point with the smaller pressure change after the second

sensor pair position. This is because the OMP algorithm minimizes the residual of the estimated yaw angle

at each step, and the linear correlation between the yaw angle and the pressure is strong at the first sensor

pair position. The second and subsequent sensor pairs are fitted to the noise component of the pressure data,

thus points with a small pressure change due to the yaw angle change were selected.

The DG-vector algorithm selected the first sensor pair at the lower part of the upstream side where the

pressure change was large, and the second sensor pair was selected at the base of low-pressure region L3.

The third and fourth sensor pairs were selected near the first and second sensor pairs. For all sensor pairs,

the point with the large pressure change was selected.
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Since the pressure changes of the second and subsequent sensor pairs selected by the OMP algorithm were

low, the hybrid algorithm was set to q = 1, and the second and subsequent sensor pairs were determined by

the DG-vector algorithm. Therefore, the first sensor pair selected by the hybrid algorithm is the same as

that selected by the OMP algorithm, and the second sensor pair selected by the hybrid algorithm is different

from that selected by the OMP algorithm. The third and subsequent sensor pairs selected by the hybrid

algorithm were chosen from the vicinity of sensor pair positions obtained by the DG-vector algorithm. For

all sensor pairs, the points with the large pressure change were selected.

The CP distributions reconstructed by the DG-vector and hybrid algorithms (p = 2, 4) are almost the

same as the original CP distribution in Fig, 4(k). On the other hand, the CP distribution reconstructed by

the random selection method (p = 2) was overestimated compared to the original CP distribution. These

results show that sensor position optimization is effective for pressure distribution reconstruction.

4.3. Dependence of estimation error on the number of sensor pairs

Figures 9 and 10 show the relationship between the number of sensor pairs and the errors of the yaw angle

estimation and pressure distribution reconstruction, respectively. Here, subfigures (a) and (b) correspond to

the results of the validation I and II, respectively. In the validation II, the error bars represent the mean and

standard deviation of the cross-validation. Here, r = 4 was set for the pressure distribution reconstruction,

and q = 1 was set for the hybrid algorithm. The estimation error of the random selection method is averaged

over 100 trials. The dashed line in Fig. 10 represents the error when observation is possible at all points is

shown, and it corresponds to the error caused by constructing the low-dimensional model with four POD

modes.

Figure 9 illustrates that the estimation error of the yaw angles decreases as the number of sensor pairs

increases for all algorithms in the validation I, but this is not the case in the validation II. The algorithms

that minimize the error for two or more sensor pairs are the OMP algorithm for the validation I and the

hybrid algorithm for the validation II, respectively. The increase in error due to the increase in the number

of sensor pairs is caused by overfitting in validation II. As a result of fitting the estimation model to the noise

component in the training data, the error increases for unknown data. In the OMP algorithm, the effect of

overfitting is especially pronounced because the pressure changes of the second and subsequent sensor pairs

are low. The hybrid algorithm, on the other hand, still selects sensitive points after the second sensor pair,

and thus, the error of the hybrid algorithm in the validation II is expected to be smaller than that of the

OMP algorithm. In terms of the yaw angle estimation, the minimum error is achieved with the single sensor

pair selected by the OMP and hybrid algorithms, and the use of two or more sensor pairs hardly decreases

the error.

Figure 10, which shows the reconstruction error of the CP distribution, illustrates that the errors of the

DG-vector and hybrid algorithms are lower than the PSP measurement error of 0.054 at the number of

sensor pairs of two. The range of error bars is small, and the pressure distribution reconstruction is stable.

In addition, the error hardly decreases even if the number of sensor pairs is three or more. On the other
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hand, when the number of sensor pairs is three, the reconstruction error obtained by the OMP algorithm is

larger than that of randomly selected sensor pairs. Since the range of the error bar is also relatively large,

the OMP algorithm is not suitable for pressure distribution reconstruction. The cases of two sensor pairs

selected by the DG-vector and hybrid algorithms are optimal from the viewpoint of the pressure distribution

reconstruction.

The results and the discussions above show that the case of the hybrid algorithm with two sensor pairs is

most suitable for yaw angle estimation and/or pressure distribution reconstruction.

5. Conclusions

In this study, sparse sensor position optimization for yaw angle estimation and pressure distribution

reconstruction was performed using the time-averaged pressure coefficient distribution data at various yaw

angles on the Ahmed model surface acquired by the PSP measurements at various yaw angles. The linear

regression for the yaw angle and the least-squares estimation of the POD mode coefficients, based on data-

driven sparse sampling, were conducted. The pressure distributions were reconstructed by the estimated

POD mode coefficients together with the spatial POD modes. Three different sensor position optimization

algorithms, the OMP algorithm, the DG-vector algorithm, and the hybrid algorithm, which combines the

previous two algorithms, were compared and evaluated. The objective functions of OMP and DG were the

indices regarding the yaw angle estimation and the POD mode coefficient estimation, respectively. It should

be noted that the symmetric sensors on the left and right sides of the model were assumed.

The selected sensor pair positions showed the characteristics of each algorithm. As a result of evaluating

the generalization performance in terms of the yaw angle estimation, the OMP and hybrid algorithms with one

sensor pair provided the smallest error, though there is no advantage in increasing the number of sensor pairs

to two or more in the problem setting of this study due to overfitting. In terms of the pressure distribution

reconstruction, the DG-vector and hybrid algorithms with two sensor pairs are effective. These results

indicate that the hybrid algorithm with two sensor pairs is the most effective for the yaw angle estimation

and/or the pressure distribution reconstruction. This suggests the effectiveness of combining multiple greedy

algorithms for different objectives. Synergistic effects can be expected by understanding the characteristics

of each algorithm and combining them appropriately.

The technique proposed in this study can be applied not only to the Ahmed model but also to other

vehicle body shapes. Once a pressure database is obtained either by an experiment or numerical analysis

as in this study, sensor pair positions that effectively estimate the yaw angle and the reconstructed pressure

distribution can be systematically obtained. Furthermore, in addition to the yaw angle estimation and the

pressure distribution reconstruction, other physical quantities such as flow velocity can be estimated by

applying this technology. However, it should be noted that we proposed a data-driven method in this study,

and it is not expected to work properly under the conditions that the input is extrapolated from training

data, for example, when the yaw angle of the wind direction is 30 degrees, when there is a pitch angle, or
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when the wind speed is significantly different. These will be the subject of challenging future research.
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Krajnović, S., Davidson, L., 2005. Influence of floor motions in wind tunnels on the aerodynamics of road

vehicles. Journal of wind engineering and industrial aerodynamics 93, 677–696.
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Uystepruyst, D., Krajnović, S., 2013. Numerical simulation of the transient aerodynamic phenomena induced

by passing manoeuvres. Journal of Wind Engineering and Industrial Aerodynamics 114, 62–71.

Volpe, R., Ferrand, V., Da Silva, A., Le Moyne, L., 2014. Forces and flow structures evolution on a car body

in a sudden crosswind. Journal of Wind Engineering and Industrial Aerodynamics 128, 114–125.

Wang, X., 2022. Fast computation of inverse transient analysis for pipeline condition assessment via surrogate

modeling with sparse sampling strategy. Mechanical Systems and Signal Processing 162, 107995.

Wassen, E., Thiele, F., 2009. Road vehicle drag reduction by combined steady blowing and suction, in: 39th

AIAA Fluid Dynamics Conference, p. 4174.

Watkins, A.N., Leighty, B.D., Lipford, W.E., Goodman, K.Z., Crafton, J., Gregory, J.W., 2016. Measuring

surface pressures on rotor blades using pressure-sensitive paint. AIAA Journal 54, 206–215.

Watkins, S., Vino, G., 2008. The effect of vehicle spacing on the aerodynamics of a representative car shape.

Journal of wind engineering and industrial aerodynamics 96, 1232–1239.

Wen, X., Liu, Y., Li, Z., Chen, Y., Peng, D., 2018. Data mining of a clean signal from highly noisy data

based on compressed data fusion: A fast-responding pressure-sensitive paint application. Physics of Fluids

30, 097103.

Yamada, K., Saito, Y., Nankai, K., Nonomura, T., Asai, K., Tsubakino, D., 2021a. Fast greedy optimiza-

tion of sensor selection in measurement with correlated noise. Mechanical Systems and Signal Process-

ing 158, 107619. URL: https://www.sciencedirect.com/science/article/pii/S0888327021000145,

doi:https://doi.org/10.1016/j.ymssp.2021.107619.

Yamada, K., Saito, Y., Nonomura, T., Asai, K., 2021b. Greedy sensor placement for weighted linear-least

squares estimation under correlated noise. arXiv preprint arXiv:2104.12951 .

Yamashita, T., Sugiura, H., Nagai, H., Asai, K., Ishida, K., 2007. Pressure-sensitive paint measurement of

the flow around a simplified car model. Journal of Visualization 10, 289–298.

Yorita, D., 2012. Development of High-Accuracy Pressure-Sensitive Paint Techniques and Their Applications

to Low-Speed Unsteady Flow Phenomena. Ph.D. thesis. Tohoku University.

Yu, Z., Bingfu, Z., 2021. Recent advances in wake dynamics and active drag reduction of simple automotive

bodies. Applied Mechanics Reviews 73, 060801.

Zhou, K., Zhou, L., Zhao, S., Qiang, X., Liu, Y., Wen, X., 2021. Data-driven method for flow sensing of

aerodynamic parameters using distributed pressure measurements. AIAA Journal 59, 3504–3516.

23

https://www.sciencedirect.com/science/article/pii/S0888327021000145
http://dx.doi.org/https://doi.org/10.1016/j.ymssp.2021.107619


Number of sensor pairs，p = 3

1. Yaw angle estimation

2. Pressure distribution reconstruction
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Figure 1: Schematic of the yaw angle estimation and the pressure distribution reconstruction
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Figure 2: Picture and schematic of the PSP measurement system
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Figure 3: Schematic of the 1/10 scaled Ahmed model (Ahmed et al., 1984)
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(a) -25 deg (b) -20 deg (c) -15 deg

(d) -10 deg (e) -5 deg (f) 0 deg

(g) 5 deg (h) 10 deg (i) 15 deg

(j) 20 deg (k) 25 deg

CP [-]

Figure 4: Pressure coefficient CP distributions on the left side of the Ahemd model from φ = −25 deg to φ = 25 deg. Areas,
where PSP is not painted, are masked in gray.
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L1 L3

L2

Figure 5: Structure of the CP distribution at φ = 25 deg (upper) and the CP profile on the white dashed line in CP distribution
(lower). L1, L2, and L3 represent low-pressure regions, respectively.
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Figure 6: The characteristic distributions of CP distribution
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Figure 7: Results of POD : (a) contribution rate, (b)–(f) POD spatial mode distribution of left side (upper left), one of right
side (lower left) and POD coefficient (right)
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(a) The OMP algorithm

1 42 3

(b) The DG-vector algorithm
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(c) The hybrid algorithm
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1 42 3

(d) The random selection method

CP [-]

Figure 8: Sensor pair positions selected by each algorithm and CP distribution at φ = 25 deg reconstructed by two (upper left)

or four (upper right) selected sensor pairs in the case of r = 4 and q = 1. The order of selected sensor pairs are displayed with

the sensors. In addition, the lower figures show the input of CP at each sensor pair location.
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(a) the validation I (w/o leave-one-out cross-validation)
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(b) the validation II (w/ leave-one-out cross-validation)

Figure 9: Estimation error of yaw angle against number of sensor pairs
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(a) the validation I (w/o leave-one-out cross-validation)
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Figure 10: Reconstruction error of CP distribution against number of sensor pairs
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