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#### Abstract

A spherical model for the bubble created by an underwater explosion is enhanced to account, in approximate fashion, for the effect of bubble distortion on translation and dilation. The enhancement consists of introducing artificial drag in the form $C|\nu|^{P}$, where $\nu$ is translation velocity, and $C, P$ produce an optimum fit to empirical formulas for the second dilation maximum and first two translation jumps. The recommended values are $C=0.4$ and $P=1$ for charge weights between $100 \mathrm{lb}-1000 \mathrm{lb}$ and and depths exceeding 200 ft .


Keywords: Underwater explosions, bubble dynamics

## 1. Introduction

Recently, Geers and Hunter developed a bubble bubble model for a very deep to moderately deep underwater explosion that integrates the shockwave and oscillation phases of the motion [2]. The model was then specialized to the case of no bubble distortion, thereby limiting the motion to dilation plus translation. The specialized model produced bubble-motion histories exhibiting predictive capability superior to that of earlier bubble models.

The principal limitation of the specialized model is that its neglect of bubble distortion results in the over-prediction of bubble translation, which in turn affects bubble dilation. Hicks reviously attempted to remedy such deficiency by introducing the hydrodynamic drag force $F_{D}(t)=\pi a^{2}(t) \cdot \frac{1}{2} \rho_{\ell} D(t)$, in which $a(t)$ is the bubble radius, $\rho_{\ell}$ is the density of the liquid surrounding the bubble, and $D(t)=C_{D} \dot{u}^{2}(t)$, where $\dot{u}(t)$ is the translation velocity of the bubble [3]. Hicks recommended $C_{D}=2.25$, which is an order of magnitude larger than the typical value for a rigid sphere at high Reynolds number. Hunter and Geers found that neither this nor any other $C_{D}$-value simultaneously yields accurate dilation and accurate translation at moderate depths [4].

In principle, the above limitation of the specialized model can be relieved by using the boundary element method to implement the more general model. However, this increases the number of degrees of freedom by one or two orders of magnitude. Furthermore, the resulting non-spherical collapse process is difficult to treat [1]. Hence, it is worthwhile to seek an approximate technique that accurately accounts for the effects of bubble distortion on translation and dilation within the confines of the specialized model. This is the motivation for the work reported here.

## 2. Equations of motion for the specialized bubble model

With $a(t)$ and $u(t)$ as the spherical bubble's radius and vertical displacement, with $\phi_{D}(t)$ and $\phi_{T}(t)$ as the dilation and translation velocity potentials for the external liquid at the bubble surface, and with $\varphi_{T}(t)$ as the translation velocity potential for the internal gas at the bubble surface, the oscillation-phase equations of motion for the specialized bubble model, including the drag function $D(t)$, are [2]
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Fig. 1. Dilation and translation histories for a 1000-lb charge of TNT detonated at a depth of 250 ft , calculated with two different hydrodynamic drag coefficients. $C_{D}=0.0$ (dashed), $C_{D}=2.25$ (solid).

$$
\begin{align*}
\dot{a}= & a^{-1} \phi_{D}-c_{\ell}^{-1}\left(\dot{\phi}_{D}-\dot{a}^{2}-\frac{1}{3} \dot{u}^{2}-\frac{2}{3} \dot{u} a^{-1} \phi_{T}\right) \\
\dot{u}= & -2 a^{-1} \phi_{T}-c_{\ell}^{-1}\left(\dot{\phi}_{T}-2 \dot{a} \dot{u}\right) \\
\dot{\phi}_{D}= & (1+\zeta)^{-1}\left\{\left[\frac{1}{2}+\frac{1}{2}\left(\rho_{g} / \rho_{\ell}\right)+\zeta\right]\left(\dot{a}^{2}+\frac{1}{3} \dot{u}^{2}\right)-\left(\rho_{g} / \rho_{\ell}\right) c_{g} a^{-1} \phi_{D}+\frac{2}{3}(1+\zeta) \dot{u} a^{-1} \phi_{T}\right. \\
& \left.-\rho_{\ell}^{-1}\left[P_{g}-P_{a t m}-\rho_{\ell} g(d-u)\right]-\frac{1}{3}\left[\left(a^{-1} \phi_{T}\right)^{2}-\left(\rho_{g} / \rho_{\ell}\right)\left(a^{-1} \varphi_{T}\right)^{2}\right]\right\}  \tag{1}\\
\dot{\phi}_{T}= & (1+\zeta)^{-1}\left\{\left[1+\left(\rho_{g} / \rho_{\ell}\right)+2 \zeta\right] \dot{a} \dot{u}-\left(\rho_{g} / \rho_{\ell}\right) c_{g}\left(2 a^{-1} \phi_{T}+a^{-1} \varphi_{T}\right)-\left(1-\rho_{g} / \rho_{\ell}\right) g a+\frac{3}{8} D(t)\right\} \\
\dot{\varphi}_{T}= & (1+\zeta)^{-1}\left\{\left[2+\left(c_{g} / c_{\ell}\right)+\zeta\right] \dot{a} \dot{u}-c_{g}\left(2 a^{-1} \phi_{T}+a^{-1} \varphi_{T}\right)+\left(c_{g} / c_{\ell}\right)\left(1-\rho_{g} / \rho_{\ell}\right) g a-\frac{3}{8}\left(c_{g} / c_{l}\right) D(t)\right\}
\end{align*}
$$

In these equations, $c_{\ell}$ and $c_{g}(t)$ are the speeds of sound in the liquid and the gas, $\rho_{g}(t)$ is the density of the gas, $\zeta(t)=\rho_{g}(t) c_{g}(t) / \rho_{\ell} c_{\ell}, P_{g}(t)$, is the uniform component of pressure in the gas defined by its equation of state, $P_{\text {atm }}$ is atmospheric pressure, $g$ is the acceleration due to gravity, and $d$ is the initial depth of the explosive charge. In the explicit numerical integration of Eq. (1), the right sides of (1c) and (1d) are used for $\dot{\phi}_{D}$ and $\dot{\phi}_{T}$ on the right sides of (1a) and (1b).

If $c_{\ell}(t)$ and $\rho_{g}(t)$ are both set to zero, and $D(t)$ is taken as $C_{D} \dot{u}^{2}(t)$, Eq. (1) reduce to the equations of Hicks [3]:

$$
\begin{align*}
& a \ddot{a}+\frac{3}{2} \dot{a}^{2}-\frac{1}{4} \dot{u}^{2}-g u=\rho_{\ell}^{-1}\left[P_{g}-\left(P_{a t m}+\rho_{\ell} g d\right)\right]  \tag{2}\\
& a \ddot{u}+\frac{3}{4} C_{D} \dot{u}^{2}+3 \dot{a} \dot{u}-2 g a=0 .
\end{align*}
$$

These equations clearly exhibit the coupling between dilation and translation. Of particular interest are the terms $g u$ (in the first equation) and $2 g a$ (in the second). The first accounts for the change in ambient pressure as the bubble rises, and the second accounts for the buoyancy force that causes the bubble to rise. Although insights provided by Eq. (2) are valuable, the equations are not accurate predictors of bubble motion [2].

Shown in Fig. 1 are response histories for bubble dilation and translation produced by Eq. (1) for a 1000-lb charge of TNT detonated at a depth of 250 ft ; one pair of histories pertains to $C_{D}=0$ and the other pair to $C_{D}=2.25$. The horizontal and vertical lines in Fig. 1(a) mark empirical values for maximum bubble radius and time of minimum bubble radius, respectively. The asterisks and circles in Fig. 1(b) mark empirical values for bubble depth at the times of bubble maximum and bubble minimum, respectively. These values are based on extensive experimental data [3, $5,6]$. In [5] Snay characterizes the data beyond the third bubble minimum as "sparse and uncertain".

The histories in Fig. 1 demonstrate that the use of $C_{D}=0$ over-predicts both dilation and translation, while the use of $C_{D}=2.25$ under-predicts these responses. This implies that values between these extremes might work better. In fact, a drag formula that admits velocity to a power other than two might be better still. These considerations are only pertinent to motion during and after the first bubble minimum, as the bubble undergoes negligible translation before that time.

## 3. Modification of the drag formula

Seeking to improve model performance without increasing computational effort, we replaced the drag formula $D(t)=C_{D} \dot{u}^{2}(t)$ with the ad hoc relation

$$
\begin{equation*}
D(t)=C|\dot{u}(t)|^{P} \tag{3}
\end{equation*}
$$

Then we searched for optimum values of $C$ and $P$ over practical ranges of charge weight $W$ and detonation depth $d$. We based our search on accurate computation of the wave field generated by an explosion bubble rather than on accurate prediction of bubble motion per se. Specifically, emphasis was placed on accurately predicting the first and second pressure pulses generated by bubble collapse/rebound. Bubble dilation is the primary contributor to these pulses, translation is a secondary contributor, and distortion is a minor contributor. The pulse characteristics are significantly affected by wave effects in both the external liquid and internal gas, as well as by bubble depth [4].

In accordance with the above criterion, the search employed an error measure computed with the following procedure:

1. For specified values of $W, d$ and $C, P$, perform a bubble simulation with the G\&H equations (Eq. (1)) and record the values $a\left(t_{2}\right), u\left(t_{1}\right), u\left(t_{2}\right)$, and $u\left(t_{3}\right)$, where $t_{n}$ is the time of the $n^{\text {th }}$ bubble maximum.
2. For the same values of $W$ and $d$, calculate $a\left(t_{2}\right), u\left(t_{2}\right)-u\left(t_{1}\right)$, and $u\left(t_{3}\right)-u\left(t_{2}\right)$ from the empirical formulas of Snay [5].
3. With the results produced in the preceding steps, compute the errors

$$
\begin{align*}
\varepsilon_{D 2} & =\left\{\left[a\left(t_{2}\right)\right]_{\mathrm{G} \& \mathrm{H}}-\left[a\left(t_{2}\right)\right]_{\text {Snay }}\right\} / \bar{a}, \\
\varepsilon_{T 1} & =\left\{\left[u\left(t_{2}\right)-u\left(t_{1}\right)\right]_{\mathrm{G} \& \mathrm{H}}-\left[u\left(t_{2}\right)-u\left(t_{1}\right)\right]_{\text {Snay }}\right\} / \bar{h},  \tag{4}\\
\varepsilon_{T 2} & =\left\{\left[u\left(t_{3}\right)-u\left(t_{2}\right)\right]_{\mathrm{G} \& \mathrm{H}}-\left[u\left(t_{3}\right)-u\left(t_{2}\right)\right]_{\text {Snay }}\right\} / \bar{h} .
\end{align*}
$$

Here, $\bar{a}$ and $\bar{h}$ are the equilibrium radius and initial head, respectively, given by

$$
\begin{equation*}
\bar{a}=a_{c}\left(K_{c} / \rho g \bar{h}\right)^{1 / 3 \gamma}, \quad \bar{h}=d+P_{a t m} / \rho_{\ell} g \tag{5}
\end{equation*}
$$

where $a_{c}$ is the charge radius, $K_{c}$ is the energetic constant for the charge material [2], and $\gamma$ is the ratio of specific heats for the bubble gas.
4. With Eq. (4), compute the error magnitude

$$
\begin{equation*}
\varepsilon=\sqrt{\left(\varepsilon_{D 2}^{2}+\varepsilon_{T 1}^{2}+\varepsilon_{T 2}^{2}\right)} \tag{6}
\end{equation*}
$$



Fig. 2. Translation histories for a $1000-\mathrm{lb}$ charge of TNT detonated at a depth of 250 ft , calculated with $C=1.0$ and various values of $P$.
Thirty-six hundred G\&H simulations and corresponding Snay calculations were performed for $W=100,400$, $700,1000 \mathrm{lb} ; d=200,250,300,400,500 \mathrm{ft} ; C=0.2(0.2) 3.0 ; P=0.8(0.2) 3.0$.

Three different optimization procedures were pursued, as follows:
A. $C_{o p t}$ and $P_{o p t}$ were considered functions of $W$ and $d$. With the $20 W, d$ pairs as points on a horizontal $W$-d plane, the $C$ - and $P$-values were sought for each $W, d$ pair that minimized $\varepsilon$. Then the surfaces $C_{o p t}(W, d)$ and $P_{o p t}(W, d)$ were determined by performing least-squares fits of the quadratic representation $c_{0}+c_{10} W+c_{01} d+c_{20} W^{2}+c_{11} W d+c_{02} d^{2}$. Fits with polynomials of higher order were also carried out, with little improvement.
B. $C_{o p t}$ and $P_{o p t}$ were considered functions of the parameter $\eta=\bar{h} / \bar{a}$, where, from Eq. (5), $\bar{h}$ is a function of $d$ and $\bar{a}$ is a function of $W$ and $d$. With the $20 \eta$-values as points on a horizontal $\eta$-axis, $C$ - and $P$-values were sought for each $\eta$-value that minimized $\varepsilon$. Then the curves $C_{o p t}(\eta)$ and $P_{o p t}(\eta)$ were determined by performing least-squares fits of the quadratic representation $c_{0}+c_{1} \eta+c_{2} \eta^{2}$. Fits with higher-order polynomials were also carried out, to little effect.
C. $C_{o p t}$ and $P_{o p t}$ were considered constants. The $\varepsilon$-values were grouped according to their $C, P$ pairs, and the average and maximum values of $\varepsilon$ for each $C, P$ pair were recorded in Table 1.

## 4. Computational results

The most successful of the optimization procedures was the last. Table 1 produced by that procedure is shown below. We see that the errors in the vicinity of $C=0.4, P=1.0$ are the smallest. As the maximum error for $C=0.4, P=0.8$ is slightly smaller than that for $C=0.4, P=1.0$, we performed additional simulations for $C=0.4$ and $P<0.8$. Figure 2 shows representative translation histories generated by these simulations. We see that a sufficiently small value of $P$ causes large negative translation. For all of the simulations performed, a minimum $P$-value of unity was safe in this regard. Hence, the recommended drag formula for all cases in the ranges
Table 1
Average and maximum error-magnitude values for 208 combinations of $C$ and $P$

| P | C | 0.2 | 0.4 | 0.5 | 0.6 | 0.8 | 1.0 | 1.2 | 1.4 | 1.6 | 1.8 | 2.0 | 2.2 | 2.4 | 2.6 | 2.8 | 3.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.8 | Average | 0.048 | 0.047 | 0.053 | 0.059 | 0.070 | 0.077 | 0.082 | 0.086 | 0.089 | 0.091 | 0.093 | 0.094 | 0.096 | 0.096 | 0.097 | 0.098 |
|  | Max | 0.150 | 0.118 | 0.127 | 0.144 | 0.183 | 0.212 | 0.233 | 0.247 | 0.258 | 0.266 | 0.273 | 0.278 | 0.282 | 0.286 | 0.288 | 0.291 |
| 1.0 | Average | 0.052 | 0.046 | 0.049 | 0.054 | 0.063 | 0.070 | 0.075 | 0.079 | 0.082 | 0.084 | 0.086 | 0.087 | 0.089 | 0.090 | 0.091 | 0.092 |
|  | Max | 0.159 | 0.127 | 0.130 | 0.141 | 0.170 | 0.196 | 0.216 | 0.230 | 0.240 | 0.248 | 0.254 | 0.259 | 0.263 | 0.267 | 0.270 | 0.273 |
| 1.1 | Average | 0.053 | 0.048 | 0.050 | 0.054 | 0.063 | 0.069 | 0.074 | 0.077 | 0.080 | 0.082 | 0.083 | 0.085 | 0.086 | 0.087 | 0.088 | 0.089 |
|  | Max | 0.162 | 0.133 | 0.136 | 0.146 | 0.173 | 0.198 | 0.216 | 0.229 | 0.238 | 0.245 | 0.250 | 0.254 | 0.258 | 0.261 | 0.264 | 0.267 |
| 1.2 | Average | 0.054 | 0.050 | 0.052 | 0.056 | 0.064 | 0.070 | 0.075 | 0.077 | 0.080 | 0.081 | 0.082 | 0.083 | 0.084 | 0.085 | 0.086 | 0.087 |
|  | Max | 0.164 | 0.139 | 0.145 | 0.156 | 0.182 | 0.205 | 0.222 | 0.233 | 0.241 | 0.246 | 0.250 | 0.253 | 0.256 | 0.259 | 0.261 | 0.263 |
| 1.4 | Average | 0.056 | 0.056 | 0.060 | 0.064 | 0.071 | 0.076 | 0.080 | 0.081 | 0.082 | 0.083 | 0.083 | 0.084 | 0.084 | 0.084 | 0.085 | 0.085 |
|  | Max | 0.165 | 0.158 | 0.169 | 0.184 | 0.212 | 0.232 | 0.245 | 0.252 | 0.255 | 0.257 | 0.258 | 0.259 | 0.259 | 0.260 | 0.260 | 0.261 |
| 1.6 | Average | 0.058 | 0.065 | 0.070 | 0.075 | 0.082 | 0.085 | 0.087 | 0.087 | 0.087 | 0.086 | 0.086 | 0.086 | 0.085 | 0.085 | 0.085 | 0.085 |
|  | Max | 0.168 | 0.186 | 0.205 | 0.224 | 0.251 | 0.265 | 0.271 | 0.272 | 0.271 | 0.269 | 0.267 | 0.266 | 0.264 | 0.263 | 0.263 | 0.263 |
| 1.8 | Average | 0.062 | 0.076 | 0.083 | 0.087 | 0.092 | 0.093 | 0.092 | 0.091 | 0.090 | 0.089 | 0.088 | 0.087 | 0.087 | 0.086 | 0.086 | 0.086 |
|  | Max | 0.179 | 0.226 | 0.249 | 0.267 | 0.285 | 0.290 | 0.289 | 0.284 | 0.280 | 0.276 | 0.272 | 0.269 | 0.267 | 0.266 | 0.264 | 0.264 |
| 2.0 | Average | 0.070 | 0.089 | 0.094 | 0.097 | 0.098 | 0.097 | 0.095 | 0.093 | 0.091 | 0.090 | 0.089 | 0.088 | 0.087 | 0.087 | 0.086 | 0.086 |
|  | Max | 0.204 | 0.271 | 0.291 | 0.301 | 0.306 | 0.302 | 0.294 | 0.287 | 0.281 | 0.277 | 0.273 | 0.270 | 0.268 | 0.266 | 0.265 | 0.264 |
| 2.2 | Average | 0.082 | 0.100 | 0.102 | 0.102 | 0.100 | 0.098 | 0.095 | 0.093 | 0.091 | 0.090 | 0.089 | 0.088 | 0.087 | 0.087 | 0.086 | 0.086 |
|  | Max | 0.243 | 0.309 | 0.318 | 0.319 | 0.312 | 0.302 | 0.292 | 0.285 | 0.279 | 0.275 | 0.271 | 0.269 | 0.267 | 0.265 | 0.264 | 0.263 |
| 2.4 | Average | 0.095 | 0.100 | 0.102 | 0.102 | 0.100 | 0.098 | 0.095 | 0.093 | 0.091 | 0.090 | 0.089 | 0.088 | 0.087 | 0.087 | 0.086 | 0.086 |
|  | Max | 0.286 | 0.309 | 0.318 | 0.319 | 0.312 | 0.302 | 0.292 | 0.285 | 0.279 | 0.275 | 0.271 | 0.269 | 0.267 | 0.265 | 0.264 | 0.263 |
| 2.6 | Average | 0.104 | 0.107 | 0.105 | 0.103 | 0.099 | 0.095 | 0.093 | 0.091 | 0.090 | 0.089 | 0.088 | 0.087 | 0.087 | 0.086 | 0.086 | 0.086 |
|  | Max | 0.321 | 0.332 | 0.324 | 0.315 | 0.300 | 0.290 | 0.282 | 0.277 | 0.273 | 0.270 | 0.267 | 0.266 | 0.264 | 0.263 | 0.262 | 0.262 |
| 2.8 | Average | 0.110 | 0.106 | 0.103 | 0.101 | 0.097 | 0.094 | 0.092 | 0.090 | 0.089 | 0.088 | 0.087 | 0.087 | 0.086 | 0.086 | 0.086 | 0.085 |
|  | Max | 0.340 | 0.326 | 0.316 | 0.306 | 0.293 | 0.284 | 0.278 | 0.273 | 0.270 | 0.268 | 0.266 | 0.264 | 0.263 | 0.262 | 0.262 | 0.261 |
| 3.0 | Average | 0.111 | 0.104 | 0.101 | 0.098 | 0.095 | 0.092 | 0.091 | 0.089 | 0.088 | 0.088 | 0.087 | 0.087 | 0.086 | 0.086 | 0.086 | 0.085 |
|  | Max | 0.343 | 0.317 | 0.308 | 0.298 | 0.287 | 0.279 | 0.274 | 0.271 | 0.268 | 0.266 | 0.264 | 0.263 | 0.262 | 0.262 | 0.261 | 0.261 |



Fig. 3. Dilation and Translation histories for a $1000-\mathrm{lb}$ charge of TNT detonated at a depth of 250 ft , calculated with $C=0.4$ and $P=1.0$.
$100 \mathrm{lb} \leqslant W \leqslant 1000 \mathrm{lb}, d \geqslant 200 \mathrm{ft}$ is

$$
\begin{equation*}
D(t)=0.4|\dot{u}(t)| \tag{7}
\end{equation*}
$$

Shown in Fig. 3 are response histories for bubble radius and translation produced by the G\&H equations with Eq. (7) for a $1000-\mathrm{lb}$ charge of TNT detonated at a depth of 250 ft . We see that overall agreement with experimental data is better than that seen in Fig. 1.
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