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Abstract 

Microfluidics-based biochips combine electronics with biochemistry to open new application 

areas such as point-of-care medical diagnostics, on-chip DNA analysis, automated drug 

discovery and protein crystallization. Bioassays can be mapped to microfluidic arrays using 

synthesis tools and they can be executed through the electronic manipulation of sample and 

reagent droplets. The 2007 International Technology Roadmap for Semiconductors articulates 

the need for innovations in biochip and microfluidics as part of functional diversification 

(“Higher Value Systems” and “More than Moore”). This document also highlights “Medical” 

as being a System Driver for 2009 

This thesis envisions an automated design flow for microfluidic biochips, in the same 

way as design automation revolutionized IC design in the 80s and 90s. Electronic 

design-automation techniques are leveraged whenever possible, and new design-automation 

solutions are developed for problems that are unique to digital microfluidics. Biochip users 

(e.g., chemists, nurses, doctors and clinicians) and the biotech/pharmaceutical industry will 

adapt more easily to new technology if appropriate design tools and in-system automation 

methods are made available.  

The thesis is focused on a design automation framework that addresses optimization 

problems related to layout, synthesis, droplet routing, testing, and testing for digital 

microfluidic biochips. Optimization goal includes the minimization of time-to-response, chip 

area, and test complexity. The emphasis here is on practical issues such as defects, fabrication 

cost, physical constraints, and application-driven design. To obtain robust, easy-to-route chip 

designs, a unified synthesis method has been developed to incorporate droplet routing and 

defect tolerance in architectural synthesis and physical design. It allows routing-aware 

architectural-level design choices and defect-tolerant physical design decisions to be made 

simultaneously.  
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In order to facilitate the manufacture of low-cost and disposable biochips, design methods 

that rely on a small number of control pins have also been developed. Three techniques have 

been introduced for the automated design of such pin-constraint biochips. First, a 

droplet-trace-based array partitioning method has been combined with an efficient pin 

assignment technique, referred to as the “Connect-5 algorithm”. The second pin-constrained 

design method is based on the use of “rows” and “columns” to access electrodes. An efficient 

droplet manipulation method has been developed for this cross-referencing technique. The 

method maps the droplet-movement problem to the clique-partitioning problem from graph 

theory, and it allows simultaneous movement of a large number of droplets on a microfluidic 

array.  

The third pin-constrained design technique is referred to as broadcast-addressing. This 

method provides high throughput for bioassays and it reduces the number of control pins by 

identifying and connecting control pins with “compatible” actuation sequences.  

Dependability is another important attribute for microfluidic biochips, especially for 

safety-critical applications such as point-of-care health assessment, air-quality monitoring, 

and food-safety testing. Therefore, these devices must be adequately tested after manufacture 

and during bioassay operations. This thesis presents a cost-effective testing method, referred 

to as “parallel scan-like test”, and a rapid diagnosis method based on test outcomes. The 

diagnosis outcome can be used for dynamic reconfiguration, such that faults can be easily 

avoided, thereby enhancing chip yield and defect tolerance. The concept of functional test for 

digital biochip has also been introduced for the first time in this thesis. Functional test 

methods address fundamental biochip operations such as droplet dispensing, droplet 

transportation, mixing, splitting, and capacitive sensing.  

To facilitate the application of the above testing methods and to increase their 

effectiveness, the concept of design-for-testability (DFT) for microfluidic biochips has been 

introduced in this thesis. A DFT method has been proposed that incorporates a test plan into 
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the fluidic operations of a target bioassay protocol.  

The above optimization tools have been used for the design of a digital microfluidic 

biochip for protein crystallization, a commonly used technique to understand the structure of 

proteins. An efficient solution-preparation algorithm has been developed to generate a 

solution-preparation plan that lists the intermediate mixing steps needed to generate target 

solutions with the required concentrations. A multi-well high-throughput digital microfluidic 

biochip prototype for protein crystallization has also been designed.  

In summary, this thesis research has led to a set of practical design tools for digital 

microfluidics. A protein crystallization chip has been designed to highlight the benefits of this 

automated design flow. It is anticipated that additional biochip applications will also benefit 

from these optimization methods.  
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Chapter 1 

Introduction 

Microfluidics-based biochips, also referred to as lab-on-a-chip, are revolutionizing many 

areas of biochemistry and biomedical sciences. Typical applications include enzymatic 

analysis (e.g. lactate assays), DNA sequencing, immunoassays, proteomic analysis, blood 

chemistry for clinical diagnostics, and environmental toxicity monitoring [1,2,3]. These 

devices enable the precise control of microliter and nanoliter volumes of biological samples. 

They combine electronics with biology, and they integrate various bioassay operations, such 

as sample preparation, analysis, separation, and detection [1,4]. Compared to conventional 

laboratory experiment procedures, which are usually cumbersome and expensive, these 

miniaturized and automated biochip devices offer a number of advantages such as higher 

sensitivity, lower cost due to smaller sample and reagent volumes, higher levels of system 

integration, and less likelihood of human error.   

A popular class of microfluidic biochips is based on continuous fluid flow in 

permanently-etched microchannels. These devices rely on either micropumps and 

microvalves; or electrical methods such as electrokinetics to control continuous fluidic flow 

[4,5]. Some recent continuous-flow biochip products include the Topaz™ system for protein 

crystallization from Fluidigm Corporation, the LabChip system from Caliper Life Sciences, 

and the LabCD™ system from Tecan Systems [6,7,8]. 

An alternative category of microfluidic biochips replies on “digital microfluidics”, which 

is based on the principle of electrowetting-on-dielectric [9,10,11,12]. Since discrete droplets 

of nanoliter volumes can be manipulated using a patterned array of electrodes, miniaturized 

bioassay protocols (in terms of liquid volumes and assay times) can be mapped and executed 

on a microfluidic chip. Therefore, digital microfluidic biochips require only nanoliter 
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volumes of samples and reagents. They offer continuous sampling and analysis capabilities 

for on-line and real-time chemical/biological sensing [13]. These systems also have a 

desirable property referred to as dynamic reconfigurability, whereby microfluidic modules 

can be relocated to other places on the electrode array, without affecting functionality, during 

the concurrent execution of a set of bioassays. Reconfigurability enables microfluidic 

biochips to be “adaptive” to a wide variety of applications. System reconfiguration can also 

be used to bypass faulty cells to enable microfluidic arrays to provide reliable assay outcomes 

in the presence of defects. 

Recent years have seen growing interest in automated chip design and optimized mapping 

of multiple bioassays for concurrent execution on a digital microfluidic platform 

[14,15,16,17,18]. Therefore, system complexity and integration levels are likely to increase 

as chips are designed and manufactured for emerging applications. Time-to-market and fault 

tolerance are also expected to emerge as design considerations. Therefore, there is a need to 

deliver the same level of design-automation support to the biochip designers and users that 

the semiconductor industry takes for granted.  

As in the case of integrated circuits (ICs), an increase in the density and area of 

microfluidics-based biochips will also lead to high defect densities, thereby reducing yield, 

especially for newer technologies and manufacturing process. However, dependability is an 

important system attribute for biochips. Dependability is essential for safety-critical 

applications such as point-of care diagnostics, health assessment and screening for infectious 

diseases, air-quality monitoring, and food-safety tests, as well as for pharmacological 

procedures for drug design and discovery that require high precision levels. Therefore these 

chips must be tested adequately not only after fabrication, but also continuously during 

in-field operation. Due to the underlying mixed-technology and multiple-energy domains, 

microfluidic biochips exhibit unique failure mechanisms and defects. In fact, the ITRS 2003 

document recognized the need for new test methods for heterogeneous device technologies 
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that underly microelectromechanical systems and sensors, and highlighted it as one of the 

five difficult test challenges beyond 2009 [19].  

The increase in the system complexity and integration levels poses additional challenges 

for electrode addressing and system control. Most prior work on biochips 

computer-aided-design (CAD) has assumed a direct-addressing scheme, where each electrode 

is connected to a dedicated control pin; it can therefore be activated independently. This 

method provides the maximum freedom for droplet manipulation, but it requires an excessive 

number of control pins. For example, a total of 104 pins are needed to independently control 

the electrodes in a 100×100 array. Multi-layer electrical connection structures and 

wire-routing solutions are complicated by the large number of independent control pins in 

such arrays. Product cost, however, is a major marketability driver due to the one-time-use 

(disposable) nature of most emerging devices. Thus, the design of pin-constrained digital 

microfluidic arrays is of considerable importance for the emerging marketplace.  

Some of the above issues, especially related to synthesis and testing, have been addressed 

in [20], which presented the first design automation framework for digital microfluidics. A 

number of integrated design-automation tools were presented in [20] for chip design and for 

the chip user. These tools target design optimization, ease of use, as well as chip testing and 

system maintenance, thereby allowing biochip users to focus on target applications and assay 

adaptation. However, the design methods in [20] are often based on unrealistic assumptions. 

Many practical issues such as physical and technology-related constraints, the nature of 

manufacturing defects, and fabrication cost, are not taken into account. As a result, the chip 

designs resulting from these methods are often impractical. For example, the synthesis tool in 

[20] focuses only on compact designs and it is prone to generate synthesis results with no 

feasible droplet routing pathways. Moreover, most designs resulting from [20] leads to a 

large number of control pins that require expensive multi-layer PCB technology. Furthermore, 

the test methods in [20] do not address many realistic defects. As a result, the design tools 
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presented in [20] are only of a conceptual nature and they cannot be directly used in practice 

for chip design in practice. Finally, since testability is ignored during chip design in [20], the 

test methods described in [20] are not always effective for fabricated biochips.  

This thesis is focused on application-guided design automation tools that address 

practical issues such as defects, routability and fabrication cost. The goal is to provide the 

means for the automated design and use of robust, low-cost, and manufacturable digital 

microfluidic systems. A unified synthesis tool that incorporates defect-tolerance and 

droplet-routing has been developed. Effective metrics have been introduced and used to 

estimate the complexity of routing and system robustness of chip designs. Based on 

estimation results, the unified synthesis tool uses a parallel-recombinative 

simulated-annealing (PRSA) algorithm to search for robust and easily-routable chip designs 

in the candidate design space. 

To reduce fabrication cost, pin-constrained design methods has been developed to reduce 

the number of control pins in microfluidic arrays. The first method is based on 

droplet-trace-based array partitioning. It uses the concept of “droplet trace”, which is 

extracted from the scheduling and droplet routing results produced by the synthesis tool. An 

efficient pin-assignment method, referred to as the “Connect-5 algorithm”, is combined with 

the array-partitioning technique to address electrode arrays with a limited number of control 

pins. A second pin-constrained design method is targeted towards a “cross-referencing” chip, 

which allows the control of an N×M grid array with only N+M control pins. An efficient 

droplet manipulation method has been proposed to achieve high throughput on such 

cross-referencing chips. Finally, a broadcast-addressing-based design method has also been 

proposed to reduce the number of control pins. This method relies on the grouping of 

electrodes with compatible actuation sequences, and the addressing of these electrodes using 

a single control pin.  

This thesis also includes fault models for digital microfluidics based on observed defects 
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in fabricated chips. A parallel scan-like method has been proposed for efficient structural test 

of digital microfluidic arrays. This method relies on concurrent manipulation of multiple test 

droplets to traverse the target array. A comprehensive functional test method has been 

developed to verify the correct operation of functional units. The proposed method provides 

functional test techniques to address fundamental biochip operations such as droplet 

dispensing, droplet transportation, mixing, splitting, and capacitive sensing. For each 

operation, functional testing is carried out using parallel droplet pathways, and it leads to 

qualified regions where synthesis tools can map the corresponding microfluidic functional 

modules.  

The proposed test methods facilitate defect screening, which is necessary to ensure 

dependable system operation. However, the effectiveness of these test techniques is limited 

by the fact that they do not consider testability. To address this problem, design-for-testability 

(DFT) techniques have been proposed in this thesis for digital microfluidic biochips. A DFT 

method has been presented to incorporate a test plan into the fluidic operations of a target 

bioassay protocol. By using the testability-aware bioassay protocol as an input to the biochip 

design tool, the proposed DFT method ensures a high level of testability. An Euler-path-based 

functional test method, which allows functional testing for irregular chip layouts, has also 

been presented.  

The above design automation and testing tools have been utilized to design microfluidic 

biochips for protein crystallization, an important laboratory technique for understanding the 

structure of proteins. A multi-well high-throughput biochip chip design for protein 

crystallization has been proposed. The chip design has been optimized using the proposed 

Connect-5 pin-constrained design method, which achieves a significant reduction of input 

bandwidth without loss, thereby reducing the fabrication cost. With the help of an efficient 

well-loading algorithm for parallel manipulation of multiple droplets, the optimized 

pin-constrained design maintains the same level of operation concurrency as a 
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direct-addressed design. Finally, defect tolerance techniques have been presented to ensure 

the functionality of the chip under the condition of defects. The above design automation and 

optimization tools help deliver an efficient, cost-effective and reliable design of a biochip 

platform for protein crystallization, which is ready for manufacture, as well as easy to use 

and maintain after it is fabricated.  

The rest of this chapter is organized as follows. Section 1.1 presents an overview of 

digital microfluidic technology. Section 1.2 discusses synthesis, testing and pin-constrained 

design techniques. Section 1.3 presents an overview of protein crystallization and design 

automation tools for protein crystallization chip design. Finally, an outline of the thesis is 

presented in Section 1.4. 

  

1.1 Digital Microfluidic Technology 

Traditional microfluidic technologies are based on the continuous flow of liquid through 

etched microchannels on a glass or plastic substrate [4, 21]. Pumping is performed either by 

external pressure sources, integrated mechanical micropumps, or by electrokinetic 

mechanisms. These systems are often operated in a serial mode where samples and reagents 

are loaded into one end, and then moved together towards an output at the other end with 

mixing, sample injection, and separations occuring at (structurally) predetermined points 

along the path. These systems are adequate for many well-defined and simple applications, 

but are unsuited for more complex tasks requiring a high degree of flexibility or complicated 

fluid manipulations. Continuous-flow systems are inherently difficult to integrate because the 

parameters that govern flow field (e.g. pressure, fluid resistance, electric field strength) vary 

along the flow-path making the flow at any one location dependent upon the properties of the 

entire system. As liquids mix and react in the system, their electrical and hydrodynamic 

properties change, resulting in even more complicated behavior. Consequently, the design 

and analysis of even moderately complex systems can be very challenging. Furthermore, 
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since structure and function are so tightly coupled, each system is only appropriate for a 

narrow class of applications. 

A digital microfluidic biochip utilizes the phenomenon of electrowetting to manipulate 

and move microliter or nanoliter droplets containing biological samples on a 

two-dimensional electrode array [22]. A unit cell in the array includes a pair of electrodes that 

acts as two parallel plates. The bottom plate contains a patterned array of individually 

controlled electrodes, and the top plate is coated with a continuous ground electrode. A 

droplet rests on a hydrophobic surface over an electrode, as shown in Figure 1.1. It is moved 

by applying a control voltage to an electrode adjacent to the droplet and, at the same time, 

deactivating the electrode just under the droplet. This electronic method of wettability control 

creates interfacial tension gradients that move the droplets to the charged electrode. Using the 

electrowetting phenomenon, droplets can be moved to any location on a two-dimensional 

array.  

The division of a volume of fluid into discrete, independently-controllable packets or 

droplets for manipulation, provides several important advantages over continuous-flow. The 

reduction of microfluidics to a set of basic repeated operations (i.e., “move one unit of fluid 

one distance unit”) allows a hierarchical and cell-based design approach to be utilized. Large 

systems may be constructed out of repeated instances of a single well-characterized device in 

the same way that complex microelectronic circuits may be built upon a single well 

characterized transistor. Thus, the design and analysis of arbitrarily complex microfluidic 

systems becomes tractable. The constituent cells may be reorganized at different hierarchical 

levels, either through hardware or software, to provide new functionality on demand.  

By varying the patterns of control voltage activation, many fluid-handling operations 

such as droplet merging, splitting, mixing, and dispensing can be executed in a similar 

manner. For example, mixing can be performed by routing two droplets to the same location 

and then turning them about some pivot points. The digital microfluidic platform offers the  
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    (a)                          (b) 
Figure 1.1: Fabricated digital microfluidic arrays: (a) glass substrate [23]; (b) PCB 

substrate [21]. 

additional advantage of flexibility, referred to as reconfigurability, since fluidic operations 

can be performed anywhere on the array. Droplet routes and operation scheduling results are 

programmed into a microcontroller that drives electrodes in the array. In addition to 

electrodes, optical detectors such as LEDs and photodiodes are also integrated in digital 

microfluidic arrays to monitor colorimetric bioassays [23].  

To address the need for low-cost, PCB technology has been employed recently to 

inexpensively mass-fabricate digital microfluidic biochips. Using a copper layer for the 

electrodes, solder mask as the insulator, and a Teflon AF coating for hydrophobicity, the 

microfluidic array platform can be fabricated by using an existing PCB manufacturing 

process [25]. This inexpensive manufacture technique allows us to build disposable 

PCB-based microfluidic biochips that can be easily plugged into a controller circuit board 

that can be programmed and powered via a standard USB port. However, multiple metal 

layers for PCB design for large scale microfluidic biochips may lead to reliability problems 

and increase fabrication cost. Thus, reducing the number of independent control pins is 

important for successful commercialization. We can also address individual electrodes 

separately by employing a serial-to-parallel interface. However, this requires active circuit 

components on the PCB, e.g., logic elements such as gates and flip-flops, which will lead to 

increased cost and power consumption.  
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1.2 Synthesis, Testing, and Pin-Constrained Design 

Techniques 

Recent years have seen growing interest in the automated design and synthesis of 

microfluidic biochips [14, 15, 16, 17, 18]. One of the first published methods for biochip 

synthesis decouples high-level synthesis from physical design [11]. It is based on rough 

estimates for placement costs such as the area of the microfluidic modules. These estimates 

provide lower bounds on the exact biochip area, since the overheads due to spare cells and 

cells used for droplet transportation are not known a priori. However, it cannot be accurately 

predicted if the biochip design meets system specifications, e.g., maximum allowable array 

area and upper limits on assay completion times, until both high-level synthesis and physical 

design are carried out. [15] proposed a unified system-level synthesis method for 

microfluidic biochips based on parallel recombinative simulated annealing (PRSA), which 

offers a link between these two steps. This method allows users to describe bioassays at a 

high level of abstraction, and it automatically maps behavioral descriptions to the underlying 

microfluidic array. 

The design flow is illustrated in Figure 1.2. First, the different bioassay operations (e.g. 

mixing and dilution), and their mutual dependences are represented using a sequencing graph. 

Next, a combination of simulated annealing and genetic algorithms are used for unified 

resource binding, operation scheduling, and module placement. A chromosome is used to 

represent each candidate solution, i.e., a design point. In each chromosome, operations are 

randomly bound to resources. Based on the binding results, list scheduling is used to 

determine the start times of operations, i.e., each operation starts with a random latency after 

its scheduled time. Finally, a module placement is derived based on the resource binding and 

the schedule of fluidic operations. A weighted sum of area- and time-cost is used to evaluate 

the quality of the design. The design is improved through a series of genetic evolutions based 

on PRSA. It generates an optimized schedule of bioassay operations, the binding of assay  
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Figure 1.2: An example illustrating system-level synthesis [15]. 

operations to resources, and a layout of the microfluidic biochip.  

The top-down synthesis flow described above unifies architecture level design with 

physical-level module placement. However, it suffers from two drawbacks. For operation 

scheduling, it is assumed that the time cost for droplet routing is negligible, which implies 

that droplet routing has no influence on the operation completion time. While generating 

physical layouts, the synthesis tool in [15] provides only the layouts of the modules and it 

leaves droplet routing pathways unspecified. The assumption of negligible droplet 

transportation times is valid for small microfluidic arrays. However, for large arrays and for 

biochemical protocols that require several concurrent fluidic operations on-chip, the droplet 

transportation time is significant and routing complexity is non-trivial.  

Recent work on automated biochip design has also included post-synthesis droplet 

routing [26,27]. These methods can reduce droplet transportation time by finding optimal 

routing plans for a synthesized biochip. However, the effectiveness of such methods is 

limited by the synthesis results, i.e., the placement of microfluidic modules often determines 

the droplet pathways that lead to minimum droplet transportation time. For example, if we 
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need to route a droplet between two modules that are 10 electrodes away from each other, 

then it is not possible to reduce the droplet transportation time to less than that needed to 

move a droplet by a distance equal to 10 electrodes. Since droplet pathways are dynamically 

reconfigurable, the number of feasible droplet pathways can be very high, leading to 

considerable computation time for a droplet routing tool.  

The testing of microfluidic biochips has recently been investigated [28,29,30]. These test 

methods add fluid handling aspects to MEMS testing techniques [31]. Test methods have 

been proposed for both continuous-flow and digital microfluidic biochips. An excellent 

review is available in [32]. A fault model and a fault simulation method for continuous-flow 

microfluidic biochips have been proposed in [33]. For digital microfluidic chips, techniques 

for defect classification, test planning, and test resource optimization have been presented 

[28]. Defect classification methods are discussed in [28] and corresponding test procedures 

are described in [29]. Defects have been classified as being either catastrophic or parametric, 

and techniques have been developed to detect these defects by electrostatically controlling 

and tracking droplet motion.  

The work in [28, 29] facilitates concurrent testing, which allows fault detection and 

biomedical assays to run simultaneously on a microfluidic system. A drawback of [28] 

however is that it does not present any automated techniques for optimizing the test 

application procedure. [34] first proposed a test planning and test resource optimization 

method. The test planning problem is mapped to the Hamilton cycle problem from graph 

theory. An alternative method based on Euler paths is proposed in [36]. This method maps a 

digital microfluidic biochip to an undirected graph and a test droplet is routed along the Euler 

path derived from the graph to pass through all the cells in the array. Fault diagnosis is 

carried out using multiple test application steps and adaptive Euler paths.  

Another important issue in biochip design is electrode addressing, i.e., the manner in 

which electrodes are connected to and controlled by input pins. Early design-automation 
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techniques relied on the availability of a direct-addressing scheme. For large arrays, 

direct-addressing schemes leads to a large number of control pins, and the associated 

interconnect routing problem significantly adds to the product cost. Thus, the design of 

pin-constrained digital microfluidic arrays is of great practical importance for the emerging 

marketplace.  

Pin-constrained design of digital microfluidic biochips was recently proposed in [37]. 

This method uses array partitioning and careful pin assignment to reduce the number of 

control pins. However, it requires detailed information about the scheduling of assay 

operations, microfluidic module placement, and droplet routing pathways. Thus, the array 

design in such cases is specific to a target biofluidic application. In another method proposed 

in [38], the number of control pins for a fabricated electrowetting-based biochip is minimized 

by using a multi-phase bus for the fluidic pathways. Every nth electrode in an n-phase bus is 

electrically connected, where n is small number (typically n = 4). Thus, only n control pins 

are needed for a transport bus, irrespective of the number of electrodes that it contains. 

Although the multi-phase bus method is useful for reducing the number of control pins, it is 

only applicable to a one-dimensional (linear) array.  

An alternative method based on a cross-reference driving scheme is presented in [39]. 

This method allows control of an N×M grid array with only N+M control pins. The electrode 

rows are patterned on both the top and bottom plates, and placed orthogonally. In order to 

drive a droplet along the X-direction, electrode rows on the bottom plate serve as driving 

electrodes, while electrode rows on the top serve as reference ground electrodes. The roles 

are reversed for movement along the Y-direction, as shown in Figure 1.3. This 

cross-reference method facilitates the reduction of control pins. However, due to electrode 

interference, this design cannot handle the simultaneous movement of more than two droplets. 

The resulting serialization of droplet movement is a serious drawback for high-throughput 

applications.  
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Figure 1.3: A cross-referencing microfluidic device that uses single-layer driving 

electrodes on both top and bottom plates (adapted from [39]). 
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The minimization of the assay completion time, i.e., the maximization of throughput, is 

essential for environmental monitoring applications where sensors can provide early warning. 

Real-time response is also necessary for surgery and neo-natal clinical diagnostics. Finally, 

biological samples are sensitive to the environment and to temperature variations, and it is 

difficult to maintain an optimal clinical or laboratory environment on chip. To ensure the 

integrity of assay results, it is therefore desirable to minimize the time that samples spend 

on-chip before assay results are obtained. Increased throughout also improves operational 

reliability. Long assay durations imply that high actuation voltages need to be maintained on 

some electrodes, which accelerate insulator degradation and dielectric breakdown, reducing 

the number of assays that can be performed on a chip during its lifetime. The need to 

minimize time-to-result and the emphasis on small footprint (because of cost consideration) 

are the main drivers for the optimization research undertaken in this thesis. 

 

1.3 Protein Crystallization  

This thesis considers protein crystallization as a target application for optimized chip design. 

Proteins play a key role in all biological processes. The specific biological function of a 

protein is determined by the three-dimensional (3D) arrangement of the constituent amino 

acids. Therefore, their structure needs to be understood for effective protein engineering, 

bioseparations, rational drug design, controlled drug delivery, as well as for design of novel 

enzyme substrates, activators, and inhibitors. A widely used method to study the 3D structure 

X Y 

Y X 
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of proteins is to crystallize the proteins and determine the structure using X-ray diffraction 

[40].  

Studies have been reported in the literature to gain a fundamental understanding of the 

mechanism of crystallization [41], but, owing to the complexity and the number of 

parameters involved in the problem, it may take years before the process is understood well 

enough to have practical value. However, structural biologists need immediate information 

about the structure of proteins, hence empirical methods are widely employed for 

crystallization. For example, an empirical approach that is typically used, among others, is a 

two-dimensional coarse sampling that involves systematic variation of salt concentration 

versus pH [41].  

Protein crystallization is a multi-parametric process that involves the steps of nucleation 

and growth, where molecules are brought into a thermodynamically unstable and a 

supersaturated state. In order to “hit” upon the correct parameters for the crystallization of 

proteins, typically a very large number of experiments (103 to 104) are required, which leads 

to the consumption of large protein volumes.  

Efforts are underway to reduce the consumption of proteins by miniaturizing the 

crystallization setup. Screening for protein crystallization includes many repetitive and 

reproducible pipetting operations. To ease this manual and time-consuming task, several 

automatic methods have been introduced. In 1990, Chayen et al introduced a micro-batch 

method where only 1 µL of protein and 1 µL of precipitants were dispensed by programmed 

Hamilton syringes [42] in each well of a 96-well plate containing paraffin oil. Microbatch 

crystallization has been recently demonstrated in micropipettes in 1µL droplets by DeTitta’s 

group at Hauptman Woodward Institute (HWI), where the precipitant and the protein 

solutions are loaded manually into a microcentrifuge tube, centrifuged, collected in a 

micropipette, and then sealed [43]. Despite the efforts at reducing the protein volumes, these 

processes still consume a significant amount of protein and they are labor-intensive. 



 
Figure 1.4: Lysozyme crystals obtained on-chip at 5× and 20× magnifications [24]. 

Robotic automation has emerged as the dominant paradigm in state-of-the-art 

high-throughput protein crystallization. However, robots are slow, very expensive, and they 

require high maintenance. Currently, there are only a few automatic crystallization systems 

that are commercially available. Douglas Instruments’ Oryx 8 [44] can perform both 

microbatch and vapor diffusion methods on protein samples in the range of 0.1–2 µL. 

Gilson’s robotic workstations [45] can also perform both microbatch and vapor diffusion on 

protein samples about 1µL. Syrrx, a rational drug design company, manufactures a robotic 

system [46] for protein crystallization utilizing 20 nL to 1 µL protein samples. 

State-of-the-art robotic systems at HWI’s NIH-funded Center for High Throughput 

Crystallization have a throughput of 69,000 experiments per day for setting up microbatch 

crystallization conditions, that is, a 96 well-plate could be setup every 2 minutes. Each 

screening condition still requires 0.4µL of protein. These semi-automatic systems do not 

encompass ideal high-throughput configurations, requiring user intervention for multiple tray 

processing, as well as suffering from other material processing issues. As most of the work 

performed with these systems is not on a large scale, the automation of storage and handling 

of plates was not addressed in these systems [47]. Such industrial systems, even though they 

are capable of setting up thousands of crystallization screens a day, are prohibitively 

expensive for academic research labs [48]. Therefore, affordable high-throughput automation 

functionality of an industrial system is still needed.  
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Recent work has shown the feasibility of carrying out protein crystallization on digital 

microfluidic biochip. In [38], Srinivasan et al. presented a fabricated digital microfluidic 

biochip for protein stamping, which is capable of handling transportation and mixing of 

protein droplets at high concentrations. The implementation of the basic protein droplet 

operations clearly highlights the promise of a protein crystallization biochip that relies on 

digital microfluidics. However, no automated chip design technique has thus far been 

proposed.    

 
1.4. Thesis Outline 

This thesis research addresses a number of optimization problems related to biochip design 

automation. These optimization problems are motivated by practical considerations. Figure 

1.5 shows the various topics studied in this thesis. The reminder of the thesis is organized as 

follows. 

Chapter 2 presents a defect-tolerant, routing-aware, architectural-level synthesis 

methodology. Section 2.1 provides an overview of related prior work on automated synthesis 

tools and post-synthesis droplet routing for a digital microfluidic biochip. Section 2.2 

introduces a new criterion for evaluating droplet routability for a synthesized design, and 

incorporates it into the overall synthesis flow. Section 2.3 presents pre-synthesis and 

post-synthesis defect-tolerance methods, and integrates them with the droplet-routing-aware 

synthesis flow. In Section 2.4, simulation for the dilution steps of a protein assay is used to 

evaluate the proposed synthesis method. Finally, conclusions are drawn in Section 2.5. 

Chapter 3 presents three methods for pin-constrained biochip design, namely array 

partitioning, cross referencing, and broadcast addressing. Section 3.1 describes the 

partitioning and pin-assignment algorithms for pin-constrained design of large microfluidic 

arrays. The proposed array-partitioning-based method is evaluated using a set of real-life 

bioassays. Section 3.2 presents an alternative pin-constrained design method based on 
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        Figure 1.5: An overview of thesis research. 

cross-referencing. The cross-referencing-based method is also evaluated using a set of 

real-life bioassays. The third pin-constrained design method referred to as broadcast 

addressing is presented in Section 3.3. Section 3.4 analyzes these three methods and 

concludes the chapter.  

Efficient testing and diagnosis methods are proposed in Chapter 4. Section 4.1 relates 

defects in microfluidic biochips to fault models and observable errors. Next, the proposed 

parallel “scan-like” test and defect diagnosis scheme for both on-line and off-line testing are 

introduced. A number of physical defects for microfluidic biochips are listed and fault models 

are presented. Section 4.3 determines the complexity of the test and diagnosis procedures in 

terms of the number of droplet manipulation steps required. Section 4.4 presents these results 

on the application of a fabricated chip. Section 4.5 introduces the concept of functional 
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testing and proposes effective methods to test the basic operation such as droplet dispensing, 

droplet transportation, mixing, splitting, and capacitive sensing. In Section 4.6, these 

functional test techniques are applied to a fabricated chip. Simulation results are also 

presented. Finally, conclusions are drawn in Section 4.7. 

Chapter 5 presents design-for-testability (DFT) for microfluidic biochips. Section 5.1 

explains the testability problem. Section 5.2 proposes a testability-aware design method. In 

Section 5.3, the proposed test-aware design method is applied to a multiplexed bioassay and a 

PCR assay, and simulation results are presented. Finally, conclusions are drawn in Section 

5.4.  

Chapter 6 focuses on application-driven design. In Section 6.1, the automation tools 

described in previous chapters are used for the design of a low-cost, easily manufacturable, 

high-throughput, and robust chip for protein crystallization. Section 6.2 provides a 

solution-preparation algorithm that can be used to derive a preparation plan that lists the 

intermediate mixing steps needed to generate the thousands of target solutions with different 

sample/reagent concentrations required for protein crystallization. A summary of the chapter 

is presented in Section 6.3.  

Finally, Chapter 7 summarizes the contributions of the thesis and identifies directions for 

future work. 
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Chapter 2 

Defect-Tolerant and Routing-Aware Synthesis  

In this chapter, we present a unified synthesis method that combines defect-tolerant 

architectural synthesis with droplet-routing-aware physical design [50,51]. Droplet 

routability, defined as the ease with which droplet pathways can be determined, is estimated 

and integrated in the synthesis flow.  The proposed approach allows architectural-level 

design choices and droplet-routing-aware physical design decisions to be made 

simultaneously. Pre-synthesis and post-synthesis defect tolerance are also incorporated in the 

synthesis tool. We use the dilution steps of a protein assay as a case study to evaluate the 

proposed synthesis method.  

 

2.1 Background 

Next-generation biochips are likely to be multifunctional and adaptive “biochemical 

processing” devices. For example, inexpensive biochips for clinical diagnostics offer high 

throughput with low sample volumes, and they integrate hematology, pathology, molecular 

diagnostics, cytology, microbiology, and serology onto the same platform. The emergence of 

such integrated and multifunctional platforms provides the electronic design automation 

community with a new application driver and market for research into new algorithms and 

design tools. 

Over the past few years, several automated synthesis methods have recently been 

proposed for digital microfluidic biochips. These design-automation methods address 

operation scheduling and module placement for digital microfluidics [14,15,16,17,18]. In 

Chapter 1, we have reviewed these methods and described a unified synthesis algorithm for 

microfluidic biochips based on parallel recombinative simulated annealing (PRSA) [15]. The 
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top-down synthesis flow described in Chapter 1 unifies architecture level design with 

physical level module placement. This method allows users to describe bioassays at a high 

level of abstraction, and it automatically maps behavioral descriptions to the underlying 

microfluidic array. 

However, the synthesis flow described in Chapter 1 suffers from two drawbacks. For 

operation scheduling, it is assumed that the time cost for droplet routing is negligible, which 

implies that droplet routing has no influence on the operation completion time. While 

generating physical layouts, the synthesis tool in [15] provides only the layouts of the 

modules and it leaves droplet routing pathways unspecified. The assumption of negligible 

droplet transportation times is valid for small microfluidic arrays. However, for large arrays 

and for biochemical protocols that require several concurrent fluidic operations on-chip, the 

droplet transportation time is not negligible and routing complexity is non-trivial.  

Moreover, due to advances in microfluidic module design (smaller feature sizes, 

improved materials, etc.), the fluidic operation times are decreasing steadily [49]. However, 

the droplet transportation times are not decreasing at the same pace. As a result, routing times 

must be considered during operation scheduling and in the calculation of assay completion 

times. For the synthesis results derived from the methods proposed in [15], the impact of 

droplet routing on assay completion time might be significant, and the upper limit on assay 

completion time might be violated. In such scenarios, the biochip design will no longer 

correctly implement the desired biochemical procedures. Also, if a synthesized design is not 

routable, either the chip must be discarded or time-consuming resynthesis must be carried out. 

To avoid such occurrences, we have to anticipate the availability of routing paths during 

synthesis. Therefore, droplet routing must be included in the synthesis flow for digital 

microfluidics.  

The other drawback of the synthesis flow described in Chapter 1 is that it is 

defect-oblivious. It can neither guarantee that the design is robust, i.e., defect-tolerant, nor 
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does it facilitate reconfiguration techniques that can be used to bypass defects. Therefore, 

defective chips must be discarded if errors are observed during testing or assay operation. 

The lack of defect tolerance leads to reduced yield and higher chip cost in an extremely 

cost-sensitive market. Therefore, defect tolerance needs to be integrated with droplet routing 

and biochip synthesis. 

 

2.2 Routing-Aware Synthesis 

In this section, we describe how we can incorporate droplet routing in the synthesis flow. 

Droplet-routing methods can be viewed as being either anticipatory, i.e., anticipate the 

routability (defined qualitatively as the ease of droplet routing) of the synthesized biochip 

and design the system to be easily routable, or based on post-synthesis routing to find the 

efficient droplet pathways.  

We attempt to provide a guaranteed level of routability for every module pair that needs 

to be connected to each other. Instead of finding efficient droplet pathways after synthesis, 

we attempt to achieve high-routability mapping of bioassay protocols to the microfluidic 

array. We next propose a new method to incorporate droplet routing in the PRSA-based 

synthesis flow for defect-tolerant microfluidic biochips developed in [50].  

2.2.1 Droplet-Routability Estimation 

For a synthesized biochip, the droplet-routability of a route between two modules is 

quantified in terms of the length, measured by the number of electrodes, of the droplet 

transportation path. Droplet-routability is evaluated in terms of the average length of all the 

droplet pathways for the complete chip. Also, we have to control the maximum length of 

droplet paths. Large values for the maximum path length lead to long routing times, e.g., 

more than 5% of the module operation time, which can have the undesirable consequence of 

having to halt an assay temporarily until the droplets are routed to their destinations. 
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Moreover, long routing pathways are likely to be blocked by obstacles, i.e., intermediate 

modules. For example, in Figure 2.1, all routing pathways from M1 to M4 are blocked by M2 

and M3, therefore droplet routing is not feasible for this design. Note that guard-ring cells are 

used to avoid inadvertent mixing and they cannot be used for routing.  Synthesized designs 

with large values for the maximum droplet path length suffer from a high probability of being 

non-routable. Based on the above considerations, we adopt the maximum droplet path length 

as a parameter for evaluating routability of a synthesized biochip.  

A straightforward technique to derive the routability information is to carry out 

post-synthesis routing to generate an actual routing plan. However, this approach adds to the 

computational burden of the synthesis tool. In particular, if a routing plan involving all the 

droplets on the array is generated for each chromosome in the PRSA-based unified synthesis 

method, the overall synthesis time will be overwhelming due to the large number of 

chromosomes and evolution steps in the synthesis flow. Moreover, since we only care about 

the final synthesis result, we need to reduce the effort spent to generate route plans for the 

intermediate designs. Therefore, we adopt simple estimates of routability, instead of precisely 

calculating droplet routes at each step.  

The module distance Mij is defined as the length of the shortest path between two 

interdependent modules Mi and Mj, assuming that there are no obstacles between them. By 

interdependent module, we refer to module pairs where the operation of one module depends 

on the operation of the other module.  

For example, if optical detection is to be carried out for a mixed droplet, then the optical 

detector and the mixer are interdependent. Note that in many cases, two interdependent 

modules may not be able to operate in successive time-steps; for example, a mixed droplet 

may have to wait for a few cycles since the detector may be busy processing another 

detection step when the mixing is finished. In such cases, a storage unit is needed, and we 

consider the storage unit and the detector as interdependent modules. The mixer and the 



                       

M2 

M3 

M4 

M1 
Route
Start  

Guard Ring 

Route

Destination  

 

Figure 2.1: An example of a non-routable interdependent pair. 
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Figure 2.2: Illustration of module distance. 

storage unit are also interdependent modules. 

Thus droplets are routed only between interdependent modules. The module distance is 

calculated for each interdependent module pair. Although the module distance Mij may not be 

exactly the same as the shortest path length, especially if there are obstacles in the form of 

other modules on the array, Mij is still a good estimate of routability between Mi and Mj.  

Note that in some scenarios, the locations of two interdependent modules may overlap on 

the array. In this case, we set the corresponding module distance to be zero. Since our goal is 

to guarantee the routability of modules in the synthesized biochip, we adopt the average 

module distance (over all interdependent modules) as a design metric. Similarly, we adopt 

maximum module distance to approximate the maximum length of droplet manipulation and 

use it for routability estimation. For each chromosome considered in the PRSA-based 
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synthesis flow, we calculate the average and maximum module distance. 

Next we incorporate routability in the PRSA-based unified synthesis method. Synthesis 

results with high routability values are more likely to lead to simple and efficient droplet 

pathways. To find such designs, we incorporate the above two metrics into the fitness 

function by a factor that can be fine-tuned according to different design specifications to 

control the PRSA-based procedure. The pseudocode for the droplet-routing-aware unified 

synthesis method is shown in Figure 2.3. Candidate designs with low routability are 

discarded during evolution. Thus, the synthesis procedure guarantees that the routing 

complexity is reduced for the synthesized biochip, while meeting constraints on array size, 

bioassay processing time, and defect-tolerance [50].  

2.2.2 Routing Time Cost and Assay Completion Time 

Next we discuss the impact of routing time cost on bioassay completion time. Here we use 

the route planning method of [27] to find an efficient route plan for each interdependent pair. 

The time cost due to the need for droplet transportation is calculated and added to the 

operation time for the first module in the interdependent module pair. Next the schedule is 

adjusted based on the modified operation time.  

There are two possible scenarios that can arise when the schedule is adjusted. In the first 

scenario, despite the increased operation time, the fluidic operation can be accommodated in 

its designated time interval due to the availability of slack or unoccupied time slots in the 

schedule. In this case, the schedule can simply rely on the available slack or unused time 

interval for droplet routing. In the second scenario, operations are scheduled so tightly that 

there is not enough slack available for routing. Here we deal with this problem by adding an 

extra time slot for routing. As a result, the schedule result is “relaxed” and the completion 

time is increased.  Note that in relaxing the schedule, the ordering of the start times of 

operations is not changed, therefore, the change in the schedule has no impact on other 
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PRSA-based droplet-routing-aware synthesis procedure 

1 Set initial population of chromosome and the initial temperature T∞; 

2 Implement the synthesis using the information of initial chromosomes: 

 {Phase I: Resource binding; Phase II: Scheduling; Phase III: Placement 

     Phase IV: Routability estimation} 

3   while (Stopping criteria of annealing is not satisfied) 

4      for i = 1: N  /* Inner loop of annealing process */  

5  Find fitness values of chromosomes through construction procedure;            

6  Reproduction; /* Best chromosomes copied to the next generation */ 

7  Crossover: {Parameterized uniform crossover is to generate the child     

       chromosome from two randomly-selected parent chromosomes} 

8         if  Fitness(child) < Fitness(parents) or  

                rand(0,1)< exp(-[Fitness(child)−Fitness(parents)]/T) 

9                  Child chromosome is selected; 

10           else Parent chromosome (the best one) is selected; 

11           end if /* Here a Boltzmann trial is performed */ 

12        Mutation;/* New chromosomes are generated randomly */ 

13        New population replaces the old generation; end for 

14      T= rate × T; /* update the temperature */ end while 

15   Find the best chromosome from the final population; 

16  Output the results of resource binding, scheduling and placement. 

Figure 2.3: Pseudocode for the PRSA-based droplet-routing-aware synthesis procedure.  

aspects of synthesis, namely resource binding and module placement. The updated assay 

completion time includes the routing time cost and reflects the actual time needed for 

executing the biochemical protocol on the synthesized biochip.  

 

2. 3 Defect-Tolerant Synthesis  

In Section 2.2, we addressed the problem of integrating droplet routing in the synthesis flow. 

In this section, we focus on enhancing the robustness of the synthesized design. In order to do 

this, we incorporate defect tolerance as an objective for routing-aware synthesis. Defect 

tolerance methods can be viewed as being either anticipatory, i.e., anticipate defect 

occurrences and design the system to be defect-resilient, or based on post-manufacture 

reconfiguration and re-synthesis. Here we refer to these two types of defect tolerance as 

pre-synthesis and post-synthesis defect tolerance, respectively.  
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2.3.1 Post-Synthesis Defect Tolerance  

We first focus on post-synthesis defect tolerance. Digital microfluidic biochips are fabricated 

using standard microfabrication techniques [9]. Due to the underlying mixed technology and 

multiple energy domains, they exhibit unique failure mechanisms and defects. A 

manufactured microfluidic array may contain several defective cells. Defects observed 

include dielectric breakdown, shorts between adjacent electrodes, and electrode degradation 

[28].  

Reconfiguration techniques can be used to bypass faulty cells or faulty optical detectors 

to tolerate manufacturing defects. Bioassay operations bound to these faulty resources in the 

original design need to be remapped to other fault-free resources. Due to the strict resource 

constraints in the fabricated biochip, alterations in the resource binding operation, schedule 

and placement must be carried out carefully. Our proposed system-level synthesis tool can be 

easily modified to deal with this issue. To reconfigure a defective biochip, a PRSA-based 

algorithm along the lines of the one described in Section 2.2 is used. The following additional 

considerations must be taken into account. 

The objective during reconfiguration is to minimize the bioassay completion time while 

accommodating all microfluidic modules and optical detectors in the fabricated microfluidic 

array. As resource constraints, the defect-free parts of the microfluidic array and the number 

of fabricated fault-free non-reconfigurable resources replace the original design 

specifications. In the placement phase, the locations of the defective cells are no longer 

available. Note that the locations of non-reconfigurable resources such as integrated optical 

detectors and reservoirs/ dispensing ports are fixed in the fabricated biochip. Using this 

enhanced synthesis tool, a set of bioassays can be easily mapped to a biochip with a few 

defective cells; thus we do not need to discard the defective biochip.  

 



 
27

2.3.2 Pre-Synthesis Defect Tolerance  

In this subsection, we discuss defect-tolerant design, whereby we attempt to provide 

guarantees on correct bioassay operation even if the manufacturing process introduces 

defects. Instead of handling defects after they are detected, we attempt to achieve 

defect-tolerant mapping of bioassay protocols to the microfluidic array under broad 

assumptions of defect occurrences. 

The synthesis method described in Section 2.2 suffers from two main drawbacks. First, it 

does not anticipate defect occurrences and it does not consider defect tolerance in the 

synthesis flow. Instead, it relies on the availability of unused cells in the microfluidic array to 

avoid defective cells that are located after manufacture. However, such a re-synthesis 

procedure might not be feasible because of lack of availability of spare cells. Moreover, the 

impact on assay completion time might be significant, and the upper limit on assay 

completion time might be violated. In such scenarios, the fabricated biochip must be 

discarded. A second drawback of defect-oblivious synthesis is that after defects are identified, 

the complete synthesis process must be repeated. Thus this approach imposes additional 

computation burden on the design and implementation process.  

We next present a new method to incorporate defect tolerance in the unified synthesis 

flow for microfluidic biochips. A novel partial reconfiguration method is also presented to 

enhance defect tolerance after the device is manufactured.  

Defect Tolerance Index  

The defect tolerance of a synthesized biochip can be evaluated in terms of survivability, i.e., 

the capability to perform bioassays on a microfluidic array with defects. The Defect 

Tolerance Index (DTI), is defined as the probability that defect tolerance can be achieved via 

successful partial reconfiguration when the array contains defective cells [36]. Partial 

reconfiguration refers to the relocation only of the modules that contain defective cells; other 
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Figure 2.4: Example of partial reconfiguration. 
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Module 3 Module 1 Module 3 Module 1 

Defect 

Module 2 

modules are not affected. The relocated modules therefore “survive” through the defects (see 

Figure 2.4). 

Assume that each cell in the microfluidic array has an independent failure probability p. 

The DTI D(G) value for a layout G can be estimated by multiplying the survival probabilities 

of all the modules, as follows [50]:            

               D(G) ≈ ∏ Ps(Mi) = ∏ (1−f1(Mi)+ f1(Mi)× f2(Mi)) 

where Mi, i = 1…N, is a microfluidic module (e.g., mixer) contained in a given layout G, and 

Ps(Mi) is the survival probability of module M. Note that f1(Mi) is the probability that the 

module Mi is faulty. It is determined by the equation f1(Mi) = 1 − p·A(Mi) , where A(Mi) is the 

total number of cells contained in Mi. Finally, f2(Mi) is the probability that Mi can be 

successfully reconfigured if it becomes faulty [28].  

Now we incorporate DTI into the PRSA-based unified synthesis method. We first define 

layout vulnerability by V = 1−D.  Layouts with low vulnerability are likely to provide high 

probability of successful partial reconfiguration. To find such designs, we combine 

vulnerability with time- and area-cost to derive a new fitness function to control the 

PRSA-based procedure. Candidate designs with low survivability are discarded during 

evolution. Thus, the synthesis procedure anticipates defect occurrences and selects designs 

that allow reconfiguration of large number of modules, while meeting constraints on array 

size and bioassay processing time. 
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Partial Reconfiguration and Partial Resynthesis 

Next we discuss how defects can be bypassed after manufacture. In the defect-oblivious 

approach described in Section 2.2, defect tolerance is achieved by complete resynthesis, 

which can be very time consuming. Here we propose an efficient method to achieve defect 

tolerance without the need for resynthesis. This method is based on the concept of partial 

reconfiguration, which was introduced in Section 2.3.2. If the number of defective cells is not 

excessive, most microfluidic modules on the array are not affected and they do not need not 

to be reconfigured. As discussed in the Section 2.3.2, the incorporation of defect tolerance in 

the design flow ensures a high probability of partial reconfigurability of the modules, i.e., it is 

very likely that the defective biochip can be made usable via partial reconfiguration.  

For each affected module, we search the array for available defect-free areas for partial 

reconfiguration. This can be accomplished fast, because the search space is restricted to the 

layouts in the modules’ time duration. Once a module is relocated, the algorithm updates the 

corresponding layout and starts the search for the next module. Resources binding and 

scheduling results are not changed. Only the placement of defective modules is modified. 

Therefore, this method is much faster compared to a complete resynthesis procedure.  

In some cases, there may not be a sufficient number of defect-free cells to carryout partial 

reconfiguration for some defective modules. We therefore introduce a new method called 

partial resynthesis. The key idea here is to truncate the bioassay and carry out resynthesis 

only for the modules that start later than the earliest-in-use defective module. Although this 

partial resynthesis procedure may take as much time as complete resynthesis in the worst 

case, i.e., if the first in-use module is defective and cannot be relocated, it is faster on average 

than the complete resynthesis procedure. 

Using these two methods, the complexity of doing post-manufacture processing for defect 

tolerance can be greatly reduced compared to resynthesis. The time needed to complete a set 

of bioassays is also significantly decreased.  
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2.4 Simulation Results 

In this section, we evaluate the defect-tolerant droplet-routing-aware synthesis method by 

using it to design a biochip for a real-life protein assay.  

Recently, the feasibility of performing a colorimetric protein assay on a digital 

microfluidic biochip has been successfully demonstrated [38]. Based on the Bradford 

reaction [9], the protocol for a generic droplet-based colorimetric protein assay is as follows. 

First, a droplet of the sample, such as serum or some other physiological fluid containing 

protein, is generated and dispensed into the biochip. Buffer droplets, such as 1M NaOH 

solution, are then introduced to dilute the sample to obtain a desired dilution factor (DF). 

This on-chip dilution is performed using multiple hierarchies of binary mixing/splitting 

phases, referred to as the interpolating serial dilution method [9]. The mixing of a sample 

droplet of protein concentration C and a unit buffer droplet results in a droplet with twice the 

unit volume, and concentration C/2. The splitting of this large droplet results in two 

unit-volume droplets of concentration C/2 each. Continuing this step in a recursive manner 

using diluted droplets as samples, an exponential dilution factor of DF = 2N can be obtained 

in N steps. After dilution, droplets of reagents, such as Coomassie brilliant blue G-250 dye, 

are dispensed into the chip, and they mix with the diluted sample droplets. Next the mixed 

droplet is transported to a transparent electrode, where an optical detector (e.g., a 

LED-photodiode setup) is integrated. The protein concentration can be measured from the 

absorbance of the products of this colorimetric reaction using a rate kinetic method [38]. 

Finally, after the assay is completed, all droplets are transported from the array to the waste 

reservoir. A sequencing graph model can be developed from the above protocol for a protein 

assay (DF =128), as shown in Figure 2.5. There are a total of 103 nodes in one-to-one 

correspondence with the set of operations in a protein assay, where DsS, DsBBi (i = 1, …,39), 

and DsRi (i = 1, …, 8) represents the generation and dispensing of sample, buffer and reagent 

droplets, respectively.  
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In addition, Dlti (i = 1, …, 39) denotes the binary dilution (including mixing/splitting) 

operations, Mixi (i = 1, …, 8) represents the mixing of diluted sample droplets, and reagent 

droplets; Opti (i = 1, …, 8)  denotes the optical detection of the droplets. Until the fourth 

step of a serial dilution, all diluted sample droplets are retained in the microfluidic array. 

After that stage, for each binary dilution step, only one diluted sample droplet is retained 

after splitting, while the other droplet is moved to the waste reservoir.  

The basic operations for the protein assay have been implemented on a digital 

microfluidic biochip [9]. Experiments indicate that the dispensing operation takes 7 seconds 

[9]. The operation times of various mixers have been found to be different [9].  A binary 

dilution operation can also be easily implemented by mixing of sample droplet followed by 

droplet splitting. Absorbance of the assay product can be measured using an integrated 

LED-photodiode setup. Experiments indicate this absorbance measurement takes 30 seconds.  

The microfluidic module library for a protein assay is shown in Table 2.1. A total of 122 

interdependent module pairs must be routed for this protocol. Clearly, the large number of 

droplet transportation operations in this protocol makes it difficult for a biochemist user or a 

post-synthesis design tool to determine transportation paths. We also need to specify some 

design parameters for the biochip to be synthesized. Different design specifications can be 

determined based on user needs and manufacturing constraints.  

2.4.1 Results for Routing-Aware Synthesis 

We first evaluate the proposed routing-aware synthesis method described in Section 2.2. We 

apply it to an example in which we set the maximum microfluidic array size to be 100 cells, 

and the maximum allowable completion time for the protein assay to be 400 seconds. We 

assume that there is only one on-chip reservoirs/dispensing port available for sample fluids, 

but two such ports for buffer fluids, two for reagent fluids, and one for waste fluids. Finally, 

we assume that at most four optical detectors can be integrated into this biochip. 



 

 

Figure 2.5: Sequencing graph for a protein assay. 

Table 2.1: Experimentally-characterized module library for synthesis. 

Operation Resource Time (s) 

DsS;DsB; DsR On-chip reservoir/dispensing port 7  

2x2-array dilutor 12  

2x3-array dilutor 8  

2x4-array dilutor 5  

Dlt 

4-electrode linear array dilutor 7  

2x2-array mixer 10  

2x3-array mixer 6  

2x4-array mixer 3  

Mix 

4-electrode linear array mixer 5  

Opt LED+Photodiode  30  

Storage Single cell N/A 
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Figure 2.6: A 3-D model illustrating the synthesis results: (a) routing-oblivious method 

of [15]; (b) the proposed method. 
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PRSA-based algorithm from [15] to find a desirable 

solution for the protein assay that satisfies design specifications. The solution thus obtained 

yields a biochip design with a 10×10 microfluidic array, an assay completion time of 377 

seconds, a maximum module distance of 14 electrodes, and an average distance of 3 

electrodes. Next we use the droplet-routing-aware synthesis method using the procedure of 

Figure 2.3. The procedure yields a biochip design with a 10×10 microfluidic array, a 

completion time of 378 seconds, a maximum module distance of 7 electrodes, and an average 

distance of 1 electrode. The computation time for the routability-oblivious and routing-aware 

methods for the protein assay are 4 minutes and 5 minutes, respectively on a 3.00 GHz 

dual-core Intel Xeon server with 4 G of RAM.  

We illustrate the synthesis results, i.e., assay operation schedule and module placement, 

using a 3-D box model shown in Figure 2.6. Each microfluidic module is represented as a 

3-D box, the base of which denotes the rectangular area of the module and the height denotes 

the time-span of the corresponding assay operation. The projection of a 3-D box on the X-Y 

plane represents the placement of this module on the microfluidic array, while the projection 

on the Z-axis (time axis) represents the schedule of the assay operation.  Note that the 

synthesis results determine the locations of integrated optical detector. Transparent electrodes 

for optical detection are used in the microfluidic array.  

Although the two designs have comparable area- and time- cost, the routing-aware 

synthesis method leads to a 50% reduction in the average and maximum module distance. 

This indicates a significant improvement of routability and reduction of the time-cost for 

carrying out droplet-routing. To verify this improvement, we applied the post-synthesis 

routing method of [27] to find efficient droplet pathways routing for both layouts. We find 

that while routing-aware synthesis easily leads to a feasible routing plan, the layout for the 

routing-oblivious result is not routable, i.e., no pathway is available for certain droplet 

manipulations Figure 2.7(a) shows a snapshot of the layout for the routing-oblivious result 

We first use the routability-oblivious 
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g constraints on time- and area-cost, the 

rou

e protein assay under a set of 
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taken at time instant 297 s. In this snapshot, a droplet is to be routed from the storage unit S1 

to dilutor D3, which is located 7 electrodes away in the routing-oblivious layout. However, as 

shown in Figure 2.7 (a), there is no pathway available for routing due to the compact layout 

and large module distance. In contrast, in the layout derived from the routing-aware synthesis 

procedure, since the average module distance is minimized, D3 is placed next to S1 and the 

droplet pathway can be trivially determined.  

Thus we can see that without violatin

ting-aware method carefully arranges interdependent modules to be close to each other. 

Therefore, it ensures that droplet pathways can be determined with a high probability. On the 

other hand, the routing-oblivious method only aims at meeting satisfying constraints on time- 

and area- cost. As a result, the interdependent modules are likely to be segregated by other 

modules when routing-oblivious synthesis is employed; a consequence of this is that routing 

solutions cannot be obtained. Without a careful arrangement of modules, routing-oblivious 

synthesis can find feasible routes only if the area constraint is fairly loose, thereby enough 

chip area is available to create droplet pathways. As a result, time- and area-cost are 

compromised and the design specifications might not be met. 

We examine this issue as follows. We first synthesize th

ign specifications using both the routing-oblivious and routing-aware synthesis methods. 

limits (T = {T1, T2, T3,…,Tn}) and a set of area-cost limit (A = {A1, A2, A3,…, An}). Therefore, 

each synthesized chip Gij corresponds to a point (Ti, Aj).  For each synthesized chip, we 

check if it is routable. A point (Ti, Aj) is referred to as a feasibility boundary point if there are 

no other points (Tm, An) such that Gij  is routable and Tm < Ti, An < Aj. A feasibility frontier is 

defined by connecting all the feasibility boundary points. Therefore, the feasible design 

region is defined by the area above the feasibility frontier. Here we set T = {320, 340, 360,…, 

The pool of design specifications is defined by the Cartesian product of a set of time-cost 440}

and A = {60, 70, 80, …, 180} and carry out both the routing-oblivious and routing-aware 
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Figure 2.7: (a) A snapshot of a non-routable layout from routing-oblivious synthesis 

(time instant 297 s) (b) Corresponding layout in routing-aware synthesis (time instant 

e unit of T is seconds while the unit of A is measured in terms of the number of 

ads to a lower feasibility frontier and a 

larg

we carry out post-synthesis routing for all the routable synthesis results 

cor
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299 s). 

synthesis (th

electrodes). The feasibility frontier is derived for both methods, as plotted in Figure 2.8. Note 

that in finding the feasibility frontier, we fix a time limit and search for the minimum chip 

area for which a routable synthesis result is available. 

As shown in Figure 2.8, routing-aware synthesis le

er feasible design region. For tight time limits, e.g., 320s, the routing-aware method 

achieves a routable synthesis result with less than 140 electrodes, while the routing-oblivious 

method fails when the area limit is lower than 170 electrodes. On the other hand, for a fixed 

array size, e.g., 110 electrodes, routing-aware synthesis leads to a much lower assay 

completion time (less than 360s) than the routing-oblivious method (between 380s and 400s). 

The improvement becomes more significant when routing time is considered and added to 

the assay completion time. In addition to assay-time reduction, routing-aware synthesis 

allows us to reduce chip area, and thereby the product cost for disposable and reusable 

biochips. 

Next, 

responding to the feasible layouts and use schedule relaxation as defined in Section 2.2 to 

derive the adjusted completion time. We add the droplet transportation time to the assay 

completion time in each case. The results are shown in Figure 2.9. These results show that 

that in addition to providing a greater range of feasible design points, routing-aware 
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Figure 2.8: Feasibility frontier and feasible design region for [15] and the routing-aware 

synthesis method. 
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Figure 2.9: Assay completion times (with droplet transportation time included) for [15] 

and  proposed routing-aware synthesis method. 

synthesis leads to lower assay completion times.  

olerance 

ssume that the above biochip 

 for the

2.4.2 Results for Post-Synthesis Defect T

Next we investigate defect tolerance using the above example. A

has been fabricated. Suppose that due to particle contamination, 3 cells in the 10×10 

microfluidic array in Figure 2.6 are rendered defective, as shown in Figure 2.10(a). In order 

to ensure that the protein assay can still be carried out on this biochip, we need to bypass 

these faulty cells during assay operation. Moreover, due to defective cells, some 

non-reconfigurable resources may no longer be available. In this example, we assume one 
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2.4.3 Results for Pre-Synthesis Defect Tolerance 

chieved for the protein assay 

te the defect tolerance of the two synthesized designs by injecting random 

def

e 

bio

that optical detector is rendered defective after manufacturing. Thus the operations assigned 

to this detector have to be remapped to other detectors. The modified synthesis method 

proposed in Section 2.3.1 is used here to carry out the reconfiguration to tolerate these 

manufacturing defects. The reconfiguration results are shown in Figure 2.10(b). This new 

design, allows the protein assay to operate on this defective biochip with an increase of only 

7% in the completion time, i.e., the completion time is now 387 seconds.  

We next evaluate the pre-synthesis defect tolerance that is a

using the enhanced routing-aware method described in Section 2.3.2. We first use this method 

to find a desirable solution that satisfies design specifications. The solution thus obtained 

yields a biochip design with a 10×10 microfluidic array and an assay completion time of 390 

seconds. Next, we compare it with a design synthesized using the routing-aware 

defect-oblivious method described in Section 2.2. The metric for comparison is the amount of 

defect tolerance exhibited by each design.  For the defect-oblivious case, we use the design 

shown in Figure 2.6(b), which is a 10×10 microfluidic array with an assay completion time of 

377 seconds. 

We evalua

ects. A design is deemed to be robust if the injected defects can be bypassed by partial 

reconfiguration. Defects can be classified based on their impact on bioassay functionality.  

The first category includes defects that affect only the unused cells in the array. As th

chip functionality is not compromised, these defects are referred to as benign. The second 

category refers to defects that cause significant “fragmentation” of the array, whereby it is no 

longer possible to relocate a microfluidic module to another part of the array due to lack of 

availability of defect-free cells. These defects are referred to as catastrophic. The third 

category includes defects that are neither benign nor catastrophic. The microfluidic array can  
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(a)                         (b) 

Figure 2.10: (a) A defectiv nfiguration r sults for 

post-synthesis defect toleran

be reconfigured for such defects; hence we refer to these defects as repairable. 

 that contains 

cata

 for biochips that suffer from 

cata

icrofluidic biochip synthesized for the protein 

ass

r assay 

Defective cells 
Top glass plate 

Bottom  

glass plate 

e 10×10 microfluidic array (b) Reco

ce. 

e

A biochip that contains only benign defects is placed in Group I. A biochip

strophic defects is placed in Group II. Finally, a biochip that contains only repairable and 

benign defects is placed in Group III.  Let Nt  be the total number of biochips in a 

representative sample, and let Ni  be the number of biochips in Group i, 1 < i < 3. Clearly N1 

+ N2 + N3 = Nt. We next define two ratios related to the defect tolerance capability of the 

synthesized biochip: (i) robustness index r = (N1 + N3) / Nt ; (ii) failure index f = N2 / Nt. The 

goal of defect-aware synthesis is to maximize r and minimize f. 

Resynthesis must be carried out for biochips in Group II, i.e.,

strophic defects. Let the bioassay completion time before (after) resynthesis be T1 (T2). 

We define the time degradation td as follow:  td = (T2 − T1) / T1. Another goal of defect- 

aware synthesis is to minimize td. 

We take 100 simulated samples of a m

ay with defect tolerance as a criterion and without defect tolerance, i.e., in a 

defect-oblivious manner. In each case, we randomly inject defects by assuming that each unit 

cell is defective with probability p (p = 0.01, 0.05, 0.1 in our experiments). We then 

determine the ratios r, f, and td for both methods. The results are shown in Table 2.2.  

As shown in Table. 2.2, although the defect-tolerant design leads to slightly highe
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tim

results in a higher value of r and a 

con

hesis defect tolerance into the routing-aware 

syn

erant routing-aware and 

def

 

es, this design leads to a DTI value of 0.8918, which implies that almost 90% of the 

modules can be reconfigured if they are affected by defects. This is a considerable 

improvement over the DTI value of 0.0144 obtained using the defect-oblivious method. This 

improvement is also apparent from the comparison of the failure ratio (f), the robustness 

index (r) and the time degradation (td) from Table 2.2. 

For all three value of p, defect-aware synthesis 

siderably lower f. Moreover, the defect-aware biochip design also provides a much lower 

value of td, which implies that for resynthesized biochips, the performance is compromised 

much less. Since the original time-cost for the two methods are comparable, the difference in 

td is therefore even more significant. Moreover, td falls more sharply for smaller values of p 

for the defect-aware design. Therefore, for low defect probabilities, as is often the case for 

mature manufacturing processes, the proposed defect tolerant synthesis method allows 

resynthesis in the case of catastrophic defects with lower time-cost increase. This feature is 

often required for many biochip applications.  

In summary, the incorporation of pre-synt

thesis tool leads to a significant improvement in the robustness of the synthesized design. 

It also allows the search for an optimal design under multiple design specifications including 

completion time, chip area, routability, and system dependability.  

For the protein assay example, we next run the defect-tol

ect-oblivious routing-aware algorithms under a set of combinations of weights in the 

fitness function.  For each combination of weights, if the derived synthesis result is not 

routable, the algorithm is repeated until a routable design is found. Next we carry out random 

defect injection to each design and obtain its failure rate f as defined in Section 2.3. We map 

each design G to a 3-D point (TG, AG, FG) where TG, AG, FG are completion time, chip area 

and failure rate of the design respectively. Similar to the definition in Section 2.4.1, a point 

(TG, AG, FG) is referred to as a feasibility boundary point if there are no other points (Tm,  
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 Table 2.2: Defect tolerance for defect-oblivious and defect-tolerant method for the

protein assay. 

 DTI value Assay time (s) Array area r f td 

Defect-oblivious 0.0144 377 10×10 0.12 0. 1.45 88 

Defect-to rant 0  0  1.21 le 0.8918 390 10×10 .83 .17

(  0.1 

 DTI value Assa Array area r f td 

a) p =

y time (s)

Defect-oblivious 0.0144 0.22 0. 1.29 377 10×10 78 

Defect-to rant 0  0  1.09 le 0.8918 390 10×10 .83 .17

(  0.05 

 DTI value Ass Array Area r f td 

b) p =

ay Time (s)

Defect-oblivious 0.0144 0.30 0.70 1.21 377 10×10 

Defect-to rant 0  0  1.04 le 0.8918 390 10×10 .94 .07

  0.01 

Am, Fm ) such that Tm < TG, Am < AG  and  Fm < FG. A feasibility frontier surface is obtained 

1, defect-tolerant routing-aware synthesis leads to a lower 

fea

(c) p =

by connecting all the feasibility boundary points, as shown in Figure 2.11. The feasible 

design region corresponds to the space above the feasible surface. Any design specification, 

whose corresponding is point located in this region, can be met. Otherwise no feasible design 

exists for this specification.  

As shown in Figure 2.1

sibility frontier surface and a larger feasible design space than the defect-oblivious method. 

For tight time and area limits, e.g., 400s, 110 electrodes, the defect-tolerant method achieves 

a routable synthesis result with failure rate less than 0.5, while the defect-oblivious method 

requires a failure rate of at most 0.1. On the other hand, for a predetermined failure rate limit, 

e.g., 0.3, defect-aware synthesis leads to a much lower assay completion time (less than 390s) 

and smaller chip area (less than 100 electrodes) than the defect-oblivious method, which 

requires a completion time of 450s and a minimum chip area of 150 electrodes. The 

improvement becomes more significant for limits on the failure rate. Defect-aware synthesis 

allows us to reduce chip area and assay completion time, and thereby the product cost for 

reliable biochip platforms. 
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1: Feasibility frontier surface and feasible design region for

outing-aware synthesis methods. 

 

2

We have presented a droplet-routing-aware automated synthesis tool for m

biochips. Droplet routability, defined as the ease with which droplet pathways can be 

determined, has been estimated and integrated in the synthesis flow. The proposed method 

increases the likelihood that feasible droplet pathways can be for area-constrained biochip 

layouts. We have demonstrated the advantages of this approach using a large-scale protein 

assay based on the Bradford reaction. To increase system dependability, two defect-tolerance 

schemes, i.e., pre-synthesis and post-synthesis, have been incorporated into the routing-aware 

design method. Simulation results have highlighted the increase in defect tolerance achieved 

in each case. The design techniques presented in this chapter relieves the chip user from the 

burden of post-synthesis droplet routing, and they facilitate the automated design of biochips 

with guaranteed high levels of defect tolerance. In this way, the biochip user can concentrate 

on the development of nano- and micro-scale bioassays, leaving cumbersome implementation 

details to the synthesis tools.  
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Chapter 3 

Pin-Constrained Chip Design  

In this chapter, we present three design-automation techniques for pin-constrained biochips. 

In contrast to the direct-addressing scheme that has mostly been studied thus far in the 

literature [14,15,16,17,18,51,52,53], we assign a small number of independent control pins to 

a large number of electrodes in the biochip, thereby reducing design complexity and product 

cost.  

 

3.1 Droplet-Trace-Based Array-Partitioning Method 

We first present an array-partitioning-based pin-constrained design method [57]. The design 

procedure relies on a droplet-trace-based array-partitioning scheme and an efficient 

pin-assignment technique, referred to as the “Connect-5 algorithm”. The proposed method is 

evaluated using a set of multiplexed bioassays. 

3.1.1 Impact of Droplet Interference and Electrode-Addressing Problem  

In this subsection, we formulate the pin-constraint problem for a two-dimensional electrode 

array. The goal is to use a limited number of independent control pins to control the 

electrodes of a digital microfluidic array. However, the sharing of control pins leads to the 

problem of droplet interference, which is defined as the inadvertent activation of multiple 

electrodes on which droplets are incident at any time instant. Droplet interference results in 

unintentional droplet operations caused by the simultaneous activation or deactivation of 

electrodes that are controlled by the same pin.  

Impact of Droplet Interference  

A pin-constrained layout may result in unintentional droplet movement when multiple 
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droplets are present in the array. Figure 3.1 shows a 4×4-array in which the 16 electrodes are 

controlled by only 9 input pins. The pin numbers are indicated in the figure. Droplet 

interference occurs if we attempt to move droplet Di while keeping droplet Dj at its current 

location. Suppose Di is at coordinate location (0,0) and Dj is at coordinate location (3,2). To 

move Di to (1,0), we need to activate electrode (1,0) and deactivate (0,0). This implies that a 

high voltage must be applied to Pin 8 while a low voltage must be applied to Pin 1. Note 

however that a high voltage on Pin 8 also activates electrode (3,3). This results in the 

inadvertent stretching of droplet Dj across electrodes (3,2) and (3,3).  

The sharing of control pins can also affect a single droplet. An example is shown in 

Figure 3.2. To move droplets Di one electrode to the left requires Pin 8 to be activated. 

However, the electrode on the right of the droplet is also connected to Pin 8; it is therefore 

also activated. As a result, Di is pulled from both sides and it undergoes inadvertent splitting. 

The above example shows that the sharing of control pins can lead to unintentional 

operations such as droplet splitting and inadvertent movement due to droplet interference. 

This problem therefore must be avoided in any practical pin-assignment layout. 

 

Minimum Number of Pins for a Single Droplet  

Given a two-dimensional microfluidic array, the problem of determining the minimum 

number of independent control pins, k, necessary to have full control of a single droplet 

without interference can be reduced to the well-known graph-coloring problem [56]. Full 

control implies that a droplet can be moved to any cell on the array through an appropriate 

electrode activation sequence. While the problem of finding the chromatic number of a graph 

is NP-Complete [57], it is trivial to observe that for rectangular arrays of size greater than 

3×3, the largest number of directly adjacent neighbors to any cell is four. Hence, if k denotes 

the number of independent control pins, we ensure that k ≥ 5 such that each cell and all of its 

directly adjacent neighbors can be assigned different  



 
(a)                         (b) 

Figure 3.1: An example to illustrate droplet interference due to the sharing of control 

pins by the electrodes: (a) coordinate locations for the electrodes; (b) pin-assignment for 

the electrodes. 

 

Figure 3.2: An example of an inadvertent operation for a single droplet. 

1 2 3 5 

3 5 4 1 

4 1 2 3 

2 3 5 4 

Figure 3.3: A 5-pin layout for a 4×4 array. 

colors. A possible pin layout using 5 pins for a 4×4 array is shown as an example in Figure 

3.3.  

Pin-Assignment Problem for Two Droplets 

We next examine the interference problem for two droplets. For more than two droplets, the 

interference problem can be reduced to the two-droplet problem by examining all possible 

pairs of droplets. In general, any sequence of movements for multiple droplets can occur in 

parallel. We analyze interference between two droplets for a single clock cycle, during which 
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time a droplet can only move to a directly adjacent cell. Any path can be decomposed into 

unit movements, and we say that the two paths are compatible if and only if all of their 

individual steps do not interfere. 

In some situations, we would like both droplets to move to another cell in the next clock 

cycle. If this is not possible without interference, then a contingency plan is to have one 

droplet undergo a stall cycle (i.e., stay on its current cell). There are other possibilities such as 

an evasive move or backtracking to avoid interference, but these lead to more substantial 

changes in the scheduled droplet paths and are therefore not considered here. 

Let us denote two droplets by Di and Dj, with the position of droplet Di at time t given by 

Pi(t). Let Ni(t) be the set of directly adjacent neighbors of droplet Di. The operator ( )k • is the 

set of pins that control the set of cells given by • . Then the problem of two droplets moving 

concurrently can be formally stated as: Di moves from Pi(t) to Pi(t+1), and Dj moves from 

Pj(t) to Pj(t+1). 

We are interested in the overlap of pins between sets of cells for the interference 

constraints, rather than the spatial locations of the cells. The latter are important for the 

fluidic constraints discussed in [27]. For the purpose of defining interference behavior, the 

system is completely determined by the positional states of the two droplets at times t and 

t+1. For droplet Di, the positional states are characterized by the quartet (Pi(t), Pi(t+1), Ni(t), 

Ni(t+1)) and for Dj, the quartet (Pj(t), Pj(t+1), Nj(t), Nj(t+1)). We consider ( )k •  of all 

unordered pairs involving the following sets: Pi(t), Pi(t+1), Ni(t), Ni(t+1), Pj(t), Pj(t+1), Nj(t), 

Nj(t+1). Since ( )8
2 28= , there are 28 such pairs that need to be mutually exclusive to prevent 

interference between the droplets. Pairs of cell sets that must be mutually exclusive for 

non-interference must be contained in this pool of unordered pairs because these eight sets 

include all cells currently occupied by droplets and all of their neighboring cells. A total of 22 

pairs can be quickly removed from consideration, leaving only six pairs of sets that need to 

be closely examined to determine if their mutual exclusion is required for non-interference. 
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For simplicity, the pin operator ( )k •  is left implicit in the following discussion.  Mutual 

exclusion always refers to the pins controlling the cells, and not the cells themselves. We can 

analytically confirm that the control pins for these six pairs must be mutually exclusive to 

prevent interference. 

Pair 1 {Pi(t), Nj(t)}: if Nj(t) contains a cell that shares the same pin as Pi(t), then Dj may be 

between Pj(t) and Pj(t+1) at time t. If this is not the case, Dj will not be able to move to 

Pj(t+1) because it will no longer overlap with Pj(t+1). 

Pair 2 {Pi(t+1), Nj(t)}: if Nj(t) contains a cell that shares the same pin as Pi(t+1), Dj will not 

move properly at time t+1 unless Pj(t+1) is the cell in Nj(t) that shares the same pin as 

Pi(t+1). 

Pair 3 {Pi(t+1), Nj(t+1)}: if Nj(t+1) contains a cell that shares the same pin as Pi(t+1), then 

Dj will drift after moving to Pj(t+1) so that it ends up between Pj(t+1) and a cell that is an 

element of Nj(t+1). 

Pair 4 {Ni(t), Pj(t)}: if Ni(t) contains a cell that shares the same pin as Pj(t), then at time t, Di 

will drift between Pi(t) and the cell of interest in Ni(t). Di may no longer overlap with 

Pj(t+1); if so, it will not be able to move to Pj(t+1). 

Pair 5 {Ni(t), Pj(t+1)}: if Ni(t) contains a cell that shares the same pin as Pj(t+1), Di will not 

move properly at time t+1 unless Pi(t+1) is the cell in Ni(t) that shares the same pin as 

Pj(t+1). 

Pair 6 {Ni(t+1), Pj(t+1)}: if Ni(t+1) contains a cell that shares the same pin as Pj(t+1) then at 

time t+1, Di will drift between Pi(t+1) and the cell of interest in Ni(t+1). 

It can be easily shown that the control pins for these six pairs must be mutually exclusive 

to prevent interference between droplets Di and Dj. These lead to the following necessary and 

sufficient interference constraints:  
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Moving one droplet and stalling the other is a special case that can be used when concurrent 

movement of two droplets leads to violation of the interference constraints. In this situation, 

Pj = Pj(t) = Pj (t+1) and the interference constraints reduce to: 

 ( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )

(1) { ( )}

(2) { ( 1)}

(3) ( ) { }

(4) ( 1) { }

(5) { ( 1)} { }  

(6) { ( 1)} { }

i j

i j

i j

i j

i j

j i

k P t k N

k P t k N

k N t k P

k N t k P

k P t k N P

k P t k N P

φ
φ

φ
φ

j

i

φ
φ

∩ =
+ ∩ =
∩ =

+ ∩ =
+ ∩ − =
+ ∩ − =

 

 

 

 

 

The above constraints must be satisfied during droplet routing [27]. Therefore, they are 

enumerated here for the sake of completeness.  

3.1.2 Array Partitioning and Pin-Assignment Methods  

In this subsection, we propose a pin-constrained design method for digital microfluidic 

biochips based on array partitioning. The key idea is to “virtually” partition the array into 

regions. Similar partitioning techniques have been used for VLSI circuits and for microarray 

biochips [58,59,60].  

Mutually-exclusive sets of pins are utilized for different partitions. Therefore, if we can 

partition the array so that droplets are in different partitions, interference between them can 

be avoided. Partitions can be viewed as subarrays that can contain at most one droplet at any 

given time. Hence, the partitioning criterion here is to ensure at most one droplet is included 

in each partition. However, partitions with no droplets (at any point in time) should be 

avoided because no droplet manipulation is done in this region with the additional set of pins 

assigned to it. Hence it is best to ensure that each partition has exactly one droplet in it.  

Based on this requirement, we find that the droplet trace, defined as the set of cells 
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traversed by a single droplet, serves as a good tool for generating the array partitions. Since 

we view pin assignment as the last step in system synthesis, information about module 

placement and droplet routing is available a priori. The droplet trace can be easily extracted 

from the droplet routing information and the placement of the modules to which it is routed. 

A trace extraction example is shown in Figure 3.4, where two droplets are to be manipulated 

on the microfluidic array. Both of these are required to be detected by an optical sensor three 

times in a specific bioassay. The placement of these detectors is shown in Figure 3.4(a). The 

droplet routes, i.e., the path taken by droplets, are shown by the arrows in Figure 3.4(b). The 

connected arrows illustrate the traces of the two droplets. For each droplet, we create a 

partition composed of all the cells on its trace as well as the cells adjacent to the trace. The 

adjacent cells are included to form a “guard ring” along the trace to avoid inadvertent mixing 

and movement. The guard rings are a consequence of the fluidic constraint described in [27].  

Note that in Figure 3.4(b), there are two “white” regions that belong to neither partition. 

They are referred to as “don’t-care” regions because they are similar to the “don’t-care” terms 

in logic synthesis; they can either be assigned to any partition or they can together form an 

additional partition if multi-droplet-operation modules, e.g. mixers, can be positioned in 

them.  

In order to reduce the number of partitions, we introduce a time-division pin-sharing 

method. The basic idea is to merge partitions that have no overlapping time spans, where a 

time span for a partition is defined as the period of time during which it contains a droplet. 

The time spans for all the partitions can be easily calculated from the operation schedule, 

module placement and droplet routing results [15]; the overlaps can then be readily 

determined. Partitions with non-overlapping time spans are merged to form a larger partition. 

This check-merge procedure continues until all partition pairs overlap in their time spans. By 

reducing the number of partitions, we can reduce the number of control pins needed for the 

array. Note that droplet traces may have spatial overlap, i.e., they may intersect at one or 



 Detector1(x,y) Detector2(x,y) Detector3(x,y) 

Droplet 1 (8, 3) (8, 9) (5, 9) 

Droplet 2 (3, 2) (3, 6) (5, 6) 
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(b) 

Figure 3.4: (a) Detectors used in bioassay; (b) Routing result and array partitions. 

more unit cells on the array. In this case, the requirement of one droplet per partition is not 

met and droplet interference may occur. This problem is handled by simply modifying the 

partitioning result. 

We next study the case where droplets traces intersect on the array. This implies that 

partitions derived by the proposed method overlap in some regions. Sets of pins from an 

“overlapping” partition cannot be used in the overlapped region since the reuse of the pins 

may lead to droplet interference. One solution to this problem is to make the overlapping 

region a new partition, referred to as the overlapping partition, and use direct-addressing for 

it. Again, time-division pin-sharing (TDPS) can be used to reduce the number of pins since 

pin sets of the other (non-overlapping) partitions can be candidates for direct-addressing in 

the overlapping partition.  

An example of this approach is shown in Figure 3.5. The droplet traces are first derived 

from the droplet routing information. Partitions 1, 2, 3, and 4 are assigned accordingly. 

Partition 2 and Partition 3 overlap with each other as shown. Thus a new Partition 23 is  
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Partition Time Span 

1 1-7 

2 5-16 

3 7-14 

4 17-20

23.2 10-11

23.3 13-14

Partition 1 

Partition 2 

Partition 23 

Partition 3 

Partition 4 

X 

Y 

 
(a)                                (b) 

Figure 3.5: (a) Routing result and partitioning (b) Time-span table for the droplets. 

created. From the scheduling result in Figure 3.5(b), the time span for Partition 23 is found to 

be 10-14s. Next the time spans for Partitions 1 and 4 are checked and it is seen that their time 

spans do not overlap with that for Partition 23. Hence the two sets of pins (a total of 2×5=10 

pins) in Partitions 1 and 4 can be used to directly address the nine electrodes in Partition 23.  

Partitions that share pins with the overlapping partition are empty while droplets are 

manipulated in the overlapping partition. Therefore, the sharing of pins in these cases does 

not lead to droplet interference. By introducing the concept of TDPS, we can significantly 

reduce the number of pins required for independent addressing in overlap partitions. The 

concept of TDPS can also be applied in the spatial dimension to the operations inside the 

overlapping region to further reduce the number of control pins. 

Once a spatially overlapping region is found, we determine if there are temporally 

overlapping droplets in this region. Depending on the outcome of this procedure, a spatial 

overlap region can be then divided into two groups — a spatially overlapping but 

temporally non-overlapping (SOTN) region, and a spatially overlapping as well as temporal 

overlapping (SOTO) region. For SOTO regions, direct- addressing is used. For SOTN 

regions, even though droplets traces cross each other, different droplets are sequenced in time  
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Table 3.1: Time-span table with detailed scheduling results for the overlapping region. 

 Partition Time Span 

1 1-7 

2 5-12 

3 7-23 

4 17-20 

23 10-14  

(one after the other), i.e., at any point in time, there is at most one droplet inside the region. 

In this case, a pin set with the minimum size (k = 5) for single droplet manipulation is 

assigned to this SOTN region.  

Again, we use the above example of Figure 3.5 for illustration. Table 3.1 shows the 

schedule information needed for carrying out the temporal check for the overlapping region. 

Partitions 23.2 and 23.3 represent the manipulation of Droplet 2 and Droplet 3 in Partition 23 

respectively. Table 1 shows that the time spans for these partitions do not overlap, thus five 

pins (in contrast to the nine pins needed for direct-addressing) are adequate for the 

overlapping partition. 

3.1.3 Pin-Assignment Algorithm 

In this subsection, we address the problem of how to map control pins to the electrodes in a 

partition. An efficient algorithm that can be easily implemented using a 3-layer-PCB is 

presented. The algorithm is based on a strategy of the Connect-5 (Gomoku) board game [61], 

thus it is referred to as the Connect-5 algorithm.  

The sets of pins assigned to the partitions belong to two groups according to their 

cardinality, i.e., the minimum for single droplet manipulation (k = 5) or the number of pins 

required for direct-addressing. Here we focus on the pin assignment problem for the first case, 

since pin assignment for direct-addressing is straightforward (there exists a simple one-to-one 

mapping between pins and electrodes). 

Our goal is to ensure that any five adjacent unit cells (i.e., a central cell and its four 
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neighbors) that form a “cross” are assigned distinct pins. We refer to the above constraint as the 

“cross constraint”. The pin assignment problem under cross constraints can be mapped to the 

well-known vertex coloring problem in graph theory [56]. The problem here is to obtain a 

5-coloring of the graph derived from a partition, as shown in Figure 3.6. The unit cells in the 

partition are mapped to vertices and any two cells that belong to a “cross” are connected by an 

edge. The graph corresponding to a partition is referred to as the partition graph. 

The graph coloring problem, which involves the determination of the chromatic number 

χ(G) for a graph G, is known to be NP-complete [57]. However, if χ(G) or the number of 

colors to be used is known, as is the case here, there exist an efficient algorithm for graph 

coloring. Moreover, the regular structure of the partitions can be used to solve the problem 

more efficiently using tiling. This approach allows us to use a regular distribution of pins, a 

layout feature that is not directly obtained from graph coloring. The tile (or template) used here 

is referred to as “Bagua”, a Chinese game strategy for the Connect-5 board game [61]. A Bagua 

is a tilted square, as shown in Figure 3.7. By repeatedly placing Bagua structures next to each 

other until the partition boundaries are reached, a Bagua repetition is derived as shown in 

Figure 3.7. The tiling using Bagua repetitions forms the basis for the Connect-5 algorithm. 

Five copies of Bagua repetitions are sufficient to cover a partition of any size. This is 

because of the following property of a Bagua repetition: vertices connected to the same (shared) 

pin appear after exactly five cells in the same row or column of the partition. The partition can 

be covered with Bagua repetitions by simply taking a Bagua repetition and shifting it one cell 

along an arbitrary direction, e.g., upwards, then assigning it to another control pin and repeating 

this step four times, as shown in Figure 3.8. Note that, although the shifting direction is 

arbitrarily selected at the start of the tiling process, once chosen it must be consistent over the 

four shifting steps. 

As shown in Figure 3.8, the pin assignment that results from the shifting of Bagua 

repetition satisfies a cyclic property, i.e., each row is a cyclic repetition of an ordered sequence, 



 
Figure 3.6: Mapping of an array to an undirected graph. 

 
Figure 3.7: A single Bagua structure (the tilted square) and its repetition in a square 

partition. 

 
Figure 3.8: Covering a partition by shifting Bagua repetition along rows. 

and it is also a shifted copy (shift by two cells) of the previous row. This cyclic property 

provides an easy way to implement the Connect-5 algorithm.  

To start, the first row of a partition is selected. Pins are assigned in a fixed cyclic order 

until the boundary of the partition is reached. Then in the next row, the same order is used but 

with a 2-cell-shift to the left/right. The procedure continues until all cells in the partition have 
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been assigned pins. Recall that the shifting direction, once chosen, must remain fixed during the 

assignment procedure for a given partition.  

Next we show that control pins assigned to the electrodes in a partition using this method 

allow free movement of a single droplet, i.e., the “cross constraint” is met. To demonstrate this, 

we consider the cell which is hatched in Figure 3.9. If the cell is assigned Pin 1, we cannot 

assign the same pin to the unit cells that are shaded. Otherwise, we will violate the cross 

constraint in some cases. It can be found that all the unit cells in the Bagua tile and its 

repetitions stay out of the forbidden area. Thus for each pin assigned to cells in a Bagua 

repetition, the cross constraint is not violated. Since this is true for any Bagua repetitions and 

any partition can be tiled by five copies of Bagua repetitions, the “cross constraint” is 

automatically met for every cell in our pin assignment method.  

Compared to the graph coloring approach, the Connect-5 algorithm offers the important 

advantage that it allows wiring to be done easily on a 3-layer PCB; see Figure 3.10. The graph 

coloring approach does not lend itself to this simple pin layout because of the likelihood of 

irregular vertex coloring. 

Connect-5 algorithm succeeds in avoiding droplet interference while moving a single 

droplet inside the partition. Recall that in the droplet-trace-based array partitioning method, 

partitions contains only one droplet each. Therefore, the Connect-5 algorithm can be integrated 

into the droplet-trace-based array partitioning method to generate droplet-interference-free 

layouts with a minimum number of pins.  

3.1.4 Application to Multiplexed Bioassay  

To evaluate the array partitioning and pin assignment method for pin-constrained microfluidic 

biochips, we use a real-life experiment of a multiplexed biochemical assay consisting of a 

glucose assay and a lactate assay based on colorimetric enzymatic reactions. These assays have 

been demonstrated recently [38]. The digital microfluidic biochip contains a 15×15 

microfluidic array, as shown in Figure 3.11. The schedule for the set of bioassays, if a 
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Figure 3.9: A demonstration that the “cross constraints” are met. 

 

Figure 3.10: A wiring example for the pin assignment obtained using the Connect-5 

algorithm. For each partition, two pins can be wired in one layer. 

microfludic array with 225 control pins is available, is listed in Table 2; one iteration of the 

multiplexed assays takes 25.8 seconds [38]. The movement of droplets is controlled using a 50 

V actuation voltage with a switching frequency of 16 Hz. A depiction of the droplet paths for 

multiplexed glucose and lactase assays is shown in Figure 3.11.  

We next apply the droplet-trace-based array partitioning method to the multiplexed 

bioassay example. Initially, six partitions are created for the four droplet traces of Reagents 1, 

2 and Samples 1, 2, and the two traces corresponding to the mixed samples going to Detector 
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Table 3.2: Bioassay schedule for a full-addressable array.  

Step/Time Elapsed 

(seconds) 

Operation 

Step 1 / 0 Sample 2 and reagent 2 start to move towards the mixer. 

Step 2 / 0.8 Sample 2 and reagent 2 begin to mix together and turn around in the 

2×3-array mixer. 

Step 3 / 6.0 Sample1 and reagent 1 start to move towards the mixer.  

Sample 2 and reagent 2 continue the mixing. 

Step 4 / 6.8 Sample 2 and reagent 2 finish the mixing and product 2 leaves the mixer to 

optical detection location 2.  

Sample 1 and reagent 1 begin to mix in the 2×3-array mixer. 

Step 5 / 12.8 Sample 1 and reagent 1 finish the mixing and product 1 leaves the mixer to 

the optical detection location 1.  

Product 2 continues the absorbance detection. 

Step 6 / 19.8 Product 2 finishes optical detection and leaves the array to the waste 

reservoir.  

Product 1 continues the absorbance detection. 

Step 7 / 25.8 Product 1 finishes optical detection and leaves the array to the waste 

reservoir. One procedure of the multiplexed bioassays ends. 
 

 

Figure 3.11: A 15×15 array used for multiplexed bioassays.  
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Figure 3.12: Partition and pin assignment result of the multiplex bioassay. Blank areas 

are don’t care regions that can be either left unaddressed or combined with any 

partition. 
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1 and Detector 2. Three more partitions are created for the three trace-overlapping regions 

respectively. Next, time-span overlap is checked for the three spatially overlapping partitions 

(Partitions 3, 4 and 5). Since there is no temporal overlap of droplets being manipulated in 

both Partition 3 and Partition 5, only five pins are needed for each of them. Partition 4 is 

recognized as a mixer, thus only five pins are needed for it. In the next step, time span 

overlap is checked for all partition pairs. The six partitions corresponding to four droplets 

traces and two detector paths merge into two partitions (Partition 1 and Partition 2). Finally, 

the Connect-5 algorithm is applied. The partitions and the pin-assignment results are shown 

in Figure 3.12.  

We therefore see that array partitioning and pin assignment are effective in reducing the 

input bandwidth, while maintaining the same throughput that is obtained for a 

directly-addressable array. Five partitions are sufficient for preventing interference between 

multiple droplets on the array, as shown in Figure 3.12. Since only five control pins are 

necessary for full control of a single droplet within each partition, only 25 out of the possible 

225 control pins are necessary, i.e., only 11.11% of the total number of electrodes. This 

represents a significant reduction in input bandwidth without sacrificing throughput.  

 

3. 2 Cross-Referencing-Based Droplet Manipulation 

Method  

In this section, we represent an alternative implementation of pin-constrained biochips. We 

propose a droplet manipulation method based on a “cross-referencing” addressing method 

that uses “row” and “columns” to access electrodes [62]. By mapping the droplet movement 

problem to the clique partitioning problem from graph theory, the proposed method allows 

simultaneous movement of a large number of droplets on a microfluidic array. This in turn 

facilitates high-throughput applications on a pin-constrained biochip. 
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3.2.1 Cross-Referencing Addressing 

Pin-constrained biochip based on “cross-referencing” addressing method is first proposed in 

[39]. This method allows control of an N×M grid array with only N+M control pins. The 

electrode rows are patterned on both the top and bottom plates, and placed orthogonally. In 

order to activate a cell on the grid array, the electrode row and column that the cell belongs to 

are selected, as shown in Figure 1.3. This cross-reference method facilitates the reduction of 

control pins. However, due to electrode interference, this design cannot handle the 

simultaneous movement of more than two droplets. The resulting serialization of droplet 

movement is a serious drawback for high-throughput applications.  

As discussed in Section 1.2, the minimization of the assay completion time, i.e., the 

maximization of throughput, is essential for applications such as environmental monitoring, 

surgery and neo-natal clinical diagnostics.  

3.2.2 Power-Efficient Interference-Free Droplet Manipulation Based on 

Destination-Cell Categorization 

In this subsection, we focus on the problem of manipulating multiple droplets on based 

digital microfluidic biochips that use cross-referencing to address the electrodes.  

Electrode Interference   

For the concurrent manipulation of multiple droplets on a cross-referencing-based biochip, 

multiple row and column pins must be selected to activate the destination cells, i.e., cells to 

which the droplets are supposed to move. However, the selected row and column pins may 

also result in the activation of cells other than the intended droplet destinations. An example 

is shown in Figure 3.13. The goal here is to route Droplets 1, 2, 3 simultaneously to their 

destination cells. Droplet 4 is supposed to remain in its current location. However, two 

additional cells are activated unintentionally when the activation voltage is applied to the row 
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and column pins corresponding to the destination cells. As a result, Droplet 4 is 

unintentionally moved one cell up (along the Y-direction).  

Fluidic Constraints  

Droplet manipulations must also conform to rules referred to as the fluidic constraints. These 

constraints are given by a set of inequalities, as shown in Section 3.1.1. 

Destination-Cell Categorization  

As shown in Figure 3.13, the concurrent manipulation of multiple droplets must be carried 

out without introducing any electrode interference. For simplicity, here we only focus on 

the implementation of a set of multiple droplet manipulations that can be carried out 

concurrently (in a single routing step) on a direct-addressing-based chip, without violating 

any fluidic constraints. We refer to such a set of droplet manipulations as a 

droplet-manipulation snapshot.  

We propose a solution based on destination-cell categorization. Note that the problem 

highlighted in Figure 3.13 can be avoided if the destination cells of the droplets being moved 

simultaneously reside on the same column or row. However, electrode interference may still 

occur within the same column or row, as shown in Figure 3.14. Suppose Droplet 1 and 

Droplet 2 are both moved one cell to the left at the same time. Even though no additional 

cells are activated unintentionally, Droplet 1 undergoes unintentional splitting in this situation. 

Fortunately, further scrutiny reveals that the situation in Figure 3.14 is only a false alarm. The 

intended multiple droplet manipulation violates the constraint |Pi(t+1)-Pj(t)| ≥ 2. Such 

manipulations cannot be carried out concurrently even on a direct-addressing-based chip. 

Thus they will never appear in a single droplet-manipulation snapshot. Therefore, it is safe to 

carry out concurrent manipulation of multiple droplets whose destination cells are accessed 

by the same column or row.  
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Figure 3.13: An example to illustrate the problem of electrode interference. H/L stands 

for high/low voltage pairs to activate the cells, and unselected row/column pins are left 

floating (F). 

 L   F   L   F   F 

F
 
 

 
F

 
 
 

F
 

 
 

F
 
 

 
H

 

Unintentional 

splitting  

1 2 

Destination  

cells 

 

Figure 3.14: An example of electrode interference within the same row. 

On the basis of the above observations, we consider the droplets that can be moved 

simultaneously as part of the bioassay, and place them in different groups. A group consists of 

droplets whose destination cells share the same column or row. An example is shown in 

Figure 3.15. A total of nine droplets are needed to be moved on a 10×10 array. As discussed 

above, we group the droplet movements according to their destination cells. For example, 

Droplets 4 and 9 from a group since the destination cells in both cases resides on Row 2. 

Similarly Droplets 1, 2, and 3 are placed in the same group since they are all moving to 

Column 3. Following this grouping process, we finally get four groups of droplets, i.e., {4,9}, 

{1,2,3}, {5,6},{7,8}. In this way, the manipulation of multiple droplets is ordered in time; 
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droplets in the same group can be moved simultaneously without electrode interference, but 

the movements for the different groups must be sequential. For example, droplet movements 

for the group {4,9} in Figure 3.15 can be carried simultaneously, as shown in Figure 3.16. 

Droplet movements are carried out one group after another until all the droplet movements 

are completed.  

Note that the ordering of droplet movements based only on the above grouping strategy 

can cause electrode interference and inadvertent mixing. An example is shown in Figure 3.17. 

The movement of Droplet 2 alone to the left by activating Column 3 will not influence 

Droplet 1. Similarly, the movement of Droplet 1 alone to the right by activating Column 2 

will not influence Droplet 2. However, if these two droplets are moved concurrently, as 

determined by the grouping procedure, by the activation of (Column 2, Row 2) and (Column 

3, Row 2), they mix at (3,2). However, manipulations of this type violate the fluidic 

constraint given by |Pi(t+1)-Pj(t+1)| ≥ 2. Thus they cannot exist in a single 

droplet-manipulation snapshot. Therefore, it is safe to carry out the droplet manipulations in a 

single manipulation snapshot with an arbitrary ordering.  

Although the grouping of droplets based on destination cells reduces the number of 

droplets that can be simultaneously moved, this approach provides more concurrency than 

the baseline method of moving one droplet at a time. Compared to direct-addressing, an order 

of magnitude reduction in the number of control pins is obtained. Simulation results in 

Section 3.2.5 show that there is only a small increase in the bioassay processing time 

compared to direct-addressing. The above droplet-manipulation method is focused on 

minimizing power consumption because, in each step, only droplet manipulations that 

involve a single column or row are carried out. Additional droplet movements are typically 

possible, but concurrency is traded-off for power in this method. An extension to allow 

higher concurrency is described in Section 3.2.4. 
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Figure 3.15: Example to illustrate destination-cell-based categorization. 
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Figure 3.16: Example to illustrate the concurrent movement of a group of droplets. 
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Figure 3.17: Example of electrode interference due to asynchronous processing of 

multiple droplet manipulations. 

Graph-Theoretic Model and Clique Partitioning 

We have thus far introduced the basic idea of multiple droplet manipulations based on 

destination-cell categorization, and shown that the droplets in each group can be moved 

simultaneously. Assuming that each step takes constant processing time, the total completion 

 
62



 
63

umber of groups can be directly mapped to the 

cliq

 in a graph is defined as a complete subgraph, i.e., any two nodes in this subgraph 

are

time for a set of droplet movement operations is determined by the number of groups derived 

from the categorization of destination cells. Note however that the grouping need not be 

unique. For instance, in the example of Figure 3.15, we can form four groups, i.e., {4,9}, 

{1,2,3}, {5,6} and {7,8}. However, {1,2,3,4},{5,6},{7,8,9} is also a valid grouping of the 

droplets. The latter grouping is preferable because three groups allow more concurrency, and 

therefore lower bioassay completion time.  

The problem of finding the minimum n

ue partitioning problem from graph theory [56]. To illustrate this mapping, we use the 

droplet manipulation problem defined in Figure 3.15. Based on the destinations of the 

droplets, an undirected graph, referred to as the droplet movement graph, is constructed for 

each time-step; see Figure 3.18. Each node in the droplet movement graph represents a 

droplet. An edge in the graph between a pair of nodes indicates that the destination cells for 

the two droplets either share a row or a column. For example, Nodes 1 and 2, which represent 

the Droplet 1 and Droplet 2, respectively, are connected by an edge because the destination 

cells for these droplets are accessed using Column 3 in the array. Similarly, Nodes 4 and 9 are 

connected by an edge because the corresponding destination cells are addressed using the 

same row. 

A clique

 connected by an edge [56]. Clique partitioning refers to the problem of dividing the nodes 

into overlapping subsets such that the subgraph induced by each subset of nodes is a clique. A 

minimal clique partition is one that covers the nodes in the graph with a minimum number of 

non-overlapping cliques. The grouping of droplets as discussed above is equivalent to the 

clique partitioning problem. The categorization of destination cells using the grouping of 

droplets is equivalent to the problem of determining a minimal clique partition. Cliques of 

different sizes for a given droplet movement graph are shown in Figure 3.18. A minimal 

clique partition here is given by {1,2,3,4}, {5,6}, {7,8,9}, which corresponds to the groups 
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Figure 3.18: Mapping destination cell layout to undirected 

derived above. Even though the general clique partitioning problem is known to be NP-hard 

Algorithm for Droplet Grouping 

m to determine a (minimal) clique partition for the 

ue is first determined and then nodes and edges corresponding to this 

cliq

rithm, the largest clique and the 

ass

does not lead to any added complexity for droplet movement. This is because the droplet 
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graph. 

[57], a number of heuristics are available in the literature to solve it in an efficient manner.  

Next we describe a greedy algorith

droplet-movement graph (DMG). The algorithm determines cliques for the DMG in an 

iterative manner.  

The largest cliq

ue are deleted form the graph. Next, the clique searching procedure is applied to the 

reduced graph. The algorithm terminates when all the nodes in the DMG have been deleted, 

i.e., an empty graph is obtained. The computational complexity of this algorithm is linear in 

the number of rows/columns. Recall that the cliques can only be formed among nodes 

sharing the same row or column. Therefore, the largest clique can be determined by scanning 

the columns and rows of the array. Thus a maximum of only N+M iterations are needed for 

the droplet-movement graph derived from an N×M array.  

Note that even though in each step of the above algo

ociated destination cells are deleted, the absence of the corresponding destination cells 
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1. O

s in the form of snapshots corresponding to different time-steps.  

3. stination 

can be 

4.

arry out the droplet movements indicated by Step 3. 

3.2.3 Scheduling of Routing for Efficient Grouping 

The column- and row-scan methods described above enable the simultaneous manipulation 

fficiency of this approach 

movements involving these destination cells are incorporated in the clique determined at this 

step. Therefore, when the algorithm terminates with an empty graph, all droplet movements 

have been processed without any electrode interference.  

The steps of the complete procedure to determine the order of droplet movements can be 

stated as follows: 

btain the required droplet movements (from a synthesis tool such as [15]), and organize 

these movement

2. Compare consecutive snapshots to determine the destination cells for the droplets. 

 Scan each row and each column to find the row/column with the largest set of de

cells. The destination cells thus determined forms a group of droplets that 

simultaneously moved. If no row/column contains more than one destination cells, set the 

flag END to 1. 

 If END = 1, process the remaining movements in multiple steps, but with two droplets at 

each step. Else c

5. Check if all the movements in the snapshot have been processed. If the check yields a 

negative outcome, repeat Step 3.  

6. Check whether all the snapshots are processed. If not, get the next snapshot and repeat Step 

2, else terminate the procedure.  

of multiple droplets on the cross-referencing chip. However, the e

depends on the pre-alignment of the destination cells corresponding to the droplet movements 

in the target droplet-routing snapshot. The better aligned the destination cells are, i.e., they 

share the same column/row, the larger is the number of droplets that can be moved 

simultaneously. Therefore, to increase efficiency, it is important to generate routing snapshots  
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Figure 3.19: An example of a droplet-routing plan. 

with well-aligned d

Note that routing snapshots are obtained from the schedule of droplet movements 

lan. Typically, several schedules are feasible for a given 

dro

tion steps in total (three steps for Snapshot 1, one step for Snapshot 2, 

and

ts. The pseudo-code for this algorithm is sketched in Figure 3.22.  

1   2   3   4   5   6   7   8 

2  

1 

estination cells.  

corresponding to the droplet-routing p

plet-routing plan. For example, the routing plan shown in Figure 3.19, derived from 

routing methods such as [27], can be scheduled, i.e., implemented, in two ways; see Figure 

3.20 and Figure 3.21.  

Using the grouping algorithm described in Section 3.2.2, the three snapshots in Figure 

3.20 take five manipula

 one step for Snapshot 3). However, the three snapshots in Figure 3.21 only require three 

manipulation steps (one step for each). Therefore, the key to obtaining a well-aligned 

snapshot is the schedule of droplet routes. Compared to the schedule in Figure 3.20, the 

schedule in Figure 3.21 carefully orders the droplet movements. Droplets movements are 

scheduled in such a way that each snapshot brings the droplets closer to each other, therefore 

their destination cells are more likely to share the same column/row. By this means, the 

alignment of the droplets for each snapshot is improved, which explains the increase in 

routing efficiency.  

Based on the above observation, we present an efficient scheduling algorithm to generate 

well-aligned snapsho

We next use an example to illustrate the algorithm. Figure 3.23 shows a routing plan with 
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Scheduling algorithm for droplet routing 

1  Start from the droplet closest to the boundary of the array, whose initial moving direction 

facing the inner of the array. Mark its initial moving direction as the starting direction. 

We chose such a droplet as starting point since it is most likely to be far away from all the 

 increasing the probability of concurrent manipulation. 

 

4   

than the reverse of the starting direction at the current column or row, and store these 

5  Choose the direction of the next droplet manipulation corresponding to the largest 

6  be moved in the three directions other than the 

reverse of the starting direction. The reverse direction of the starting direction is excluded 

n Step 8. 

8  edule obtained from Steps 1-6 

in the first iteration to obtain the schedule for the entire routing snapshot.  

other droplets.  

2  Move this droplet along its pathway until it shares the same column/row with the starting 

point of another droplet moving in the same direction. Move the two droplets in parallel. 

By this means, the farthest droplet is “pulled” closer to other droplets, thereby improving 

the alignment and

3  Repeat Step 2 and keep adding new droplets for parallel movement until a droplet in the 

set of droplets moving in parallel confronts either a turn or another droplet in its pathway.  

Count the number of droplet movements oriented in each of the three directions other

numbers in a candidate moving set S.  

number of unfinished droplet movements in S.  

Repeat Steps 2-5 until no droplet can 

in this step because allowing droplet moving in this direction may cause dead loop. 

Therefore, we handle such movement separately i

7  Repeat Steps 1-6 starting from the reverse of the starting direction. This step schedules 

the leftover droplet movements from Step 6.  

Add the routing schedule from Step 7 to the end of the sch

Figure 3.22: Pseudo-code of scheduling algorithm for droplet routes. 

 

Figure 3.23: A routing example to illustrate scheduling algorithm. 
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five droplet pathways. Initially the droplets reside at the starting points shown in Figure 3.23. 

The algorithm first moves D1 one electrode to the right. Next droplets D1 and D2 are moved 

one electrode to the right in parallel. D3 is added and moved one electrode to the right with 

D1 and D2. At this time, D1 meets a turning point in its pathway. The algorithm stops and 

counts the number of droplet movements in each direction, i.e., two rightwards, one 

downwards. Therefore, the algorithm stores these numbers in S and keeps on moving D2 and 

D3 until they reach their respective turning points. Next the algorithm moves them one 

electrode do 3 and D4 

tep. Each checking operation takes O(M) time. Step 4 

calc

 can be repeated. However, the number of repetitions is bounded by the 

i i

wnwards and one electrode to the right when they meet D4. Then D2, D

are moved one electrode to the right.  

Next the algorithm goes back to move the leftover droplets D1 and D4. Finally, the 

algorithm generates a routing schedule for D5 and then integrates it into the schedule for 

droplets D2 ~ D4.  

   Next we evaluate the computational complexity of the algorithm using step by step 

analysis. We assume that there are M droplets on an array of N×N electrodes. Droplet i has a 

pathway of length Li. As shown in Figure 3.22, Step 1 takes O(M) time to determine the 

starting droplet. Step 2 and Step 3 check if there are multiple droplets that can be moved 

concurrently after each manipulation s

ulates the number of droplet movements in different directions and stores this 

information in S. This step takes O(M) time in the worst case. Step 5 also takes O(M) time. 

Note that Steps 2-5

sum of the lengths of all the droplet pathways, i.e., in the worst case, Steps 2-5 are repeated 

for each single droplet movement. Therefore, the time taken by Steps 2-5 is simply 

( )   O( ).
M M

i i

1 1

M M M L M L+ + =∑ ∑ Note that iL ≤ 2N, where 1 ≤ i ≤ M. Thus, .2 MNLi ≤∑  We 

therefore conclude that the worst-case time complexity for Steps 2-5 is 2O( ).NM  The time 

complexity of Step 1 is O(N). For Steps 7-8, we also have 2O( ),NM  therefore, the overall 

time complexity of the scheduling algorithm is 2O( ).NM   

= =

M

=1i
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Note that when we use ow ection 3.2.

plet man

implemented without introducing electrode 

interference. For example, for the droplet manipulation pattern shown in Figure 3.15, 

move D4 and D9.  

 Based on this 

obs

duling method, i.e., the ones that correspond to the reverse of the starting 

dire

3.2.5 Simulation Results 

evaluate the proposed method.  

3.2.4 Variant of Droplet-Manipulation Method for High-Throughput 

Power-Oblivious Applications  

For applications where power consumption is not critical, the method proposed in the 

previous section can be modified to achieve even higher throughput.  

the low-p er manipulation method of S 3 to 

implement the “aligned” droplet manipulations, in each step, only dro ipulations 

corresponding to a single row or column are carried out. Note however that there may be 

other droplet manipulations that can also be 

manipulation of D7 and D8 can also be carried out at the same time when we concurrently 

The implementation of these “compatible” droplet manipulations will result in higher 

power consumption, with the associated benefit of higher throughput.

ervation, we propose a modified droplet-manipulation method that relies on the method 

from [63] to carry out the droplet manipulation for the routing plans generated from the 

proposed routing-scheduling method. Note that the straightforward application of [63] to the 

droplet routes from derived from the routing-scheduling algorithm leads to undesirable 

consequences. The alignment of the droplet movements will be broken, thereby leading to 

lower throughout. Therefore, we limit the use of [63] for handling droplet movements in Step 

7 of the routing sche

ction. Instead of being carried out using additional steps, these droplet manipulations are 

carried out concurrently with the ones from Step 1-6. This approach results in higher 

throughput and reduced assay completion time.   

In this subsection, we use random synthetic benchmarks and a set of multiplexed bioassays to 



 
71

t in the array with probability k, referred to 

ty (DIP). A check is incorporated in the generation process to 

ound the chip. Each droplet-movement plan is provided as 

input to the grouping-based method and the number of steps required for droplet movement is 

ent is also considered as a baseline and the results 

ipulated more efficiently for high-throughput 

bio

Random Synthetic Benchmarks  

We first use random synthetic benchmarks to evaluate the effectiveness of the grouping-based 

droplet-movement approach. Digital microfluidic arrays of size N×N, (N = 25, 50, 75) are 

considered here. For each array, we consider 1000 simulated droplet-movement plans. Each 

droplet-movement plan is defined by a starting snapshot and destination snapshot. The 

starting snapshot is generated by injecting a drople

as the droplet injection probabili

avoid the violation of fluidic constraints. Results derived from this process can be viewed as 

snapshots of droplets moving ar

calculated. One-at-a-time droplet movem

are recorded for the purpose of comparison.  

To evaluate the proposed method, we introduce the parameter “number-of-steps-ratio” 

(NSR), defined by the equation NSR = Np/No, where Np (No) is the number of movement 

steps for the grouping-based method (one-at-a-time baseline method). Small values of NSR 

are clearly desirable. We calculate the NSR values for different array sizes and the results; see 

Table 3.3.  

As shown Table 3.3, regardless of DIP value, the NSR decreases with array size. This 

shows that the grouping-based method is more efficient for concurrent droplet manipulation 

on large-scale digital microfluidic arrays. For a given array size, the proposed method 

achieves lower NSR values for higher values of DIP. Thus we see that compared to the 

one-at-a-time scheme, droplets can be man

chips with higher concurrency in biochip operations. 

A Multiplexed Bioassay Example 

Next, we evaluate the proposed scheduling and grouping-based droplet-manipulation 
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Table 3.3: Random synthetic benchmarks, sample size = 1000. 

DIP Array Size NSR

0.1 25×25 0.31

0.1 50×50 0.24

0.1 75×75 0.19

0.15 25×25 0.28

0.15 50×50 0.20

0.15 75×75 0.14

methods by using them to implement the routing plan for a set of real-life bioassays, namely 

multiplexed in-vitro diagnostics on human physiological fluids. 

As a typical example of multiplexed and concurrent assays, three types of human 

d plasma are sampled and dispensed into the digital 

physiological odeled by a 

sequencing graph, as shown in Figure 3.24. e that hedule for assay operations 

and resource binding have been obtained via architectural level synthesis (e.g., through the 

modified list-scheduling algorith 6]), as s  Figure . Note that one time unit in 

this schedule is set to 2 second oreover e that a ule placement on a 16×16 

problem is decomposed into 

elev

s needed using the  

physiological fluids, urine, serum an

microfluidic biochip, and glucose and lactate measurements are performed for each type of 

 fluid. The assay protocol, based on Trinder’s reaction, can be m

We assum the sc

m [1 hown in  3.25

s. M , assum  mod

microfluidic array has also been given a priori, as shown in Figure 3.26. 

To find suitable droplet routes for this biochip, the routing 

en sub-problems, as highlighted in Figure 3.26. For each sub-problem, a droplet routing 

plan is generated using the routing algorithm in [27]. Next we apply the proposed 

grouping-based manipulation method to implement the routing plan. For comparison, the 

grouping-based manipulation method is first applied without the scheduling algorithm for 

aligning droplets. The snapshots are generated by assuming that from the starting point, each 

droplet moves one electrode along its pathway in every snapshot. Note that fluidic constraints 

might be violated if two droplets simultaneously move to the next cells. In this case, we can 

force one of them to stay in the current location at that snapshot, thereby overriding the 

constraint violation. We calculate the number of manipulations cycle



 

Figure 3.24: Sequencing graph model of bioassay example. 

 

Figure 3.25: Schedule obtained via architectural-level synthesis. 

grouping-based method. Next, we apply the manipulation method combined with the 

scheduling algorithm. Again, we record the number of droplet-manipulation manipulation 

cycles required. The computation time for the routing scheduling and the manipulation 

method for the entire assay is 173 seconds, on a Intel Core Duo 2 GHz PC with 2G of RAM. 
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   (a)                  (b)                  (c) 

    

   (d)                  (e)                  (f) 

 

   (g)                  (h)                  (i) 

 

     (j)                  (k) 

Figure 3.26: Module placement (11 sub-problems) for the multiplexed bioassay. 
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Here we use Sub-problem 3 for illustration.  routing plan for 

Sub-problem 3 contains five routing pathways (routes). If no grouping method is used, 

droplet movements are carried out one per cycle. The total number of cycles needed equals 

the number of electrode on all the pathways, i.e., 60. However, using the grouping-based 

manipulation method, the number of cycles is reduced to 53 cycles. Note that no scheduling 

of droplet routes is used at this time to align droplets. The details of the manipulations in each 

cycle are listed in T let is moved one 

electrode toward the corresponding direction. An entry “x” indicates that the droplet stays in 

the current location in that snapshot.  

In Table 3.4, two droplets are moved simultaneously in several manipulation cycles. This 

increases the currency of droplet movements. However, due to the severe misalignment of the 

snapshots, the number of such concurrent manipulation cycles is rather limited. Therefore, 

the reduction of routing time is quite 

Next, d 

grouping-based droplet-based manipulation to the routing plan. The results are shown in 

Tab

s only 32 (16+16) control pins while 256 (16×16) pins 

are

As shown in Figure 3.27, the

able 3.4, where the arrows indicate that the target drop

modest, less than 12%. 

we apply a combination of the proposed cross-based scheduling method an

le 3.5. Compared to the results shown in Table 3.4, droplet-movement concurrency is 

significantly improved. Half of the cycles now contain the concurrent manipulation of more 

than two droplets. In some cycles, even four droplets are moved simultaneously. As a result, 

only 34 cycles are required for this routing plan, which is only 57% of the time required for 

one-at-a-time droplet, and 64% of the time required if droplet grouping is carried out without 

route scheduling.   

Note that the completion time obtained using the proposed droplet-manipulation method 

is slightly more than that for the direct-addressing method (34 cycles versus 17 cycles). 

However, the proposed method require

 required for the direct-addressing method.  



 

Figure 3.27: Routing plan for Sub-problem 3. 

able 3.4: Droplet manipulation results for grouping-based method without scheduling of 

oplet routes. 

T

dr

Snap Cycle Manipulation 

D , D > 

Snap Cycle number Manipulation 

D , D > 

shot number <D1, D2, D3, 

4 5

shot <D1, D2, D3, 

4 5

1 <←, x, ↑, x, x> 28 <←, x, x, x, x>

2 <x, ←, x, x, x> 29 <x, x, ↑, x, x>

3 <x, x, x, ↓, x> 

8 

30 <x, x, x, ←, x>

1 

4 <x, x, x, x, ←> 31 <x, x, ↑, ←, x>

5 <←, x, x, x, x>

9 

32 <←, x, x, x, x>
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6 <x, ←, x, x, x> 33 <←, x, x, x, x>

2 

7 <x, x, ↑, x, x> 34 <x, x, ↑, x, x>

8 <x, x, x, ↓, x> 

10 

35 <x, x, x, ←, x>

9 <x, x, x, x, ←> 36 <←, x, x, x, x>

10 <x, x, ↑, ←, x> 37 <x, x, ↑, x, x>

11 <←, x, x, x, x>

11 

38 <x, x, x, ↓, x>

12 <x, ←, x, x, x> 39 <←, x, x, x, x>

3 

13 <x, x, x, x, ←> 40 <x, x, ↑, x, x>

14 <←, x, ↑, x, x>

12 

41 <x, x, x, ↓, x>

15 <x, ←, x, x, x> 42 <←, x, x, x, x>

4 

16 <x, x, x, ←, x> 43 <x, x, ↑, x, x>

17 <←, x, x, x, x>

13 

44 <x, x, x, ↓, x>

18 <x, ←, x, x, x> 45 , x, x, x, x><←
19 <x, x, ↑, x, x> 46 x, x, ↑, x, x><

5 

14 

x, x, x, ↓, x>20 <x, x, x, ←, x> 47 <

21 <←, x, x, x, x> 48 <←, x, x, ↓, x>

22 <x, ↑, x, x, x> 49 <x, x, ↑, x, x>

15 

23 <x, x, ↑, x, x> 50 <↓, x, x, ↓, x>

6 

24 <x, x, x, ←, x> 51 <x, x, ←, x, x>

16 

25 <←, x, x, x, x> 52 <↓, x, x, ↓, x>

26 <x, x, ↑, x, x> 

17 

53 <x, x, ←, x, x>

7 

27 <x, >    x, x, ←, x  

 



 
77

Table 3.5: Droplet ma pula r grouping-b d me eduling 

of droplet routes. 

C e num r 

< 5>

cle num

<D1

ni tion results fo ase thod with sch

ycl be Manipulation 

D1, D2, D3, D4, D

Cy ber Manipulation 

, D2, D3, D4, D5>

1  18 <<x, x, x, ↓, x> ↓, x, x, ↓, x> 

2  19 <x, x, x, ↓, x> <↓, x, ↑, ↓, x> 

3  20 <←, x, ↑, ←, x> <x, x, ↑, x, x> 

4  21 <<←, x, x, ←, x> x, x, ↑, x, x> 

5  22 <<←, x, x, ←, x> x, x, ↑, x, x> 

6  23 <←, x, x, ←, x> <x, x, ↑, x, x> 

7 > 24 <<←, x, x, ←, ← x, x, ↑, x, x> 

8 < > 25 <←, ←, x, ←, ← x, x, ↑, x, x> 

9 < > 26 ←, ←, x, ←, ← <x, x, ↑, x, x> 

10 > 27 <<←, ←, x, ←, x x, x, ↑, x, x> 

11  28 <<←, ←, x, x, x> x, x, ↑, x, x> 

12  29 <←, ←, x, x, x> <x, x, ↑, x, x> 

13  30 <<x, x, x, ↓, x> x, x, ↑, x, x> 

14 <x,  31 <↑, x, ↓, x> x, x, ↑, x, x> 

  15  32 <x, x, x, ↓, x> <x, x, ↑, x, x> 

16  33 <<x, x, x, ↓, x> x, x, ←, x, x> 

17  34 <<x, x, x, ↓, x> x, x, ←, x, x> 
 

The above c paris s n for rest of the sub-pr sults are 

shown in Figure 3.28.  th oble s, e.g., #4, ntain 

nly one droplet pathway. For these sub-problems, the three methods result in the same 

for sub-proble t sh  two ys overlap in 

any columns or rows, thereby et mov nt is p

As we can see from Figure 3.28, the proposed grouping-base n method 

always achieves imp ved conc  one-at-a-time drople n method. 

This improvement is gnifican n the pr sed route orithm is 

applied. The percentage impr th the s roblem, as shown in Figure 3.28. 

For the entire assay  propos ng algo  leads to ion in the 

number of droplet- ipulatio ed to th e-at-a-tim nipulation 

method, and 32% co ared to th sed algorithm alone.  

Next we apply the power-ob  of the proposed meth  problem  

om on i ext carried out  the oblems. The re

Note at some sub-pr m  #6, #8, #9, #10, #11, co

o

number of cycles. Therefore, results for these sub-problems are not shown explicitly. Results 

m 7 are also no own since the  routing pathwa  in it have no 

 no oplconcurrent dr eme ossible.  

d manipulatio

ro urrency over the t-manipulatio

 si tly enhanced whe opo -scheduling alg

ovement varies wi ubp

, the ed route-scheduli rithm  a 47% reduct

man n cycles compar e on e droplet-ma

mp e grouping-ba  

livious version od to the same



 

Figure 3.28: Comparison of droplet-routing times for 4 sub-problems (#1, #2, #3, #5). 
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Figure 3.29: Comparison of droplet-routing times for the power-efficient-method, the 

power-oblivious method, and the method from [63].  

 
Figure 3.30: Comparison of average # of control pins activated per manipulation step 

for the power-efficient method, the power-oblivious method, and the method from [63]. 
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nipulation 

me of RAM. 

We asured in 

term ] and 

the power

 longer 

comp mber of 

Com a 

power 

consum ption is 

still m

 

3.3 Br

In this  to as 

instance. The computation time for the power-oblivious routing scheduling and ma

thod for the entire assay is 288 seconds, on a Intel Core Duo 2 GHz PC with 2G 

 compare the results (completion time and power consumption, the latter me

s of the average number of pins activated per droplet-manipulation step) with [63

-efficient version of the proposed method. Figure 3.29 and Figure 3.30 show that 

although the proposed power-efficient droplet-manipulation method leads to a slightly

letion time than [63] for some subproblems, it activates a much smaller nu

control pins in each manipulation cycle. This results in a significant reduction in power 

consumption.  

pared to [63], the power-oblivious variant of the proposed method achieves 

significant reduction in assay completion time. As a tradeoff, it results in increased 

ption compared to the power-efficient method. However, the power consum

uch smaller than in [63].       

oadcast-Addressing Method 

section, we propose an alternative pin-constrained design scheme referred

broadcast addressing method [64]. The proposed method provides high throughput for 

bioassays and it reduces the number of control pins by identifying and connecting control 

pins with “compatible” actuation sequences. 

3.3.1 “Don’t-Cares” in Electrode-Actuation Sequences   

To execute a specific bioassay, droplet routes and the schedule of operations are programmed 

into a microcontroller to drive the electrodes. Routing and scheduling information is stored in 

the form of (ternary) electrode activation sequences, where each bit representing the status of 

the electrode at a specific time-step. The status can be either “1” (activate), “0” (deactivate) 

or “x” (don’t-care).  
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 status on an electrode means that the electrode can be either active or 

ina

 step, E1 can be assigned “1” or “0”, i.e., “don’t-care” 

 “x”. This concept is similar to the don’t-cares that arise in logic synthesis during integrated 

   We use the three values “1”, “0”, and “x” to represent the electrode-activation sequences 

for a bioassay. An example is shown in Figure 3.32 A droplet is routed anticlockwise, one 

electrode per step, along the loop consisting of 8 electrodes. Suppose that at time instant 

(clock cycle) t , the droplet rests on electrode E2. The activation sequence for each electrode 

is now calculated and listed in Figure 3.32(b).  

ich can be replaced 

s can be generated from a single signal source. Therefore, the 

cor

In this subsection, we focus on reducing the number of control pins by connecting together 

electrodes with mutually-compatible activation sequences, and addressing them using a 

single control pin. Therefore, the resulting electrode-access method is referred to as a 

broadcast addressing. We first partition the electrodes into groups. For all the electrodes in 

any group, the corresponding activation sequences must be pairwise-compatible. Our goal is 

A don’t-care

ctive, as shown in Figure 3.31. At time spot t, a droplet is to be held at electrode E3. This 

electrode needs to be at high voltage (“1”), and the two adjacent electrodes E2 and E4 need to 

be deactivated (“0”). E1 is not involved in this holding step. Since voltage on E1 has no 

impact on the droplet operations for this

or

circuit design.  

0

   In Figure 3.32(b), each sequence contains several don’t-care terms, wh

by “1” or “0”. By careful replacing these don’t-care terms, the two activation sequences 

corresponding to E1, E4 can be made identical. For example, we can map the four don’t-cares 

in activation sequence for E1 with “0010” and map the four don’t-cares in activation 

sequence for E4 with “0100”. We refer to such sequences as compatible sequences. 

Compatible sequence

responding electrodes E1 and E4 can be connected to a single control pin.  

3.3.2 Optimization Based on Clique Partitioning in Graphs 
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Figure 3.31: Illustration of a “don’t-care” in electrode activation. 

E1      E2    

X       0       1       0 

  E3      E4
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(b) 

Figure 3.32: Example of activation sequence calculation (a) routing and layout 

information (b) calculated activation sequences.  

to find an optimal partition that leads to the minimum number of groups, which in turn yields 

the minimum number of control pins.  

The problem of finding the minim  number of groups can be easily mapped to the 

clique-partitioning problem from graph theory [56]. We use the example in Figure 3.32 to 

illustrate thi h, referred 

to as electrode-activation graph, is constructed; see Figure 3.33. Each node in the graph 

represents an activation sequence for an electrode. An edge in the graph between a pair of 

nodes indicates that their corresponding activation sequences are compatible. For example, 

nodes 1 and 4, which represent the activation sequences for electrode E1 and E4, respectively,  

um

s mapping. Based on the activation-sequence table, an undirected grap
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Figure 3.33: Mapping of the activati s of Figure 2 an undirected graph. 

are connected by an edge beca  t  a a  ue es n be converted to a single 

sequence “01000010” by replacing the don er

As mentioned in Section 3.2.2, a clique ap s defined as omplete subgraph, i.e., 

the problem of dividing the set of nodes into non-overlapping subsets such that the subgraph 

umber of non-overlapping cliques. The grouping of 

dro

control pin. In the above example, electrodes E1, E4 are connected and they share the 

common activation sequence of {01000010}. Since we broadcast a common activation 

sequence to several electrodes, we refer to this addressing method as “broadcast addressing”.  

The complete steps in broadcast addressing are as follows: 

1.  Obtain droplet-routing information from the biochip synthesis results and calculate 

 

on sequence  3.3  to 

use he ctiv tion seq nc ca

’t-care t ms.  

 in

2 3 1 

8 4 

7 6 5 

 a gr h i a c

any two nodes in this subgraph are connected by an edge [56]. Clique partitioning refers to 

induced by each subset of nodes is a clique. A minimal clique partition is one that covers the 

nodes in the graph with a minimum n

plets as discussed above is equivalent to the clique-partitioning problem. A minimal clique 

partition here for this example is given by {1,4}, {5,8}, {2,6}, {3,7}. Even though the 

general clique partitioning problem is known to be NP-hard [57], a number of heuristics are 

available in the literature to solve it in an efficient manner.  

After an efficient partitioning of electrodes is derived, we address all the electrodes in a 

group using a single control pin. A common activation sequence compatible to all the 

individual sequences in each group is calculated and used as the input sequence for the 
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the control-signal sequence for each control pin. The control-signal sequence consists 

of the values 1 (activated), 0 (deactivated), and x (don’t-care).   

2.  Draw an undirected graph representing the relationship between control-signal 

sequences. For every pair of electrode-activation sequence, if one sequence can be 

derived from the other by simply changing x’s to 1’s/0’s, then draw an edge between 

3.  Apply clique partitioning to minimize the number of independent control signals.  

 NP-hard [57]. Therefore, we use a 

heu

ass er typically requires several 

sub

the nodes representing them.  

4.  Group and connect the control lines that are in the same clique. 

The general clique partitioning problem is known to be

ristic based on the union-find algorithm [73], which partitions the graph by iteratively 

searching for a maximal clique, defined as a clique not contained in any larger clique, and 

then deleting the maximal clique from the graph. The algorithm takes O(N3) computation 

time, where N is the number of electrodes on the chip. 

 By using this broadcast-addressing method, the input bandwidth for the microfluidic 

biochip can be significantly reduced. For the example in Figure 3.33, instead of using eight 

independent control pins to address the electrode loop, broadcast addressing only needs four 

control pins. A more significant reduction is expected in large arrays with more don’t-care 

terms in activation sequences. 

Another advantage of the broadcast-addressing method is that it provides maximum 

freedom of droplet movement. It does not change the schedule of operations or the 

droplet-routing pathways for the target bioassay; therefore, bioassays can be executed as fast 

as on a direct-addressing-based chip. Compared to the array-partitioning-based method 

presented in Section 3.1, broadcast addressing does not need to limit the number of 

concurrent droplet movements to get fewer partitions. The proposed method also reduces 

ay operation time compared to cross-referencing; the latt

-steps for a set of droplet manipulations that can be carried out concurrently in a 
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direct-a

exampl

3.3.3 Broadcast Addressing for Multifunctional Biochips 

Broadc

the exe etermined bioassays. For each target bioassay, droplet 

rou t, 

for each elec

collective a

input pins to 

3.3

ddressing-based chip. These advantages are quantitatively evaluated using a real chip 

e in Section 3.3.4. 

ast addressing can also be applied to multifunctional biochips, i.e., biochips targeting 

cution of a set of (multiple) pred

ting and schedule information are collected and activation sequences are calculated. Nex

trode, we merge the activation sequences from the different assays and obtain a 

ctivation sequence. Note that the compatibility of activation sequences is 

independent of the ordering of the sequences. Therefore, the merging of activation sequences 

can be carried out in any arbitrarily-chosen order.  

Once the collective activation sequences are derived, the same steps as described in 

Section 3.3.2 are carried out to derive the electrode partitions and the wiring (connection of 

electrodes) plan.  

Note that the longer the activation sequences, the more specified entries, i.e., “1” and “0” 

exist, and the less compatibility we observe. Therefore, multi-functionality may necessitate a 

larger number of input control pins for the proposed broadcast addressing method. This 

trade-off is evaluated in the next section. 

.4 Experimental Results  

In this section, we evaluate the proposed broadcast addressing method by using it to 

pin-constrained design of biochips for a multiplexed immunoassay, a representative protein 

assay, and the polymerase chain reaction (PCR) procedure.  

Each assay is first mapped to a 15×15 electrode array controlled using the 

direct-addressing scheme. Next, the proposed broadcast-addressing method is used to reduce 

the number of control pins.  
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Figure 3.34: Sequencing graph model for the multiplexed bioassay. S , S  are samples, 

Multiplexed Assay  

described in Section 3.1.4. Figure 3.34 

sho

}, are routed together in sequence for the mixing operation. 

Mixed dropl

and lactase assays is given in Figure 3.11.  

In the multiplexed assay, eight droplets (two droplets from each sample/reagent) are 

ocated at the center. Next, four mixing and detection 

d to the above chip layout. As 

sho

f the activation sequences is listed in Table 3.6. Next, the  

 

1 2

R1, R2 are reagents, M1 ~M4 are mixing operations, and D1 ~D4 are detection operations. 

We first map the multiplexed biochemical assay 

NoNop 

p

I1I1 I2I2 I3I3 I4I4 I5I5 I6I6 I7I7 I8I8

S1S1 S1S1 S2 S2 R1 R2 R1 R2

M1M1

  

D D D D D D D D

M2M2 M3M3 M4M4

1 1 2 2 3 3 4 4

ws the flowchart for the multiplexed assays in the form of a sequencing graph. For each 

sample or reagent, two droplets are dispensed into the array. Four pairs of droplets, i.e., {S1, 

R1}, {S1, R2}, {S2, R1}, {S2, R2

ets are finally routed to the detection site for analysis.  

   As discussed in Section 3.1.4, the multiplexed bioassays were mapped to a digital 

microfluidic platform containing a 15×15 array, as shown in Figure 3.11. A depiction of the 

droplet pathways for multiplexed glucose 

dispensed and routed to the mixer l

operations are carried out in a pipeline manner following the schedule shown in Table 3.2. 

We assume that the droplets are transported at the rate of 1 electrode/second, i.e., 1 Hz.  

Next we apply the proposed broadcast-addressing metho

wn in Figure 3.11, the multiplexed-assay chip utilizes 59 electrodes. We calculate the 

electrode activation sequences based on the scheduling and routing result presented in 

Section 3.1.4. A fragment o
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Table 3.6: A fragment of the activation sequences for multiplexed assay. 

Electrode # (7~20) Activation Sequences(0s ~ 13s) 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

7 1 0 x x x 0 1 0 x x x 0 … 

8 0 1 0 x x x 0 1 0 x x x … 

9 x 0 1 0 x x x 0 1 0 x x … 

10 x x x x x x x x x x x x … 

12 x x x x x x x x x x x x … 

13 x 0 1 0 x x x 0 1 0 x x … 

14 0 1 0 x x x 0 1 0 x x x … 

15 1 0 x x x 0 1 0 x x x 0 … 

16 x x 0 1 0 x x x 0 1 0 x … 
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Figure 3.35: Broadcast addressing for the multiplexed assay chip. 
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Fig. 9: Comparison of assay completion times.  
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clique-partitioning-based broadcast addressing 

connections and the pin-assignment ure 3.35. The pins 

assigned to the electrodes are sho   the corresp d g o s  

In Figure 3.35, th number  n i  r 9 , almost a 60% 

reduction compared irect-ad s n m thod.   c n e b ction in wiring 

complexity, fabricatio ost is reduced significantly. h e   c  the assay time 

compared to a direct- essing c p a s   c s.

The cross-reference-based m on in number of 

control pins, but at the expense of higher ass  completion times. The results are shown in 

Figure 3.36. With broadcast addressing, we obtain an assay completion time of 73 s. The 

cross-referencing-based method requires the 30 control pins but a longer completion time of 

132 s. The array-partitioning-based method described in Section 3.1 leads to a completion 

time of 73 s. However it requires 35 control pins, i.e., an increase of 40% compare to the 

broadcast-addressing method.  

 

Polymeras

For the e used for rapid 

enzyma  of performing 

droplet-base successfully 

dem wn in 

Figure 3. schedule 

shown in Fig

Assum  control pins. 

However, u er of control 

pins to 14. T

method is used to generate the electrode 

plan. The results are shown in Fig

wn in on in  b xe . 

e of co trol p ns is educed from 5  to 25

to d dre si g e  Due to o sid ra le redu

n c  T er  is no in rease in

addr hi  th t u es 59 ele trode   

ethod in also leads to a significant reducti

ay

e Chain Reaction (PCR)  

second assay, we use the mixing stages of the PCR. These stages ar

tic amplification of specific DNA strands. Recently, the feasibility

d PCR on digital microfluidics-based biochips has been 

onstrated [26]. Its assay protocol can be modeled by a sequencing graph, as sho

37. Mapping the protocol on to the array, we obtain the chip layout and 

ure 3.38 and Figure 3.39, respectively. 

ing a direct-addressing scheme, the layout in Figure 3.38 requires 62

sing the proposed broadcast-addressing method, we reduce the numb

he pin-constrained layout for the PCR chip is shown in Figure 3.40. 
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 of the PCR assay on a 15×15 array. 
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Figure 3.37: Sequencing graph for the mixing stage of PCR. 
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Figure 3.39: Schedule for the PCR assay. 
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Figure 3.40: Broadcast addressing for the PCR chip. 

Protein Dilution 

The third assay that we consider consists of the dilution steps in a real-life protein assay 

described in Section 2.4. The flow chart is shown in Figure 2.5. A droplet of the protein 

sample with concentration C is diluted on chip through seven hierarchies of binary 

mixing/splitting phases to derive the target droplet with a sample concentration of C/128. 

After dilution, droplets of reagents, such as Coomassie brilliant blue G-250 dye, are 

dispensed into the chip, and they mix with the diluted sample droplets. Next the mixed 

droplet is transp tor (e.g., a 

LED-photodiode setup) is integrated. The protein concentration can be measured from the 

absorbance of the products of this colorimetric reaction using a rate kinetic method.  

We map the protein assay to the 15×15 array. Figure 3.41 shows the chip layout and 

Figure 3.42 illustrates the schedule for this protocol. In Figure 3.41, 52 electrodes are used in 

the chip layout. This number is reduced to only 27 after the broadcast-addressing method is 

applied; see Figure 3.43.   

orted to a transparent electrode, where an optical detec
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Figure 3.41: Layout for protein-dilution chip. 

 

 

Figure 3.42: Schedule for the protein dilution assay, Dlt –dilution, Mix – mixing, Opt –

optical detection. 
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Figure 3.43: Broadcast-addressing for the protein-dilution chip. 
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Figure 3.44: Pin-assignment layout for multi-functional chip. 

Broadcast-Addressing for  

Finally, we evaluate the performance of the proposed method for multi-functional biochip 

design. Here we design a multi-functional biochip that can execute all the three assays 

described in the previous subsections. The pin-assignment for the multi-functional chip can 

be obtained by combining the chip layouts for the three different assays, see Figure 3.44. 

Note that only 81 electrodes on the 15×15 array are used in this layout and thereby need to be 

addressed.  

 Next we consider the addressing problem for the multi-functional chip. The activation 

sequences for the PCR assay and protein assay are determined and combined with that from 

layout with only 37 control pins.  

The addition of two assays to the biochip for the multiplexed assay, and 22 (81–59 = 22) 

new electrodes, leads to only 13 extra control pins. These results highlight the scalability 

attribute of the proposed design method.   

 

3.4 Chapter Summary and Conclusions  

We proposed an efficient partitioning and pin assignment lgorithm for pin-constrained 

digital microfluidic biochips. The partitioning method is based on the concept of droplet trace, 

 a Multi-functional Chip

the multiplexed assay. The broadcast addressing method is carried out and it generates a chip 

a
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which is calculated from scheduling and placement results from automated synthesis tools. 

An efficient pin assignment scheme based on Connect-5 algorithm is used to derive the actual 

pin layout.  

We have also proposed a droplet manipulation method for a “cross-referencing” 

addressing method that uses “row” and “columns” to access electrodes in digital microfluidic 

arrays. By mapping the droplet movement problem to the clique partitioning problem from 

graph theory, e number of 

droplets. A linear-time heuristic algorithm based on row-scanning and column-scanning has 

, a 

d digital microfluidic biochips. We have shown how compatible electrodes are 

id

assays. These pin-constrained design methods will allow 

bio

the proposed method allows simultaneous movement of a larg

been used to derive the clique partitions. To further increase routing concurrency

route-scheduling algorithm has been developed to pre-align droplet movements. A 

power-oblivious version of the method is also presented; it which allows higher-throughput 

manipulations with a slight increase in power consumption. We have used random synthetic 

benchmarks and a set of multiplexed bioassays to evaluate the proposed method.  

Finally, we have described a broadcast-based electrode-addressing method for 

pin-constraine

entified and connected. This procedure leads to a considerable reduction in the number of 

control pins. We have used the proposed method to solve the electrode addressing problem 

for a multi-functional biochip and achieved a significant reduction in the input-control 

bandwidth required for a set of bio

assays for high-throughput sequencing, immunoassays, and clinical diagnostics to be 

mapped to pin-constrained and low-cost biochips, and simplify the design and 

implementation of such biochips.
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 and Diagnosis 

Dep

mic

In this section, we describe efficient fault detection and diagnosis methods based on 

multiple-droplet testing. The key idea here is to manipulate multiple droplets in parallel to 

test the microfluidic array in a scan-like manner.  

Table 4.1 lists common defects and their causes. It also maps each defect to a fault model 

and an observable error. Note that all of these defects are catastrophic, i.e., their occurrence 

Chapter 4 

Testing

endability is essential for microfluidic biochips that are used for safety-critical 

applications. Therefore, these devices must be adequately tested after manufacture and 

during bioassay operations. We present a parallel scan-like testing methodology for digital 

microfluidic devices [65]. A diagnosis method based on test outcomes is also proposed. The 

diagnosis technique is enhanced such that multiple defect sites can be efficiently located 

using parallel scan-like testing. Defect diagnosis can be used to reconfigure a digital 

microfluidic biochip such that faults can be avoided, thereby enhancing chip yield and defect 

tolerance.  

In addition to error detection and localization of defect sites, we also focus on ensuring 

correct operation of functional units. We first introduce the concept of functional testing of 

rofluidic biochips [66]. We address fundamental biochip operations such as droplet 

dispensing, droplet transportation, mixing, splitting, and capacitive sensing. Long electrode 

actuation times are avoided to ensure that there is no electrode degradation during testing. 

The functional testing of pin-constrained biochips is also studied. We evaluate the proposed 

test methods using simulations as well as experiments for a fabricated biochip. 

 

4.1 Parallel Scan-like Test  
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o fail. Compared to the defects listed in [28], we have identified several 

new defects that either result from manufacturing problems or appear during bioassay 

igned parallel plates, and grounding failure. Note 

totype digital microfluidic devices consist of a two-dimensional array of 

electrodes with one or m

Starting from 

thway to traverse every cell in the array, and 

ent testing, a test droplet is guided to visit the 

available cells in accordance with a predetermined path. If the target cell is temporarily 

unavailable for testing, i.e., it is occupied by a droplet or it is adjacent to active microfluidic 

modules, the test droplet waits in the current position until the target cell becomes available. 

The test outcome is read out using a capacitive sensing circuit connected to the electrode for 

the sink reservoir, as shown in Figure 4.2. The figure shows details about the set setup and  

will cause the chip t

execution, e.g., electrode charging, misal

that even though the causes for these new defects are unique, their observable errors are 

already included in the set of errors targeted in [28]. Therefore, all the defects listed in Table 

4.1 can be detected by manipulating test droplets to traverse the candidate faulty electrodes. 

Note that to detect an electrode-short defect, a test droplet needs to traverse two adjacent 

electrodes that are involved in the short. The test droplet will reside in the middle of the two 

shorted electrodes that are activated simultaneously; there will not be sufficient overlap area 

with the next electrode for further transportation. 

Most pro

ore sources and sinks, i.e., reservoirs, on the boundary, as shown in 

Figure 4.1 [25].  In this regular structure, electrodes are carefully aligned in columns and 

rows. We next describe the parallel scan-like test method, named thus because it manipulates 

multiple test droplets in parallel to traverse the target microfluidic array, just as test stimuli 

can be loaded in parallel to multiple scan chains in integrated circuits.  

We first describe the special case of a single test droplet. We determine the pathway for 

the test droplet, irrespective of the bioassay operation, as shown in Figure 4.1. 

the droplet source, the test droplet follows the pa

it finally reaches the sink. During concurr



Table 4.1. List of catastrophic defects for biochips. 
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Cause of defect Defect type * Fault model Observable error 

Excessive 

actuation voltage 

applied to an 

electrode 

Dielectric 

breakdown 

1 Droplet-electrode 

short (a short 

between the droplet 

and the electrode) 

Droplet undergoes 

electrolysis, which 

prevents its further 

transportation 

Electrode 

excessive 

Irreversible charge 

an electrode 

1 Electrode-stuck-on 

remains constantly 

Unintentional droplet  

droplets 

actuation for 

duration 

concentration on (the electrode 

activated) 

operations or stuck 

Excessive 

mechanical force 

applied to the 

chip 

Misalignment of   

parallel plates 

(electrodes and 

ground plane)  

1 Pressure gradient 

(net static pressure 

in some direction) 

Droplet transportation 

without activation 

voltage 

Coating failure  Non-uniform 1 Dielectric islands 

coat

Fragmentation of  

dielectric layer  (islands of Teflon 

ing) 

droplets and their 

motion is prevented  

Grounding Failure 1 Floating droplets Failure of droplet 

(droplet are not 

anchored ) 

transportation 

Broken  

wire to control 

source 

1 Electrode open 

(electrode actuation 

is not possible) 

Failure to activate the 

electrode for droplet 

transportation 

Abnormal metal 

lay

between two  (short between 

er deposition 

and etch variation 

during 

fabrication 

  

Metal connection 

adjacent electrodes

2 Electrode short 

electrodes) 

Particle 

liquid residue 

A particle that 2 Electrode short 

the middle of the two 

its transport along one 

more directions contamination or connect two 

A droplet resides in 

shorted electrodes, and 

or 

adjacent electrodes cannot be achieved 

Resistive open at 

electrode 

Droplet transportation 

is impeded. 

Pro

possible outcomes 

tein absorption 

during a bioassay 

Sample residue on 

electrode surface 

1

Contamination Assay results are 

outside the range of 

* Number of cells involved in the defect. 

 

 

Figure 4.1: Illustration of single droplet scan-like test using a single droplet. 
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(c) 

Figure 4.2: Capacitive sensing circuit: (a) outline [67]; (b) detail circuit design (c) 
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how it was validated. This single-droplet, scan-like algorithm is easy to implement. 

Moreover, the test plan is general, in the sense that it can be applied to any microfluidic 

array and for various bioassay operations.  

However, in this simple test procedure method, N×M steps (clock cycles for droplet 

actuation) are needed for the test droplet to traverse an N×M microfluidic array. As a result, 

the test time may be excessive for large arrays. For example, a 600,000-electrode-array 

manufactured by Silicon Biosystems (based on dielectrophrasis) will require 600,000 clock 

cycles [68]. At a typical actuation clock freque of 1 Hz, this amounts to seven days of test 

application time! Moreover, in on-line testing, the test droplet may have to be stalled several 

times, and each time a long waiting period may be necessary.  Finally, the test outcome for 

the single-droplet scan-like test provides no diagnostic information. If any cell in the array is 

faulty, the capacitive sensing circuit will have no readout; however, it is not possible to 

identify the location of the faulty cell.   

The above problems can be tackled by carrying out the scan-like test in parallel using 

multiple droplets. Each column/row in the array is associated with a test droplet and its 

“target region”. A target region for a droplet includes the cells that are traversed by this 

droplet. The proposed method can be viewed as carrying out a single-droplet scan-like test in 

different target regions in parallel, therefore we refer to this method as the parallel scan-like 

method.  

4.1.1 Off-line Test and Diagnosis  

In off-line testing, test droplets are dispensed from the test droplet source to the start 

electrodes of their target regions. Since we use columns/rows as target regions, the start 

electrodes are located on the array boundary, as shown in Figure 4.3. For each target region, 

ncy 

the start electrode acts as the test-droplet source for the underlying single-droplet scan-like  
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Source 

Sink 

1 2 3

Target regions 

Pseudo-sources 
Source 

Test droplets 

1 2 3 
  

duce fabrication cost. Dispensed from the single 

source, test droplets are aligned one-by-one a

ead of a single pulse, the capacitive sensing circuit can detect a pulse sequence 

Figure 4.4. Different fault patterns (i.e., groups 

of failing cells) are mapped to different pulse sequences.  

Sufficient spacing between droplets must always be maintained during droplet routing 

[27]. Therefore, in order to avoid unintentional merging of droplets, test droplets must be at 

least one electrode away from each other. This implies that only half of the total number of 

columns/rows can be tested in one parallel scan-like test iteration. Two iterations are needed 

Figure 4.3: Example of target regions and pseudo-sources. 

method. Therefore, we refer to start electrodes here as pseudo-sources. Starting from these 

pseudo-sources, test droplets are routed in parallel (similar to a waterfall in nature) to the 

electrodes at the other end of the corresponding target regions. These end-points are referred 

to as pseudo-sinks. Finally, the test droplets are routed to the sink reservoir. Note that in 

above method, we assume that a microfluidic array has only one source and one sink 

reservoir to facilitate chip packaging and re

nd routed in sequence, like components in an 

assembly line, along the periphery nodes to their pseudo sources. The reverse process is 

carried out when the test droplets are routed from the pseudo sink to the sink reservoir. 

As in [28], the test outcome is read out using the capacitive sensing circuit located at the 

sink reservoir. The major enhancement here is that multiple test droplets can be detected at 

the sink. Inst

corresponding to multiple test droplets; see 
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(a)                           (b) 

and (b) parallel scan-like method. 

e test with one column shift are 

car

Sink 

Source 

Sink 

 

Capacitive 
sensing circuit 

 

Defect-free 

Source 

test outcomes 

Figure 4.4: Example defect-free test outcome for (a) single-droplet scan-like method, 

to detect defects involving single cells in the array. For defects involving two cells, e.g., 

shorts between two adjacent electrodes, all pairs of adjacent electrode must be tested. 

Therefore, four iterations are needed to test the microfluidic array—two iterations for the 

vertically-connected pairs and two additional iterations to traverse all the horizontal 

connections. In addition, a “peripheral test” is carried out before parallel scan-like testing to 

ensure that a test droplet can be correctly dispensed from the source to pseudo-sources and 

routed from pseudo-sinks to the sink.  

The complete parallel scan-like test procedure is as follows: 

Step I. Peripheral Test: A test droplet is dispensed from the source. It is routed to traverse 

all the peripheral electrodes, and the droplet finally returns to the sink, as shown in Figure 

4.5.  

Step II. Column Test: Two iterations of parallel scan-lik

ried out. This step tests every single cell and all “edges” (pairs of adjacent cells) in each 

column. Therefore, it is referred to as “column test”. 

Step III. Row Test: Repeat parallel scan-like test (two iterations) for the rows to detect 

defects involving pairs of adjacent cells in each row. This step is referred to as “row test”.  
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igure 4.5: Step I (Peripheral testing). 
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 4.6: Step II: (a) parallel scan-like test for even columns; (b) routing of test 

l of three test droplets (6 / 2 = 3) are 

Sink 

droplets to sink (c) test droplet routed to odd columns; (d) parallel scan-like test for odd 

columns; (e) routing of test droplets to sink.  

We next use a 6×6 array as an example. A tota

dispensed and routed in each parallel scan-like test iteration. The various steps in the test 

application procedure are shown in Figures 4.5-4.7.  
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Source 

Sink 

 
Source 

Sink 

 
(d)                    (e) 

Figure 4.7: Step III: (a) parallel scan-like test for odd rows; (b) routing of test 

droplets to sink (c) test droplet routed to even rows; (d) parallel scan-like test for 

even rows; (e) r

In order to achieve defect tolerance via reconfiguration, a diagnosis method is needed to 

locate faulty cells. We do not attempt to identify the defect type in this work. We only 

distinguish between a defect involving one cell and a defect involving two cells, i.e., an 

electrode-short. We next present an efficient diagnosis procedure based on parallel scan-like 

testing.   

time. The droplets are then routed from the pseudo-sinks to the sink, trigging a pulse 

seq

hown in Figure 4.8. The output pulse 

outing of test droplets to sink.  

For defect-free chips, test droplets, which start simultaneously at the corresponding 

pseudo-sources, traverse their target columns/rows and reach their pseudo-sinks at the same 

uence, as shown in Figure 4.4(b). If there is a defect in a row or a column, the 

corresponding droplet will not arrive at the pseudo-sink. Different pulse patterns correspond 

to different defect locations. Consider the example s
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sequence indicates a defect in the fifth column. The defect site can be precisely identified by 

carrying out the row tests. In some cases, it is difficult to map test outcomes to candidate 

fault patterns, e.g., a test outcome missing the first pulse is the same as that missing the last 

pulse. To solve this problem, the arrival time for the first test droplet is calculated before test 

application; in this way, we get a reference point in order to avoid ambiguous interpretation 

of test outcomes

Using the above method, a single faulty cell can be located as shown in Figure 4.9; the 

test droplet will be stuck at the faulty cell in both the column-test and row-test steps.  If the 

defect is an electrode-short, the test droplet will be stuck at the short site in either the 

row-test or column-test, but not both. No additional diagnosis steps are needed. In contrast, 

Euler-path-based testing [36] reply on a binary search process to determine the exact location 

of the defect s, parallel s  testing applications where 

electrodes. In this case, the sensor readout indicates an error for only one step, i.e., either 

col

lified to 1-D. As a result both number of test iterations and the complexity of 

eac

.  

. Thu can-like test saves time for many

only defect-type information is needed. 

Defect localization is more complicated when the fault is due to a short between two 

umn-test or row-test; see Figure 4.10. A binary-search method can next be used to locate 

the shorted electrode pair by iteratively partitioning the column/row and carry out single line 

parallel scan-like test, as shown in Figure 4.10.  

Compared to the Euler-circuit based method, the two-dimensional array partitioning of 

[36] is simp

h iteration are reduced, which lead to a significant decrease in diagnosis time. 

The above discussion on diagnosis assumes a single faulty cell. The procedure can also 

be used to locate multiple faulty cells, but it does not guarantee that only faulty cells are 

placed in the set of candidate defect sites. 
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Figure 4.8: Example of test outcome for a faulty array.  

4.1.2 On-line Parallel Scan-like Test 

t cells are 

occ

s. Second, test droplets are routed to the sink only 

after all the test droplets arrive at the boundary. While this procedure leads to an increase in 

Capacitive 

 

 

Figure 4.9: Diagnosis of a single-electrode defect by “cross-parallel” scan-like test.  

The proposed parallel scan-like test method can also be used for on-line testing with a few 

modifications. First, note that some test droplets are stalled while the targe

upied by the sample and reagent droplets needed for the bioassay.  Therefore, some test 

droplets may be out of step with each other, as shown in Figure 4.11. The three droplets 

arrive at the pseudo-sinks at different time
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Figure 4.10: Diagnosis of an electrode-short defect using parallel scan-like test. 
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Figure 4.11: On-line parallel scan-like test for a 6x6 microfluidic array. Shaded cells 

correspond to modules in use for bioassay operations. 

testing time, it guarantees a regular output at the detection sensor that is easy to read, 

therefore the capacitive sensing circuit can be kept simple.  On-line fault diagnosis, 
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although based on the same idea as off-line diagnosis, is more complicated since test droplets 

are moving out-of-step with each other. To determine the arrival time for droplet detection, 

operation scheduling and module placement results [15] are used to calculate the waiting 

time for test droplets. Once arrival times are determined, on-line fault diagnosis can be 

carried out using the same procedure presented earlier for off-line diagnosis.   

 

4.2 Diagnosis of Multiple Defects  

The proposed parallel scan-test method efficiently tests the target biochip and locates defects. 

However, it is not able to always unambiguously and accurately locate multiple defect sites. 

In this section, we integrate a redundant test method into the parallel scan-like test technique 

to address this problem.  

4.2.

When multiple defects exist in the array, multiple columns and multiple rows might fail 

during the parallel scan-like test method. However, unlike in the case of a single defect, we 

cannot identify the multiple defect locations by simply examining the failing columns and 

rows. This is because the failing columns and rows intersect not only at the defect site but 

also at some defect-free electrodes, which are referred to as incorrectly-classified defect sites. 

This problem is illustrated in Figure 4.12.  

The above problem can be solved by carrying out binary search for each column/row that 

fails the test, as shown in Figure 4.13. This method eliminates the likelihood of 

However, it suffers from the drawback that precise defect localization is not possible when 

1 Incorrectly-Classified Defects 

incorrectly-classified defects false and helps us to precisely locate the actual defect sites. 

there are “untestable sites” in the array, a problem described next.  
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not reach the 

g out one more iteration of parallel 

) or both, referred to here as single-diagonal test and 

cross-diagonal test, respectively. Untestable sites that cannot be reached from vertical 

agonally. Even though this approach cannot 

of incorrectly-classified defects, it provides 

acc

4.2.2 Untestable Sites 

An untestable site is defined as an electrode that cannot be traversed by any test droplets 

in the parallel scan-like test method. A site becomes untestable when there are defects in both 

its row and column, and in all four directions, i.e., North, South, East, and West, as shown in 

Figure 4.14. In this case, test droplets are impeded by the defects and they can

untestable site.  

The above problem can be addressed by carryin

scan-like test. As in column and row test, we referred to this test iteration as diagonal test, as 

shown in Figure 4.15. In the additional test iteration, multiple test droplets are 

manipulated to traverse the array from one diagonal direction (top-left to bottom-right, or 

top-right to bottom-left

and horizontal directions can be reached di

guarantee the testability of all the untestable sites, it significantly reduces the probability 

that an electrode site is untestable.  

Another advantage of the diagonal test procedure is that it can also help in the 

avoidance of incorrectly-classified defect sites. Only the sites that lie on failing columns, 

failing rows, and failing diagonals are identified as defects. Although this method does 

not completely eliminate the likelihood 

eptable diagnostic resolution by eliminating most incorrectly-classified defects. These 

advantages are highlighted quantitatively in Section 4.3.2 
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Incorrectly-classified defect sites       Actual defect sites 

Figure 4.12: An example of incorrectly-classified defects. 
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 Incorrectly-classified defect site      Actual defect sites 

Figure 4.13: Elimination of incorrectly-classified defects using binary-search-based 

diagnosis. 
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 Untestable site          D fect sites e

Figure 4.14: An example of an untestable site. 
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Figure 4.15: Illustration of diagonal parallel scan-like test. 

4.3. Performance Evaluation 

In this section, we evaluate the performance of the proposed testing and diagnosis 

method. We first carry out complexity analysis of parallel scan-like testing and compare 

it with result e use 

using the proposed technique for locating multiple defects.  

Source 

Sink 

s obtained from the Euler-path-based m thod [36]. Next, we 

probabilistic analysis to evaluate the improvement in diagnostic resolution obtained 
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4.3.1 Complexity Analysis 

We first calculate the complexity of parallel scan-like testing. For simplicity we only 

discuss off-line test of a target array that contains a single defect. The parallel scan-like test 

method is based on three stages, i.e., peripheral test, column-test and row-test.  

To test a N×N target array, peripheral test is first carried out, and this stage takes which 

take 4N steps. Each step is defined as a droplet manipulation from one electrode to another, 

which takes 1 second for a typical actuation frequency of 1 Hz. Next, column- and row-tests 

are carried out, each tak r 8N steps, i.e., O(N). 

Fault diagnosis is based it is also O(N). 

Compared to Euler-path-based method, which has O(N2) complexity, the time needed for 

both testing and diagnosis are significantly reduced. 

To make a more practical comparison, we apply the proposed parallel scan-like test 

method and the Euler-path-based method to the off-line testing of microfluidic arrays with 

sizes varying from 10×10 to 50×50 electrodes. Note that the complexity for both the 

proposed method and the Euler-path-based method is independent of defect location. Thus 

for each size, a sample array with a randomly injected faulty cell is generated as a target 

array. To get the precise test time, we calculate the time needed to route the droplet from 

source to the pseudo source and from pseudo-sink to the sink reservoir, and add to the test 

sis. The results are shown in Figure 4.16.  

As predicted by the complexity analysis, the test time for the Euler-path-based testing 

inc

rrectly-classified defects, i.e.,  

es N steps. Thus the total test p ocedure includes 

on one-dimensional binary partitioning, therefore 

time derived using the above complexity analy

reases quadratically with the array size, while the parallel scan-like test time increases 

only linearly. A significant improvement can be seen for large arrays.  

4.3.2 Probabilistic Analysis  

Next we calculate the probability of the occurrence of inco
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ty p. The probability that an electrode is 

def

cand

When diagonal testing is carried out, a defect-free electrode is classified as a candidate 

electrode only if the following conditions hold: (i) there is a defect in the same column as the 

ame row as the electrode; (iii) there are defects on one  

     (a)                            (b) 

Figure 4.16: Comparison of (a) testing complexity, and (b) diagnosis complexity 

(additional steps) of parallel scan-like test and Euler-circuit based method. 

the probability of an electrode to be a candidate defect site when it is not defective. Assume 

that each electrode fails independently with probabili

ect-free is therefore simply 1 − p. An electrode is a candidate defective electrode if there 

is an actual defect in either the same column or the same row as this electrode; see Figure 

4.17. Therefore, the probability Pcand that a defect-free electrode is classified as a candidate 

defect site in an N×N array is given by: 

 P  = (1−p)(1−(1−p)N-1)cand
2 

For p << 1, and large N, we get: 

P  = (1−p)(1−(1−p)N−1)2 

≈ p2 (1−p) (N−1)2 

= p2 (1−p) N2 

electrode; (ii) there is a defect in the s



 

 Actual defect site   Candidate defect 

Figure 4.17: Illustration of a candidate defect (incorrectly classified). 
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If single-diagonal diagnosis is carried out as in Figure 4.18(a), the probability Pincorrect of 

an incorrect classification for an electrode is given by:   

P  = (1−p)(1−(1−p) ) (1− (1−p) ) 

If cross diagonal diagnosis is carried out as in Figure 4.18(b), the probability of false 

defect is  

(1−p)(1−(1−p) ) (1− (1−p)
N-1+min{i,j}-max{i,j}

)(1−(1−p)
N-1+min{N-i,j}-max{N-i,j}

) 

Using these equations, we calculate the probability of false defect occurrence under 

different probability of defect occurrence. The results are shown in Figure 4.19. 

In Figure 4.19, it can be seen that a significant increase in diagnostic resolution, i.e., 

 

cross-diagonal diagnosis and single-diagonal diagnosis is less apparent for smaller values 

or both the diagonals on which the electrode lies. These situations are illustrated in Figure 

4.18(a) and Figure 4.18(b). 

incorrect
N-1 2 N-1+min{i, j}+-max{i, j}

N-1 2

the ratio of the number of actual defects to the number of classified defects, is achieved 

by carrying out single- diagonal diagnosis. Further improvement can be achieved when 

cross-diagonal diagnosis is applied. However, the difference in the results for
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(a)                            ( ) 

Figure 4.18: Illustration classification of 

candidate 

b

 of the conditions that lead to incorrect 

defects for (a) single-diagonal diagnosis, (b) cross-diagonal diagnosis. 
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Figure 4.19: Simulation results highlighting the likelihood of incorrect classification. 

of the defect occurrence probability.  

4.3.3 Occurrence Probability of Untestable Sites 

Next we analyze the probability of the occurrence of untestable sites. Again assume each 

electrode is failing with the same probability of p. The electrode is untestable if there is one 

real defect in each of its four directions, as shown in Figure 4.14. Therefore, for a single 

(i, j) 

(i, j) 

N−1+min{i,j}−max{i, j} N−1+min{i,j}−max{i, j} min{N-i, j}−1+N−max{N−i, j} 
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electrode in row i and column j, the probability Puntest that it cannot be tested is: 

Puntest = (1−(1−p)i-1)(1−(1−p)N−i)(1−(1−p)j−1)(1−(1−p)N−j) 

When diagonal testing is carried out, the electrode is untestable only if there is also a real 

defect in the same diagonal or diagonals as shown in Figure 4.20(a) and Figure 4.20(b).  

   If single-diagonal diagnosis is carried out as in Figure 4.20(a), the probability Puntest of an 

untestable electrode is  

P i−1 N−i j−1  ⋅ 

                             (1−(1−p) N−max{i, j}).    

If cross-diagonal diagnosis is carried out as in Figure 4.20(b), the probability Puntest of an 

untestable electrode is given by: 

Puntest = (1−(1−p)i−1)(1−(1−p)N−i)(1−(1−p)j−1) ⋅        

              (1−(1−p)N−j)(1−(1−p)min{i,j}−1)(1−(1−p)N−max{i,j}) ⋅     

         (1−(1−p)min{N−i,j}−1 )(1−(1−p)N+max{N−i, j}). 

   Using the above formulas, we calculate the probability of false defect occurrence under 

different probability of untestable electrode occurrence. The results are shown in Figure 4.21. 

We see that diagonal testing leads to a significant reduction in the probability that a cell is 

u  

the testability of all electrodes, it reduce the occurrence probability of untestable sites to 

 

untest = (1−(1−p) )(1− (1−p) )(1−(1−p) )

 (1−(1−p)N−j)(1−(1−p) min{i, j}−1) ⋅ 

ntestable. Even though the proposed multiple-defect diagnosis method does not guarantee

almost zero (less than 0.0001).  

 

4.4 Application to a Fabricated Biochip 

In this section, we apply the parallel scan-like test method to a fabricated biochip. The 

chip-under-test is a PCB microfluidic platform for DNA sequencing, as shown in Figure 



 
114

       
(a)                              (b) 

Figure 4.20: Illustration o onal diagnosis (b) f untestable sites for (a) single-diag

cross-diagonal diagnosis.  
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4.22. The platform consists of a 7×7 array, 8 reservoirs and routing electrodes that connect 

reservoirs to the array. A total of 9 cells are reserved for grounding, and they are not 

available for droplet transportatio

Figure 4.21: Simulation results highlighting the probability of untestable sites. 

n.  

As a baseline, we first apply Euler-path-based testing to this chip. The test procedure 

 frequency. Next we carry out 

procedure takes 46 seconds, again for a 1 Hz actuation frequency.  

takes 57 seconds, assuming a (typical) 1 Hz electrode-actuation

parallel scan-like test (the column-test stage is shown in Figure 4.23). Since 9 electrodes are 

not reachable, the testing of even columns and rows are not need. The test application 

(i, j) 

min{i, j}-1 

(i, j) N-max{i, j} 

N-max{N-i, j}  

min{i, j}-1 

min{N-i, j}-1 

 N-1+min{i, j}-max{i, j} 
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Figure 4.22: Fabricated biochip for DNA sequencing. 

       
Figure 4.23: Column-test step of parallel scan-like test. 

 

ntain one defect a priori (determined by inspection and 

elec

an simply determine the 

Reservoirs 

Reserved 
cells

Pseudo  

sources 
Source  

Sink Pseudo  

sinks 
 Test  

droplet

Defect sites

Figure 4.24: Parallel scan-like diagnosis of single cell defect. 

Next we study the time needed for fault diagnosis for the two methods. We use a 

fabricated chip, which is known to co

trical measurements). The chip with the defect is shown in Figure 4.24. For the 

Euler-path-based method, we carried out a binary search to locate the defect cell. A total of 

seven iterations are needed and the total diagnosis time is 173s. This value is obtained by 

summing up the times for the different diagnosis iterations which are 57s, 44s, 32s, 16s, 8s, 

4s, and 2s, respectively. On the other hand, parallel scan-like test c
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defect site from testing readouts. No additional diagnosis steps are needed and the diagnosis 

time is the same as the testing time, i.e., 44s, which correspond to a 75% reduction compared 

to [36].  

 

4.5 Functional Test  

Since complicated fluidic operations are repeatedly pact 

microfluidic arrays, a group of cells is repeatedly required to perform a large number of 

operations. Traditional structural test methods, which use test droplets to traverse the target 

array, do not provide a sufficient level of confidence that these fluidic operations can be 

reliably performed on the array [28]. For instance, some unit cells, i.e., electrodes, may 

function correctly during droplet transportation, but they might malfunction during droplet 

dispensing from d to operate as a 

mixer may malfunction when they are used for droplet splitting. Moreover, a structural test 

does not cover non-reconfigurable modules such as capacitive sensing circuits. A defect 

involving any of the modules may result in catastrophic failure during bioassay execution. 

Therefore, before we use synthesis methods to map bioassay protocols to a microfluidic 

array [15], it is important to carry out functional testing to verify the integrity of the 

underlying micr mpetitive in 

the emerging low-cost market for disposable biochips and to avoid electrode degradation 

resu

 executed with high precision in com

reservoirs. Likewise, unit cells that can be reliably combine

ofluidic platform. To ensure that manufactured biochips are co

lting from excessive actuation, test methodologies should be inexpensive, quick, and 

effective.  

In this subsection, we first present various defects that are typical for digital microfluidic 

biochips. We relate these defects to logical fault models that can be viewed not only in terms 

of traditional shorts and opens, but which also target biochip functionality. Based on these 

fault models, we introduce the idea of functional testing of digital microfluidic modules. We 
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llow functional testing using parallel droplet pathways in both on-line and off-line 

cenarios. For each function, the proposed approach identifies “qualified regions”, i.e., 

t. Instead of placing fluidic modules in a fault-oblivious 

e case of structural testing, we first develop a fault model for functional testing. 

Sin

develop cost-effective functional test methods that target fluidic operations such as droplet 

dispensing, droplet transportation, mixing, and splitting. These methods also test the 

functionality of non-reconfigurable moduls such as capacitive sensing circuits. The proposed 

methods a

s

groups of cells that pass the tes

manner on the microfluidic array, synthesis tools can map modules only to qualified regions. 

In this way, the reliability of the synthesized biochip is significantly increased. The 

application of these methods to pin-constrained biochips is also discussed. We evaluate the 

proposed functional test methods using simulations as well as experiments for a fabricated 

biochip. 

To avoid ambiguity, we refer to the test method proposed in Section 4.1 as structural test, 

since they route test droplets to all the electrodes in the array to ensure structural integrity. 

Structural test targets at physical defects, which are defined as the underlying cause of 

erroneous chip operation, where the defect affects either a unit cell (electrode) or the 

electrical connection to the unit cell. Functional testing, on the other hand, involves test 

procedures to check whether groups of cells can be used to perform certain operations, e.g., 

droplet mixing and splitting. For the test of a specific operation, the corresponding patterns 

of droplet movement are carried out on the target cluster of cells. If a target cell cluster fails 

the test, e.g., the mixing test, we label it as a malfunctioning cluster, which implies that the 

synthesis tool cannot place the corresponding module—a mixer in this case—in this region.  

As in th

ce functional testing is an extension of structural testing, all the defect-oriented fault 

models for also included here. Therefore, we start from the fault models proposed in Section 

4.1. Malfunctions in fluidic operations are then identified as shown in Table 4.2. 
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Cause of  Malfunction * Fault Observable 

Table 4.2. Fault models for digital microfluidic biochips. 

malfunction type model error 

Electrode actuation 

duration 

Irreversible charge 

the dispensing 

3 Dispensing-stuck-on 

by not fully cut off 

No droplet can be dispensed 

for excessive concentration on 

electrode 

(droplet is dispensed 

from the reservoir) 

from the reservoir 

Electrode shape 

fabrication 

Deformity of 3 No overlap between 

and center electrode 

Mixing failure 

variation in electrodes  droplets to be mixed 

Electrode 

property variation 

Unequal actuation 3 Pressure gradient (net 

direction) 

Unbalanced volumes of split 

electrostatic 

in fabrication 

voltages static pressure in some droplets  

Bad soldering Parasitic 

capacitive sensing 

1 Oversensitive or 

sensing  

False positive/negative in 

capacitance in the 

circuit 

insensitive capacitive detection 

* Number of cells involved in the defect. 

Next we propose efficient functional test methods to detect the defects and malfunctions 

listed in Table 4.2. Dispensing test, mixing test, splitting test, and capacitive sensing test are 

dev

 

the 

the literature that dispensing involves a reservoir and the three electrodes closest to it [67]. 

eloped to address the corresponding malfunctions. A routing test procedure is used to 

detect all physical defects. 

4.5.1 Dispensing Test 

Dispensing test targets the malfunctioning of the dispensing operation. Figure 4.25 provides a 

comparison between normal dispensing and an example of dispensing failure. As shown in 

Figure 4.25(b), the dispensed droplet in a malfunctioning scenario cannot be detached from 

the droplet in the reservoir. Therefore, when we move the dispensed droplet away from the 

reservoir, an additional droplet from the reservoir is extracted and moved as well. In this case, 

the dispensed “droplet” can be several times larger than the normal size, which may result in

catastrophic failure of a volume-sensitive bioassay.  

Here we propose a test method based on capacitive sensing to detect these dispensing 

failures. The circuit diagram for fault detection is shown in Figure 4.2. It has been shown in 
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trodes as a 

dispensing cluster. The third electrode in the cluster, i.e., the electrode farthest from the 

reservoir, is connected to a capacitive sensing circuit for test readout, see Figure 4.26. When 

the test starts, a droplet is dispensed from the reservoir until it reaches the third electrode. We 

expect a positive pulse with a normal amplitude for both fault-free dispensing and dispensing 

failure. Next, we route the dispensed droplet one electrode in the forward direction. During 

correct dispensing, the fully-dispensed droplet moves completely to the fourth electrode, 

thereby no pulse is detected by the capacitive sensing circuit output at this time. However, if 

the droplet undergoes a dispensing failure and it is still connected to the liquid in the reservoir, 

there must be some fluid left at the third electrode, which is indicated by a positive pulse, 

with smaller amplitude, in the test readout. Therefore, we can easily detect a dispensing 

failure by reading the output of the capacitive sensing circuit, as shown in Figure 4.27.   

To identify abnormal droplets, two threshold values for the pulse amplitude are used. 

These thresholds are determined through calibration of the sensing circuit. First, we fix a 

nominal value μ and a maximum allowable droplet volume variance σ. Then two droplets 

with volume of μ + σ and μ − σ are routed to the sensing circuit. Signal levels are recorded 

and used as the upper and lower threshold values respectively.   

4.5.2 Routing Test and Capacitive Sensing Test  

Routing test focuses on evaluating a single electrode’s ability to transport droplets. This 

procedure is similar to that proposed earlier for structural test [28,34]. In structural test, a test 

droplet is dispensed and routed to cross the target electrode from two orthogonal directions, 

i.e., along the row and the column directions. The routing problem can be solved by mapping 

the array to an undirected graph and applying the Euler-path-based method [36], as shown in 

Figure 4.28. On the other hand, a test droplet must be routed along all four directions relative 

to the target electrode. We can solve the route planning problem in this case by mapping the 

We therefore define every reservoir together with its three neighbor elec
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Reservoir 

Dispensed droplet   

    

Dispensing failure

Reservoir 

  

 
  ) 

: Illust rm l d

fluidic biochip. 

 

target array to a directed graph, which can be easily derived by replacing every edge in the 

undirected graph with two directed edges in opposite directions. The Euler-path based 

 directed graph to derive a test plan for routing test.  

Note that in structural test, a test droplet is routed to traverse the array, following the 

Euler path derived from the undirected graph in Figure 4.28(a). As a result of this procedure, 

half of the directed edges in Figure 4.28(b) are also traversed, with exactly one edge visited 

for each pair of directed edges between two nodes. The edges that are not visited can be 

ordered to form a “reverse path” corresponding to the Euler path derived above. Therefore, 

routing test can be carried out by applying two iterations of structural test in opposite 

directions. Recall that all the defects listed in Table 1 can be detected by structural test; 

therefore, they are also detected by the above routing test procedure.  

 

(a)      

ration of (a) no

  

a

               (b

 dispensing and (b) Figure 4.25

fabricated micro

ispensing failure, for a 

(a)                         (b) 

Figure 4.27: Test readouts for (a) normal dispensing and (b) dispensing failure. 
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Figure 4.28: (a) An undirected graph for Euler-path-based structural test; (b) The 

 

corresponding directed graph for Euler-path-based routing test. 

 Electrode connected to the 
capacitive sensing circuit 

Circuit 

output 
Normal 

Insensitive  

Oversensitive 

 

(a)                     (b) 

Figure 4.29: Test outcomes for the capacitive sensing circuit. 

 
(a)                     (b) 

Pivots 

Figure 4.30: (a) Pivots and (b) routing path for a 2x4 microfluidic mixer. 

   The above test procedure also tests the functionality of the capacitive sensing circuit. If a 

test droplet is routed to visit the electrode connected to the target capacitive sensing circuit, a 

positive pulse is expected at the output of the sensing circuit. By examining the amplitude of 

the positive pulse, we can determine whether a capacitive sensing circuit is normal, 

insensitive, or oversensitive, as shown in Figure 4.29. 



 

Group II 

Group I 
Group III 

Group V 

Capacitive sensing circuit
connected to this electrode 
for Group I  

Group IV 
 

Fi . 

4.5.3 Mixing and Splitting Test  

Next we discuss the functional testing of two widely used microfluidic modules—mixers and 

splitters. In a digital microfluidic biochip, two droplets are mixed within a cluster of 

electrodes, referred to as and configurations vary 

considerabl and 

configurations. Two droplets are merged at one electrode and routed to move about some 

pivots in the mixer, as shown in Figure 4.30.  

Thus a mixing functional test is equivalent to the testing of the merging and routing 

operations within the target cell cluster. Recall that droplet routing test has been addressed in 

Section 4.5.2; therefore, a mixing test can be reduced to a droplet merging test, which checks 

a series of three adjacent electrodes to determine whether two droplets can be merged on 

them. For a microfluidic array, a simple test method carries out droplet merging on every 

group of three adjacent electrodes, one at a time. For such a three-electrode test, the test 

outcome is read out using a capacitive sensing circuit connected to the center electrode, on 

which droplets are supposed to be merged, as shown in Figure 4.31. However, since every 

electrode can be the center of a set of three-electrodes, we have to connect a capacitive 

sensing circuit to it, which results in high production cost. Moreover, the serial processing 

method requires a large number of droplet manipulation steps and electrode actuations. As 

shown in Table. 4.2, excessive actuation may result in a variety of catastrophic defects.  

gure 4.31: Example of merging test

mixer. Even though mixer designs 

y [49], the underlining mixing mechanisms remain the same for all designs 
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Therefore, efficient algorithms are needed for droplet-merging test.  

Droplet splitting is simpler compared to mixing. The fluidic operation involves three 

adjacent electrodes. By applying an appropriate electrode-actuation sequence, a droplet that 

rests on the center electrode is split into two smaller droplets, which rest on the two side 

electrodes. Thus a split operation can be viewed as reverse of droplet merg , 

ds in a reverse manner. 

The only difference lies in the fact that instead of connecting a capacitive sensing circuit to 

the center electrode, splitting test attaches two capacitive sensing circuits to the two side 

electrodes. The test outcome is evaluated by comparing output amplitudes of the two sensing 

circuits. 

We next combine these two tests into a unified test application procedure. We start from 

the simple case where mixing and splitting test are carried out for two three-electrode groups 

centered at one electrode. For simplicity we limit our discussion to linear merging and 

splitting, i.e., the electrodes involved e row/column.  The test 

procedure is il

In Figure 4.32, we carry out mixing and splitting test using four steps, i.e., horizontal 

splitting, horizontal mixing, vertical splitting and vertical mixing. Note that the ordering is 

carefully chosen such that the four steps can be carried out consecutively, with no additional 

routing steps needed in between. However, this procedure still requires every electrode to be 

connected to a capacitive sensing circuit. Moreover test scheme to a 

microfludic array, we need 4N manipulation steps for an N×N array of electrodes, which is 

each electrode is mapped to a node in  

ing. Consequently

splitting test can be carried out by applying the merging test metho

are linearly aligned in the sam

lustrated in Figure 4.32.  

, in order to extend this 

2 

very inefficient. 

To achieve higher test efficiency and lower hardware cost, we apply the single-electrode 

test methods in parallel for array testing. The key idea is to carry out mixing and splitting test 

for all the electrodes in a row/column concurrently. For simplicity of analysis, we 

demonstrate the method using a directed graph, where 
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Figure 4.32: Mixing and splitting test for all the groups of three electrodes that are 

centered on a given electrode. 

the graph, and each mixing or splitting test step is represented by a pair of directed edges; see 

The electrodes in Figure 4.33 are labeled as being either “even” or “odd”. We carry out 

the horizontal splitting test for all the even electrodes concurrently. The split droplets get 

merged at the odd electrodes, therefore the merging test is done at the same time. Similarly, 

by carrying out the splitting test for all the odd electrodes concurrently, we can easily 

complete the horizontal merging test for all the even electrodes. Thus we can carry out all the 

horizontal tests (merging and splitting) in one row using only two manipulation steps. 

Similarly, all the vertical tests in one column can be completed in two manipulation steps.  

Following the above observations, we propose a parallel procedure to carry out mixing 

and splitting tests efficiently. The steps of the procedure are as follows: 

 

Figure 4.33.   

1. Route large droplets to all the even electrodes in a row.  

2. Carry out splitting test for all the even electrodes concurrently (large droplets are now 

on odd electrodes). 

3. Carry out splitting test for all the odd electrodes concurrently (large droplets are now on 

even electrodes). 

4. Route the droplets consecutively to a capacitive sensing circuit for test readouts. 

5. Repeat the test procedure for the next row.  

6. Repeat steps 1-5 for columns.  



Odd electrodes Even electrodes  
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 cost is significantly reduced. However, additional droplet routing steps are needed. 

In 

ted without the detection of a malfunction, droplet 

vol

the malfunction by checking the test results.  

 

 
Figure 4.33: Parallel mixing and splitting test for a row of electrodes. 

Note that in the above method, only one capacitive sensing circuit is used, therefore the 

hardware

Splitting Mixing 

order to minimize the number of droplet manipulations, test results are read out not 

directly after each splitting or merging test, but after the both of them are carried out, as 

shown in the above steps. As a trade-off, a more complicated test-result interpretation scheme 

is required.  

If all the tests in one row are execu

ume should be almost the same. However, if a malfunction occurs, volume variation is 

expected, as shown in Figure 4.34.   

In Figure 4.34, the shaded droplet undergoes an unbalanced split during the splitting test. 

Since all other droplets are split evenly, this malfunction results in a pair of test droplets of 

abnormal volume, one bigger and the other smaller. If the next step of test yields no 

malfunction, the droplet volume variation is propagated one electrode away. Therefore, we 

can easily detect 

The proposed test method achieves high efficiency. An implicit assumption here is that 

adjacent electrodes are not defective. Such defects can be detected by separate structural test 

[36]. For an N×N array, only N2+N manipulation steps are needed, while the test method in 

prior work [36] requires 4 N2 steps. Moreover, the method uses only one capacitive sensing 



Normal droplet 
volume  
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Figure 4.34: Parallel mixing and splitting test for a row of electrodes. 

4.5

ave assumed that 

the his subsection, we investigate 

the

pin-co ototypes designed using the techniques mentioned in Chapter 3 are 

dis

An

In lly connected and controlled using a single 

co trode must be activated/deactivated simultaneously, as 

ixing and splitting test cannot be carried 

 

circuit, irrespective of the array size. This is in contrast to [36], which requires N2 capacitive 

sensing circuits for an N×N microfluidic array. The potential reduction in production cost is 

therefore significant. 

Normal droplet 
volume  

Abnormal droplet 
volume  

.4 Application to Pin-Constrained Chip Design 

In the discussion of the functional test method in Sections 4.5.1-4.5.3, we h

 chip is controlled using the direct-addressing method. In t

 application of the functional test method to pin-constrained biochips. Four different 

nstrained biochip pr

cussed. 

 n-phase chip  

the n-phase chip, every nth electrode is electrica

ntrol pin. Therefore, every nth elec

shown in Figure 4.35. Due to this constraint, the m



 

Pins:   1     2     3     …     n     1     2     3 

n-phase bus 
 

(a) 

 

Pins:   1    2     3      4      5     1     2      3 

n-phase bus 

E1 E5    E6  E3 E2 E4 E7 E8 

 
(b) 

 

n-phase bus 

Pins:   1     2     3     …     n     1     2    3 

(c) 

out currently on every other electrode following the six steps presented in Section 4.5.3. In 

the example of Figure 4.3

 

Figure 4.35: Functional test on an n-phase-bus chip. 

5(b), a linear array consisting of eight electrodes is controlled using 

5-p

6 is connected to Pin 1, it is also activated. This causes 

uni

ires the same pattern of pin 

acti

hase bus. To carry out splitting test on every other electrode, e.g., E , E
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1 3 and E5, the 

control pins 1, 3 and 5 need to be activated currently to hold the test droplets on these three 

electrodes. However, since electrode E

ntentional splitting of the test droplet on E5.   

To avoid this problem, the proposed functional test procedure needs to be modified. For a 

microfluidic array controlled using an n-phase bus, current mixing and splitting tests are only 

allowed on every nth electrode. Since these electrodes are connected to the same control pins, 

carrying out splitting or mixing test on these electrodes requ

vations. As shown in Figure 4.35(c), to execute a splitting test on both E2 and E7 requires 

Pin 1 and Pin 3 to be activated and Pin 2 to be deactivated. Therefore, carrying out the 

splitting/mixing test on these electrodes concurrently will not lead to unintentional fluidic 

operations.    



 
128

Cross-referencing-based chip  

The proposed functional test method can also be applied to cross-referencing-based chips. 

The test procedure is the same as the one described in Section 4.5.3. As shown in Figure 4.36, 

to execute the splitting test for all the even electrodes in second row, test droplets are first 

routed to all the odd electrodes. Next, the second row pin and all the odd column pins are 

activated. This also completes the mixing test for all the odd electrodes. In the final step, the 

row pin and all the even column pins are activated, thereby completing the splitting test for 

all the odd electrodes and mixing test for the even electrodes.   

Array-partitioning-bas

In Section 3.1, a biochip array is divided into several partitions based on the droplet routing 

f a single droplet in the partition. However, only one droplet 

movement is allowed. Concurrent manipulation of more than two droplets within a single 

 

d out on one electrode, e.g., E1, on the boundary of two partitions (Partition 2 and 

Partition 4) in Figure 4.37, no other electrodes in the same partition, e.g. E3, can be tested at 

the same time. As a result, boundary electrodes can only be tested one by one and the 

ed chip  

results. In each partition, the “Connect-5” pin-assignment algorithm is used to control the 

electrodes in it using five pins, as shown in Figure 4.37. Such a pin-assignment algorithm 

allows free movement o

partition will lead to unintentional operations. Therefore, no operations that involve two or

more droplets, e.g., mixing and splitting, can be carried out within a single partition. In fact, 

these operations can only be executed using the electrodes on the boundary of two partitions. 

Therefore, only the electrodes on the boundary need to be tested for such malfunctions. 

Note that since only one droplet is allowed in each partition, while a mixing or splitting 

test is carrie

concurrency of the functional test is compromised. Fortunately, the total length of the 
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F

 
 
 
H

 
 
 
F

 

 

Figure 4.36: Functional test on cross-referencing-based chip. 

, it can been seen from Figure 4.37 that the 

fun
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Figure 4.37: Functional test on array-partitioning-based chip. 

boundaries on a chip is bounded by 2×N for an N×N array. Only a limited number of 

iterations of functional test are needed. Moreover

E1 

E2 

E4 

E3 

ctional test of electrodes on different boundaries of different partitions, e.g., E1 on the 

boundary of partition 2 and partition 4 and E3 on the boundary of partition 1 and partition 3, 

uses completely different sets of control pins. Thus these tests can be carried out concurrently. 

This increases the parallelism of the functional test. Moreover, a higher test frequency (i.e., 

droplet activation rate) can be used to shorten the test time.   
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E1   E2   E3  
  (b) 

Figure 4.38: Functional test for broadcast-addressing-based chip (a) layout and droplet 

routes for the multiplexed-assay chip (b) broadcast-addressing-based pin-assignment 

ed to 

exe

compatibility of droplet movements during functional test.   

 

   (a)                             

result.  

Broadcast-addressing-based chip 

Next we apply the functional test method to a broadcast-addressing-based chip. Due to the 

constraints introduced by the pin-assignment results, not all the cells on the chip can be tested. 

For example, mixing and splitting test cannot be applied in the highlighted area in Figure 

4.38(b). To mix two droplets seated on E1 and E3 at the electrode E2, controlled by 

highlighting control pin 13, since the electrode above E3 will also be activated while we 

move the droplet from E  to E3 1 and split it.   

However, as discussed in Section 3.3, a broadcast-addressing-based chip is design

cute for a predetermined set of known bioassays. We know exactly where the mixing and 

splitting operations will be carried out. So there is no need to test for malfunctions on other 

cells on the chip. Since the number of electrodes to be tested is very limited, only a small 

number of test steps are needed. Again a higher test frequency can be used to reduce test time. 

To further increase concurrence, we can use the algorithm presented in [63] to check the 
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4.6 Experimental and Simulation Results  

In this section, we apply the proposed functional test methods to a fabricated chip. The 

chip-under-test is a PCB microfluidic platform for the Polymerase Chain Reaction (PCR), as 

shown in Figure 4.39.  The platform consists of two columns and two rows of electrodes, 

three reservoirs, and routing electrodes that connect the reservoirs to the array.   

We applied uting 

test are trivial due to the simple structure of the chip. Therefore, we only focused on the 

mixing and splitting tests.  Following the steps in Section 4.5.3, we first targeted the bottom 

row and dispensed five test droplets to the odd electrodes, as shown in Figure 4.40(a). Then 

splitting test of the even electrodes was carried out. Droplets were split and merged on the 

even electrodes. In Figure 4.40(b), we see a series of droplets of the same volume resting on 

the even electrodes, which means that all the odd electrodes passed the splitting test, and 

merging at the even electrodes worked well. However, when we carried out the splitting test 

on the even electrodes, a large variation in droplet volume was observed on the 3rd and 5th 

electrodes; see Figure 4.40(c). This variation implied a malfunction, leading to unbalanced 

splitting on th  were routed 

th

 design for three cases: (i) no 

testing is carried out; (ii) only structural test is carried out; (iii) functional test is carried out. 

A design is deemed to fail if any module suffers from a defect or a malfunction, e.g., a mixer 

suffering from a faulty mixing site.  

 the proposed functional test methods to this chip. Dispensing test and ro

e 4th electrode.  The malfunction was detected when the droplets

to the capacitive sensing circuit. We then labeled the 4  electrode on the bottom row as an 

unqualified splitting site so that synthesis tools will not map a splitter to it. Thus the system 

robustness of the synthesized design was enhanced. 

We next evaluate the improvement in system robustness using a biochip for the protein 

dilution assay described in Chapter 2. Again, a 10×10 microfluidic array is used to execute 

the assay.   

Next we evaluate system dependability of the synthesized
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Figure 4.39: Fabricated biochip for PCR. 

Reservoirs  

 
1   2   3   4   5   6   7   8   9 

 
(a) 

 
1   2   3   4   5   6   7   8   9 

  

(b) 

 

Malfunction 
(unbalanced splitting) 

1   2   3   4   5   6   7   8   9 

 
(c) 

Figure 4.40: Mixing and splitting test for a fabricated PCR chip (bottom row of Figure 

4.39). 
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 array is derived by 

bability p = 

P[A

We generate 200 simulated samples of faulty arrays. Each faulty

randomly injecting fault (due to defects and malfunctions) in the array. Note that we do not 

specify the types of injected malfunctions. Here we simply assume that all the injected 

malfunctions can be detected by the proposed functional test and cannot be detected through 

structural test. Let A be the event that a unit cell has a defect. We let the defect pro

] take two values, namely 0.01 and 0.05. Let B be the event that a group of electrodes 

suffer from a malfunction. Since a defective unit cell leads to a malfunction of the module 

where it is used, we are interested here in the conditional probability q = P[B | A] , i.e., the 

probability that a module is malfunctioning even if there is no defect in it. We consider four 

values of q, namely 0.02, 0.04, 0.06, 0.08. For each faulty array, the structural test method 

from [36] is carried out to detect and locate defect sites.  

Next the synthesis method from [15] is used to map the protein array on to defect-free 

regions of the array. We also use functional test to detect and locate malfunctions in the array. 

These malfunctions are then bypassed during the synthesis of the chip for the protein array. 

As a baseline, we also carry out the synthesis for an array to which neither structural test nor 

functional test have been applied.  

First we determine the failure rate R, 0 ≤ R ≤ 1, for the three scenarios when the protein 

assay is mapped to an array with defects and malfunctions. When functional testing is carried 

out, the failure rate due to target defects and malfunctions is zero because all of them are 

det

ilure rate is lower, but it is still significant—as high as 0.75.  

ed to augment droplet-transportation-based structural  

ected by the test procedure. If no testing is carried out, the failure rate is as high as 0.85, 

i.e., the protein assay fails for as much as 85% of the 200 simulated chips. If structural testing 

is used, the fa

Figure 4.41 shows that as the malfunction probability increases, the failure rate R 

becomes considerable even when structural testing is used. Moreover, the benefits of 

structural testing are less evident for the smaller value of the defect probability, i.e., p = 0.01. 

Therefore, functional testing is need
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Figure 4.41: Failure rat and with structural 

testing. 

testing for digital microfluidic arrays. A counter-intuitive finding from Figure 4.41 is that the 

failure rate is lower for p = 0.05 compared to p = 0.01. This occurs because large p implies 

that there is low likelihood of a defect-free cell. Hence structural testing is likely to catch 

such defects.  

The detection of more defects and malfunctions using functional testing leads to a 

corresponding increase in the assay completion time. This happens because fault detection 

and fault location leave fewer unit cells available for the protein assay, and the synthesis 

procedure employs less parallelism in the execution of the microfluidic operation. Figure 

4.42 shows the assay completion time for the three scenarios that we are considering for the 

protein assay. As expected, the bioassay time is slightly higher when functional testing is 

used, and the increase is more for higher values of the malfunction probability q. This 

increase is acceptable because functional testing ensures that the assay will run to completion 

 

e for synthesized design without testing 

if the fluidic operations are mapped only on qualified region of the array. 
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Figure 4.42: Bioassay completion time for synthesized design without test, with 

structural test, and with functional test for defect occurrence probability of (a) P[A] = 

0.01. (b) P[A] = 0.05. 

Next we evaluate the functional test scheme on pin-constrained arrays. For each 

pin-constrained design method presented in Section 4.5.4, we choose 

(b) 

one chip design 

prototype for discussion, as shown in Figure 4.43. Figure 4.43(a) shows a linear chip used the 

for on-chip dilution. The chip is addressed using a five-phase bus. Figure 4.43(b) presents a 

10×10 array for the multiplexed bioassay described in Chapter 2. Figure 4.43(c) provides an 

array-partitioning-based chip design for the multiplexed assay.  The chip is divided into four  
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 Storage units 

4-electrode linear  

array (as dilutor/mixer)  Segregation cells 

1    2    3    4    5    1    2  

 
(a)                                    (b) 

in-constrained chip designs for functional test evaluation: (a) a linear 

5-phase-bus chip for dilution; (b) layout and droplet routes for the multiplexed-assay 

chi

cross-referencing-based array for multiplexed assay. 

rded and shown in 

Figure 4.44. Figure 4.44 also presents the number of manipulation steps required by the 

functional test assuming the chip is direct-addressable. Functional test on a cross-referencing- 

       

(c)                                   (d) 

Figure 4.43: P

p; (c) array-partitioning-based array for multiplexed assay; (d) 

partitions, each partition is controlled using a dedicate set of pins. Figure 4.43(d) shows a 

cross-referencing-based chip design for the same assay. The simple design prototype is 

composed of 10 row pins and 10 column pins.  Finally, for the broadcast-address method, 

the design shown in Figure 4.38 is used. The chip is designed for executing on-chip 

polymerase chain reaction (PCR) reactions.  

Next we apply the extended functional test method proposed in Section 4.5.4 to these 

pin-constrained chips. The number of droplet manipulation steps are reco
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Figure 4.44: No. of droplet-manipulation steps for functional test of direct-addressable 

and pin-constrained chips.  

based chip requires the same test time as for a direct-addressable chip. For other 

pin-constrained designs, the function test can still be carried out effectively, though with an 

increase in test application time. Considering the significant reduction in the number of 

control pins, such a compromise is acceptable. Moreover, the reduction in test concurrency 

can be avoided by increasing the test frequen

s is testability. As mentioned in Section 4.5.4, due to the 

connection-constraints, not all the electrodes on a pin-constrained array can be tested. 

The

cy.  

   Another important critical quality to measure the extended functional test method for 

pin-constrained design

refore, we define testability as the ratio of the number of testable electrodes over the total 

number of electrodes in the array. High testability indicates that the test method can probe the 

functionality of the chip thoroughly and identify a large number of qualified regions for a 

target application, which in turn contributes to increased flexibility for design and fault 

tolerance. Here we calculate testability for the four pin-constrained designs. Results are 

shown in Figure 4.45.  
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1: n-phase-bus chip 

2: array-partitioning-based chip 

3: cross-referencing-based chip 

4: broadcast-addressing-based chip 
 

Figure 4.45: Functional testability of pin-constrained chips. 

    Figure 4.45 shows that the proposed func t method achieves high testability (> 

80%) on the array, and the 

mixing and splitting operations are only allowed on the boundary cells. If we take this 

gnosis method for digital microfluidic biochips. 

The

100

tional tes

n-phase chip, the cross-referencing-based 

broadcast-addressing-based array. The testability for the array-partitioning-based chip 

appears to be low. This is because of the fact that on an array-partitioning-based chip, the 

restriction into account, the testability is as high as 100%. 

 

4.7 Chapter Summary and Conclusions 

We have proposed an efficient test and dia

 proposed method enables parallel testing using multiple test droplets for both on-line and 

off-line testing. We have also identified a number of common defects and defect types. These 

causes of defects have been related to fault models and observable errors. The proposed test 

and diagnosis method have been evaluated using complexity analysis and a fabricated chip 
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example. The results obtained demonstrate significant improvement over prior work on the 

testing and diagnosis of digital microfluidic biochips. We have also presented several 

techniques for the functional testing of droplet-based microfluidic biochips. These techniques 

address fundamental biochip operations such as droplet dispensing, droplet transportation, 

mixing, splitting, and capacitive sensing. Functional testing is carried out using parallel 

droplet pathways, and it leads to qualified regions where synthesis tools can map microfluidic 

functional modules. We have demonstrated functional testing for a fabricated biochip used 

for PCR. We have also presented simulation results for a protein assay, and quantified the 

small increase in assay com  100% coverage of the target 

defects and malfunctions he application of 

pletion time that is needed to achieve

with functional testing. Finally, we described t

these functional test methods to pin-constrained chips.  
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Chapter 5 

Design-for-Testability for Digital Microfluidic 

Biochips 

Testing is essential for digital microfluidic biochips that are used for safety-critical 

applications such as point-of-care health assessment, air-quality monitoring, and food-safety 

testing. Resent research work has proposed a number of test methods for digital microfluidic 

biochips [28,34,36]. However, due to the fact that current design methods do not consider 

testability, the effectiveness

To tackle the above tes pt of design-for-testability 

(DFT) for bio or integrated 

circuits (ICs). In the early days of IC design, chip area and performance were the primary 

In this chapter, we provide a DFT solution to facilitate the testing of digital microfluidic 

rates test procedures into the 

fluidic manipulation steps in the target bioassay protocol. By applying pin-constrained design 

to t

 of these test techniques is limited.  

tability problem, we introduce the conce

chips. The motivation of DFT for biochips is analogous to that f

concerns for chip designers, and testing was only an afterthought. However, as chip complexity 

increased, test problems were greatly exacerbated and DFT became essential. Compared to the 

IC industry, digital microfluidics technology is still in its infancy. However, tremendous 

growth has been predicted for this technology and biochips for clinical diagnostics and cell 

sorting are now appearing in the marketplace [24,67]. As these devices become more complex, 

the need for DFT will be increasingly felt.  

biochips. We propose a test-aware design method that incorpo

he testability-aware bioassay protocol, the proposed method ensures that the resulting chip 

layout supports the effective execution of test-related droplet operations for the entire chip. 

Therefore, the proposed DFT method allows design of pin-constrained biochips with a high 

level of testability with negligible overhead in terms of the number of control pins and assay 

completion time. 
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ditional constraints. These constraints 

can result in test procedures being either completely ineffective or effective only for a small 

part of the chip.  

To evaluate the effectiveness of a test procedure, we define a parameter referred to as 

testability. Given a specific test method, the testability of a chip design is defined as the ratio 

of testable electrodes/functional units to the total number of electrodes/functional units on the 

chip, where a functional unit is defined as a cluster of adjacent electrodes that can carry out a 

specific type of fluidic operation. Depending on the test method and chip functionality, chip 

testability can be classified into two categories, namely structural testability and functional 

testability.  

Structural testability is defined as the percentage of testable electrodes on the chip during 

a structural test. An electrode is considered “testable” if it can be traversed by the test droplet. 

Note that for most biochips, including pin-constrained chips, any on-chip electrode has to be 

traversed by at least one droplet in order to carry out the fluidic operations mapped on it. This 

means it can also be traversed by the test droplet. Therefore, most chip designs can achieve a 

structural testability of 100%. 

5.1 Testability of a Digital Microfluidic Biochip 

Most recently proposed methods assume that the chip under test is a rectangular array 

controlled using a direct-addressing scheme, i.e., each electrode on the array is connected to 

an independent control pin. This method provides the maximum freedom for test-droplet 

manipulation, but it requires a large number of control pins. 

To reduce production cost, unused electrodes are often removed from the rectangular array, 

resulting in an irregular chip layout; see Figure 5.1. To further reduce the number of control pins, 

pin-constrained design techniques are used in practice as discussed in Chapter 3, whereby 

multiple electrodes are connected to a single control pin. These design methods achieve a 

significant reduction in the number of input pins needed for controlling the electrodes. However, 

as a trade-off, droplet manipulation steps must satisfy ad
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functional units on a chip in a 
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Figure 5.1: A fabricated digital microfluidic biochip [24]. 

Functional testability is defined as the percentage of testable 

ctional test procedure. High testability indicates that the test method can probe the 

functionality of the chip thoroughly and identify a large number of qualified regions for a target 

application, which in turn contributes to increased flexibility for design and fault tolerance. A 

functional unit is considered to be “testable” if the test-related droplets can be manipulated to 

carry out the target fluidic operations on it. These fluidic operations in the functional mode are 

always possible on a direct-addressable chip. However, for a pin-constrained chip, due to 

constraints introduced by the sharing of input control pins by electrodes, carrying out these 

functional-test operations on some functional units can result in the problem of electrode 

interference described in Section 3.1.  

Figure 5.2 shows a pin-constrained chip design for a representative protein-dilution assay. 

The functional test procedure requires a splitting operation to be executed on the highlighted 

functional unit. To do this, we first activate Pin 13 to hold a test droplet at E2. Next, we 

deactivate Pin 13 and activate Pin 12 and Pin 14 to split the test droplet into two small 

droplets seated on E1 and E3. However, E4 is also charged by activating Pin 12. As a result, 

the split droplet that is supposed to be seated on E2 will be moved unintentionally to the 

boundary of E4 and E3.  

Solution 

Control-signal input ports 
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Figure 5.2: An example of an untestable functional unit on a pin-constrained chip for 

multiplexed assay.  

Due to the above electrode interference problem, functional test cannot be applied to all the 

functional units in a pin-constrained chip design. Therefore, functional testability for a 

pin-constrained chip is usually less than 100%. Note that the reduction in testability is due to

the conflicts between the fluidic operation steps req  functional test and the constraints 

on droplet manipulations introduced by the mapping of pins to electrodes. Different mappings 

for a pin-constrained chip lead to different untestable functional units, thereby different levels 

of chip testability. For example, the untestable functional unit shown in Figure 5.2 can be made 

testable by connecting electrode E to a different control pin, e.g. Pin 15. Therefore, we can 

conclude that the key to increasing functional testability is to generate a test-friendly pin 

assignment that results in a small number of untestable functional units. To do this, test 

procedures must be considered early during chip design.  

 

 

uired by

4 

5.2 Testability-Aware Pin-constrained Chip Design  

In this section, we propose a DFT solution to the functional testability problem described in 

Section 5.1.   
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5.2.1 Design Method   

Our key idea is to incorporate fluidic operations required by functional test into the fluidic 

manipulation steps for the bioassay. Since these test-aware fluidic manipulation steps are 

provided as input to a pin-assignment design method, the resulting test-aware pin-constrained 

chip design guarantees a test-friendly pin assignment that supports all the fluidic operations 

required for functional test, thereby ensuring full testability.  

The pin assignment in the proposed test-aware design method is based on the 

broadcast-addressing pin-constrained chip design technique presented in Section 3.3. In this 

design m

 and the resulting pin assignment ensures 

the correct execution of all fluidic operations in the bioassa

rode in the array, its activation sequence during the test 

procedure is added to that for the target bioassay to form a longer sequence. If these longer  

ethod, fluidic manipulation steps in a target bioassay, represented by the droplet 

schedule and droplet-routing steps, are stored in the electronic controller in the form of 

electrode-activation sequences. Each bit of the sequence represents the status of an electrode at 

a specific time-step. The status can be either “1” (activate), “0” (deactivate) or “X” (don’t care), 

which can be mapped to either “1” or “0”. For each electrode on the chip, its activation 

sequence can be represented using the above three values. Each sequence can contain several 

don’t-care terms, which can be replaced by “1” or “0”. By careful replacing these don’t-care 

terms, multiple activation sequences can be made identical. Therefore, the corresponding 

electrodes can be connected to a single control pin. The broadcast-addressing method achieves 

a significant reduction in the number of control pins,

y.  

We first consider the functional test procedure as a separate bioassay. The fluidic 

operations required by the test procedure are derived from the scheduling and routing steps 

related to the test droplets. Next, we merge these fluidic operations with the droplet 

manipulation steps needed for the target bioassay. The merging can be carried out by attaching 

the electrode-activation sequences for the test procedure to the electrode-activation sequences 

for the target bioassays. For each elect
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Figure 5.3: Illustration of the influence by adding test operations to the bioassay.  

electrode-activation sequences are provided as input to the broadcast-addressing method, the 

resulted chip design will support not only the target bioassay but also the test operations.  

We use an example to illustrate the details of the above DFT method. Figure 5.3 shows a 

linear array consisting of four electrodes. A simple “routing assay” is mapped to the array, 

where a droplet is to be routed from E  to E , one electrode per step. We first list the activation 

sequence for each electrode (Table T ) in Figure 5.3. Next we add a splitting test on E . The 

electrode-activation sequences for the splitting test are shown in Table T2 of Figure 5.3. These 

activation sequences are then combined with the activation sequences in T1. The resulted 

od is then 

applied to replace the don’t-care terms in T3 and generate the eventual pin assignment.  

, compared to a test-unaware design using broadcast addressing. As shown in 

4 1

1 3

longer activation sequences are listed in table T . The broadcast-addressing meth3

Note that the addition of test operations into the bioassay may result in an increase number 

of control pins
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e splitting test is added, we can map the two don't-cares in the 

rolled independently. The linear 

array

 test, which actuates a series of 

thre

Figure 5.3 (Table T1), before th

activation sequence for E1 with "10" and map the two don't-cares in the activation sequence for 

E4 with "01" to make the two sequences identical. Therefore, the corresponding electrodes E1 

and E4 can be connected to a single control pin. As a result, only three control pins are needed 

to control the linear array. However, when the splitting test is added, activation sequences in 

Table T3 become incompatible. Therefore, they have to be cont

 now requires four control pins. 

5.2.2 Euler-Path-Based Functional Test Method for Irregular Chip 

Layouts 

The test operations used in the above testability-aware pin-constrained design method can be 

determined using the functional test method in Section 4.5. However, this approach requires a 

rectangular array structure for the chip under test. As discussed in Section 5.1, to reduce cost in 

practical designs, unused electrodes are often removed from the array, resulting in an irregular 

chip layout. Irregular layouts also result from the need for allocating routing tracks under the 

fluidic layer for connecting the electrodes to chip pins. In this subsection, we propose an 

Euler-path-based method for the functional testing of such irregular chip layouts.  

For simplicity, we focus on the functional testing of two widely used microfluidic 

modules⎯mixers and splitters. According to the functional test method described in Section 

4.5, a mixing functional test can be reduced to a droplet-merging

e adjacent electrodes to determine whether two droplets can be merged on them. A split 

operation can be viewed as the reverse of droplet merging. Consequently, these two tests can be 

combined into a unified splitting-and-merging test application procedure. 

In a splitting-and-merging test for a single functional unit, a test droplet is routed to the 

center electrode of the three-electrode cluster, split, merged, and finally routed back to a 

detection site for test readout. To carry out mixing and splitting functional test for a chip, this 
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basic splitting-and-merging test needs to be a carried out on every three-electrode cluster on the 

chip. 

For a rectangular array, multiple splitting-and-merging tests can be carried out in parallel 

on a row/column of electrodes, as shown in Figure 5.5. However, parallel testing is not always 

feasible on an irregular-shape chip layout. Instead, the splitting-and-merging steps have to be 

carried out one at a time. All the functional units need to be targeted for full testability. 

However, overtesting must be avoided, i.e., a functional unit should not be tested repeatedly. To 

meet these criteria, we carry out the splitting-and-merging test along the Euler path of the chip 

layout.  

Given an irregular chip layout, the Euler-path-based functional test method first maps it to 

an undirected graph and extracts the Euler path [36]. An Euler path traverses every edge in the 

graph exactly once. Next the mixing-and-splitting test is applied to the functional units along 

the Euler path, one at a 

Note that by following the above steps, the test droplet will traverse all the electrodes on the 

the 

spli

time, until all the functional units are covered, as shown in Figure 5.6(a). 

chip. Therefore, structural test is also accomplished.  

To reduce the test-completion time, the functional units can be tested in groups. After 

tting-and-mixing test for a target functional unit is completed, the test droplet can be used to 

test the adjacent functional units instead of being routed to the source reservoir. Therefore, the 

test droplet is routed back to the source reservoir for test readout (Figure 5.6(b)) only after a 

group of functional units is tested. 

The test efficiency depends on the size of a group of functional units being targeted by the 

same test droplet. A large group can be targeted to reduce test time. As a trade off, this 

group-testing scheme leads to reduced resolution for diagnosis. We can appropriately select the 

size of these groups to meet different test requirements.  
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Figure 5.4:  Mixing and splitting test for a functional unit. 

 

 

Figure 5.5: Parallel mixing and splitting test for a row of electrodes. 

 Routed to the 1
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Figur

 method and the 

testability-aware design method by applying them to two target applications: a multiplexed 

immunoassay and the polymerase chain reaction (PCR) procedure.  

scheme. Unused electrodes are removed from the array, resulting in irregular chip layouts. 

(a)                           (b) 

e 5.6: (a) Mixing-and-splitting test of functional units along the Euler path of a chip (b) 

Testing functional units in groups of two.  

5.3 Simulation Results  

In this section, we evaluate the proposed Euler-path-based functional testing

Each assay is first mapped to a 15×15 electrode array controlled using the direct-addressing 
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ip. Finally, the test-aware design method is used to generate a pin-constrained design 

wit

5.3.1 Multiplexed Assay  

od can signal organ damage or dysfunction prior to observable microscopic 

cell

ctional test method to the above chip 

lay

ficant reduction in test completion time is achieved by 

inc

ndidate defective functional units. 

Nevertheless, even such coarse-grained diagnostic information is useful in practice for 

dynamic reconfiguration.  

Next, the proposed Euler-path-based functional test method is applied to obtain a test plan for 

the ch

h a high level of testability.   

We first map the multiplexed biochemical assay described in Section 3.4. This assay is used for 

in-vitro measurement and other antigens in human physiological fluids, which is of great 

importance for clinical diagnosis. For instance, a change in regular metabolic parameters in a 

patient’s blo

ular damages or other symptoms. A portable, inexpensive biochip can be used for carrying 

out multiplexed bioassays for rapid and point-of-care diagnosis of such disorders. Flowchart 

for the multiplexed assays has been shown in Figure 3.34 in the form of a sequencing graph. A 

depiction of the droplet pathways for multiplexed glucose and lactase assays has been given in 

Figure 3.11.  

Next we apply the proposed Euler-path-based fun

out. To investigate the influence of the number of electrodes in each test group on the test 

frequency, five iterations of Euler-path-based functional test are carried out. Electrodes are 

tested in groups of 1-5, respectively. The test completion times (assuming test-droplet routing 

frequency of 10 Hz) are shown in Figure 5.7.  

Figure 5.7 shows that a signi

reasing the number of electrodes in each test group. For example, by testing the electrodes 

in groups of five instead of testing one by one, the test completion time drops sharply from 

332.8 seconds to 98.2 seconds, i.e., a 71% reduction. Note that as a trade off, whenever an error 

is observed, we can only determine a group of five ca
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Figure 5.8: Pin assignment for the multiplexed assay chip obtained using the 

testability-aware design method. 

layout in Figure 3.11. The test-droplet routing sequences derived from the Euler-path-based 

e bioassay schedule. The pin assignment results are 

generated as shown in Figure 5.8. We use the pin assignment generated obtained using the 

s pin assignment (Figure 

3.3

Next we apply the test-aware design method to generate a pin assignment for the chip 

functional test are combined with th

test-oblivious broadcast-addressing method for comparison, as has been shown in Figure 3.35.  

As shown in Figure 5.8, the pin assignment resulting from the test-aware design method 

uses 26 control pins, i.e., only one more control pin than test-obliviou

5). The test-aware design achieves 100% functional testability while the test-oblivious 

result achieves functional testability of only 76%.  
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ic DNA strands. Its assay protocol has been modeled by a 

 shown in Figure 3.37. Mapping the protocol on to the array, 

chip layout and schedule has been obtained as shown in Figure 3.38 and Figure 3.39, 

parison; see Figure 3.40.  

ng the pin-assignment, the test-aware design 

method achieves a significant im

5.3.2 Polymerase Chain Reaction (PCR)  

For the second assay, we use the mixing stages of the PCR. These stages are used for rapid 

enzymatic amplification of specif

sequencing graph in Chapter 3, as

respectively. 

Next we apply the proposed Euler-path-based functional test method to the above chip 

layout. Again, five iterations of Euler-path-based functional test are carried out. The test 

completion times are shown in Figure 5.9. Like in Figure 5.7, a significant reduction of test 

completion time is achieved as the number of electrode in each test group increases.  

Next we apply the test-aware pin-constrained design method to generate pin-assignment 

for the chip layout in Figure 3.38. Pin-assignment results are generated as shown in Figure 5.10. 

We use the pin-assignment result obtained from the test-oblivious broadcast-addressing 

method for com

In Figure 5.10, the pin-assignment result generated from the test-aware design uses the 

same number of control pins as the test-oblivious pin-assignment result from the test-oblivious 

design method. However, test-oblivious result only allows a functional testability of 84%, 

while the test-aware achieves 100%. Combining these results with those from the multiplexed 

assay, we can conclude that by carefully rearrangi

provement in chip testability with a trivial increase in the 

number of control pins. Moreover, the pin-assignment result generated from the test-aware 

method supports the execution of the fluidic operations in the bioassay following the original 

droplet scheduling and routing result before testing is considered. Therefore, it guarantees the 

same bioassay completion time as that achieved by the test-oblivious pin-assignment result.  
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method.  
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ure 5.10: Pin-assignment result for the PCR assay chip obtained using the test-aware 

design method. 

 

5.4 Chapter Summary and Conclusions  

Fig

In this chapter, we have introduced the concept of design-for-testability for microfluidic 

biochips. We have presented proposed a test-aware design methodology that allows the design 

of a pin-constrained biochip with 100% testability. An Euler-path-based functional test method, 

which extends the application of functional test on irregular chip layouts, has also been 
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est-aware method have been evaluated presented. The proposed functional test method and the t

by applying them to design and test biochips for a multiplexed bioassay and a PCR procedure. 

These DFT techniques form a bridge between biochip design and testing. They not only allow 

the design of easy-to-test biochip platforms but also broaden the application of the recently 

proposed test methods to cover more generic chip layouts.     
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Chapter 6 

Application to Protein Crystallization  

Proteins crystallization is a commonly used technique for protein analysis and subsequent drug 

design. It predicts the three-dimensional arrangement of the constituent amino acids, which in 

turn indicates the specific biological function of a protein. As discussed in Section 1.3, protein 

crystallization experiments are typically carried out manually in well-plates in the laboratory. 

vention.  

In this chapter, we present the design of a multi-well plate microfluidic biochip for 

protein crystallization; this biochip can transfer protein samples, prepare candidate solutions, 

and carry out crystallization automatically [69]. To reduce the manufacturing cost of such 

devices, we adopt the “Connect-5” algorithm from Section 3.1 to generate a pin-assignment 

plan for the proposed design. The resulting biochip enables control of a large number of 

on-chip electrodes using only a small number of pins. Based on the pin-constrained chip 

design, we present an efficient shuttle-passenger-like droplet manipulation method to achieve 

 required by the assay, we also present an efficient algorithm to generate a 

s the intermediate mixing steps needed to generate target solutions 

 

typically a very large number of experiments (103-104) are required. To achieve high 

As a result, these experiments are slow, expensive, and error-prone due to the need for repeated 

human inter

high-throughput and defect-tolerant well loading. To facilitate preparation of crystallizing 

reagent solutions

preparation plan that list

with the required concentrations [70].  

6.1 Chip Design and Optimization 

In this section, we present a multi-well plate design prototype for protein crystallization. As 

discussed in Section 1.3, to “hit” on the correct parameters for the crystallization of proteins, 



 
Figure 6.1: Schematic view of a 96-well chip that automatically sets up 96 reagent 

condition solutions [24]. 

 

Figure 6.2: Schematic top-view of four wells and the surrounding electrodes [24]. 

efficiency, we use a multi-well plate design for parallel processing, as in microbatch 

crystallization. The schematic for the design is shown in Figure 6.1. The overall chip size is the 

same as that of a standard Society for Biomolecular Screening (SBS) multi-well plate. The chip 

has 96 wells and there are electrode pathways to connect these wells to reagent-loading and 

protein-loading loading ports.  

Figure 6.2 shows the specific configuration of the wells. Note that unlike microbatch 

crystallization, where reagents and proteins are preloaded either manually or by robotics, here 

reagent and protein droplets are automatically transported along the pathways from their input 

loading ports to the wells. The rest of the chip real estate is used for accommodating the reagent 

and protein input wells. In addition to the protein reservoir that a user loads, there are two 

additional reservoirs that the user can load. These additional reservoirs can be loaded with any 

user-selected additives such as glycerol or detergents. Additives can stabilize the proteins and 
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reports on the use of additives to improve the quality and size of protein 

crystals [71]. As we gain a better understanding of scaling issues, we will increase the number 

i le in the prototype 

design.  

ently via a dedicated control pin, a total of 1284 pins will need to be 

wir

r simplicity, we first look at the application of the 

algorithm for a two-dimensional array of electrodes without wells. As shown in Section 3.1, 

r a biochip array of any size. This is 

there are numerous 

of wells on-chip as part of future work, since space (real estate) is ava lab

6.1.1 Pin-Constrained Chip Design 

Next we assign control pins to address the electrodes in the proposed design. There are a total 

of 1284 electrodes in the chip, including electrodes in wells, transportation pathways, and 

reservoirs. If direct addressing is used, i.e., each cell of the patterned electrodes is accessed 

directly and independ

ed. However, the large number of electrodes required leads to a cumbersome wiring 

problem for control pins, especially when fabricated using PCB technology. In PCB 

technology, the diameter of the via hole is usually comparable to the electrode pitch size. 

Therefore, there is only a limited number of control lines that can be routed on one layer of 

PCB. As shown in Figure 6.3, the via hole diameter is 40% of the electrode pitch. Therefore, 

only four control pin can be wired in any row. To route a large number of control pins, a 

multi-layer PCB design is needed, which is prohibitively expensive. Therefore we adopt a 

“correlated” pin-assignment method, which allows a control pin to be connected to multiple 

electrodes, thereby reducing the total number of pins.  

Next we address the problem using the efficient and easy-to-implement “Connect-5” 

algorithm presented in Section 3.1. Fo

five copies of Bagua repetitions are sufficient to cove

because of the following property of a Bagua repetition: vertices connected to the same (shared) 

pin appear after exactly five cells in the same row or column of the array, as shown in Figure 

3.8. 
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Figure 6.3: Illustration of wire routing limits on a PCB layer. 

   It has been shown in Figure 3.9 that control pins assigned to the electrodes using this 

method in a microfluidic array allow free movement of a single droplet, i.e., the “cross 

constraint” is met.  

We modify the above pin-assignment procedure above to make it applicable for our 

well-plate design. Note that the well-plate design can be viewed as a special case of the 

two lls. 

Unoccupied electrodes between wells can be used as transportation pathways. Therefore, the 

ent result. For example, to generate a pin-assignment result 

to t

-dimensional array where parts of the array are occupied by wells and segregation wa

pin-assignment for these electrodes does not need to be changed. The overall pin-assignment 

procedure is as follows.  

Start with a two-dimensional electrode array of the same size as the target well-plate design, 

but with no cells reserved as wells or segregation regions. Apply the Connect-5 algorithm to 

generate a preliminary pin-assignm

he multi-well chip in Figure 6.1, a preliminary result is first derived, as shown in Figure 

6.4(a). 

Next, consider the electrodes that will make up the segregation regions and wells in the 

multi-well design. Disconnect these electrodes from their control pins, see Figure 6.4(b). 

Finally, group the electrodes occupied by each well and connect each group to a single 

control pin. For independent control of each well, the group control pins must be different not 

only from each other but also from the pins assigned to the electrodes on the transportation 

Diameter = 200 μm 

Vias 

Pitch: 500 μm 
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 (a)                                                            (b) 

 
(c) 

Figure 6.4:  Example of pin-assignment example for a 4-well-plate design. 

pathway. The modified pin-assignment result is shown in Figure 6.4(c). 

Note that in Figure 6.4(c), the same patterns of pin assignment repeat in both column and 

row directions with a period of 6. Based on this observation, we can adjust the size of the unit 

well to obtain a more regular pin-assignment result. Here define a well unit as a single well and 

the

ip, including electrode in wells, transportation pathways and reservoirs. Therefore, a total 

 routing pathways round it. In the design in Figure 6.4(c), the size of the well unit is 7×7. We 

first shrink the size of the unit well from 7×7 to 6×6 (since the period of the repetitive 

pin-assignment patterns is 6) electrodes, as shown in Figure 6.5. Next we apply the Connect-5 

algorithm to get a pin assignment for the 96-well chip with the adjusted unit well size, see 

Figure 6.6.  

For a 96 well plate design with well unit size of 5×5, there are a total of 1284 electrodes in 

the ch
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Figure 6.5: Illustration of a 6×6 electrode well unit.  

of 1

 of control pins but it also provides an easy wiring solution. According to Section 3.1, 

elec

6.7. 

Mo

 

Figure 6.6: Pin assignment using 5 pins for the 96-well chip (unit well size = 6×6 

electrodes). 

284 control pins are needed for direct addressing. In contrast, the design in Figure 6.6 only 

needs 5 pins to control all the electrodes on the transportation pathways, thereby significantly 

reducing the total number of control pins to 181.  

The pin-constrained design using Connect-5 method not only significantly reduces the 

number

trodes sharing the same pin in the pin-assignment result from Connect-5 algorithm are 

diagonally aligned. Therefore they can be easily wired diagonally, as shown in Figure 

reover, the diagonal wiring allows the diameter to be almost the same as the electrode pitch 

size, as illustrated in Figure 6.8. This efficeint wiring plan allows the 181 pins to be wired on a 

2-layer PCB. Recall that the direct-addressing method needs 1284 control pins, which requires 
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Figure 6.7: Wiring of a well unit.  

ed design achieves a reduction of fabrication cost by a factor of 5-10x. The 

reduction is 

dimension of the unit well is the same as the period of pin-assignment patterns form Connect-5 

3   4   5   1   2   3   4   5   

5   1   2   3   4   5   1   2 

Via 
holes  

 

Figure 6.8: Wiring of a well unit with large vias. 

a 4-layer PCB and thereby increases the fabrication cost by a factor of 1.6~2 [72]. Moreover, 

the 181 pins can be easily incorporated using standardized 3 mil feature size technology. In 

contrast, to fit the 1284 pins in the direct-addressing-based design, 2 mil technology, which 

usually cost 3-5x times more than 3 mil technology, has to be used. Therefore, the 

pin-constrain

more significant when the wiring-plan design cost is considered.      

In Figure 6.6, every well unit has the same pattern of pin-assignment. This is because the 
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algorithm. This regular pin-assignment result facilitates the use of an efficient well-loading 

algorithm, discussed in Section 6.1.2.  

6.1.2 Shuttle-Passenger-Like Well-Loading Algorithm 

In this section, we focus on the problem of loading the wells with sample and reagent droplets 

on the pin-constrain eagent droplets to 

their destination wells. Note that in the 96-well chip design in Figure 6.6, every 6×6 well unit 

has the same pattern of pin-assignment. Therefore, any sequence of manipulations in a single 

well unit will cause the same manipulations in all the other well units. Although this 

“synchronizing” property leads to reduced freedom of droplet manipulations, it allows the 

concurrent manipulation of multiple droplets. Based on this observation, we propose a parallel 

shuttle-passenger-like routing method for high-throughput well loading.  

We illustrate the well-loading algorithm using an example. Figure 6.9 shows a 

pin-constrained chip which consists of four 6×6 well units. A dispensing reservoir is located at 

the to  

three destination wells. If the droplets are placed on the start points as indicated in Figure 6.9, 

l within the same unit, just as synchronized 

shu

ed chip. The goal is to efficiently route the sample and r

p right corner on the chip. Three droplets D1, D2, and D3 are to be dispensed and routed to

the routing can be carried out simultaneously by applying the control-pin actuation sequence 

5 2 4 1 3 5 4 3 2 1. The actuation sequence will route all the droplets (if any) 

at the upper left corner of the well units to the wel

ttles that carry passengers from fixed start points to fixed destinations. The shuttles run 

regularly irrespective of whether there is any passenger. To go to a specific destination, a 

passenger needs to get to the correct starting point and wait for the shuttle (pin actuation 

sequence) for pick-up and routing to the destination (well).  

Routing of droplets to the starting point can also be carried out using the 

shuttle-passenger-like method. As in the example in Figure 6.9, the routing step can be carried 

out using the shuttle (pin activation sequence) as shown in Figure 6.10.  
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Figure 6.9: Loading of three droplets using shuttle-passenger-like method. 

 
Figure 6.10: Activation sequence and dispensing time instances for routing droplets to 

corresponding starting point in Figure 6.9. 

Therefore, the proposed well-loading method contains two steps. In the first step, droplets 

to be routed are transported to the corresponding start points in their destination well units. 

This step is carried ou

a)  Calculate the electrode activation sequence to route the droplet to the farthest starting point 

 wells. The 

ove

t as follows: 

away from the source reservoir.  

b)  Select a subsequence from the sequence from a) for each droplet that can be route d to its 

starting point.  

c)  Applying the electrode-activation sequence from a), and dispense each droplet at a specific 

time corresponding to the start of its subsequence. 

   Next, a second pin-actuation sequence is applied to route droplets to their target

rall routing steps take little time because all the wells can be filled using only two 

pin-actuation sequences.  
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d Section 6.1.2 may suffer from fabrication defects or 

ethod to achieve defect 

tolerance for the proposed chip design. We rely on the use of testing and diagnosis methods in 

are 

loa

n the routing pathways in the 

well-loading operation in

ample is shown in  

6.1.3 Defect Tolerance  

The design proposed in Section 6.1.1 an

operational faults. In this section, we propose a “cross loading” based m

Chapter 4 to locate defect sites. 

   We first classify defects into three categories based on their locations on the chip. Note that 

in the well-loading algorithm proposed in Section 6.1.2, wells are loaded from one side, i.e., 

right side or left side. Therefore, not all the electrodes are used. If a defect occurs in these 

unused electrodes, then it will not affect droplet manipulations on the chip. We refer to this 

type of defects as benign defects. In the design proposed in Section 6.1.1, benign defects 

include all the defects in the unused entrance electrodes for the well and all the electrodes 

between the bottom entrance electrodes and the left/right routing pathways if all the wells 

ded from the right/left side. For these benign defects, no defect tolerance is needed. 

The second category of defects occurs on the electrodes used by the well-loading algorithm 

on the electrode rows but not on the routing pathways. These defects are referred to as loading 

pathway defects, as shown in Figure 6.11. These defects can be bypassed by simply changing 

the side from which the well is loaded. 

The third category includes all the defects on the routing pathways. Therefore, we refer to 

them as routing pathway defects. Unlike loading pathway defects, these defects affect the 

loading operations for more than one well unit. They cannot be bypassed by simply changing 

the side from which the well is loaded. Instead, we use a “cross loading” method for defect 

tolerance. Two iterations of well-loading operations are carried out, one in the column 

direction and one in the row direction. If the defects occur o

 the column direction, the loading of all the wells within the same 

column with the defects will be skipped. The skipped wells will then be loaded in the 

well-loading operation in the row direction and vice versa. An ex
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Figure 6.11: Three categories of defects. 

   

ss loading” method (a) loading in column direction. (b) 

ading in row direction. 

Fig uting pathway in the first well unit in the second column. 

in t on of loading in the row direction.  

6.1.4 Evaluation of Well-Loading Algorithm and Defect Tolerance  

Benign 

defect sites  

Loading pathway

defect sites  

Routing pathway 

defect sites   

(a)                                                                (b) 

Figure 6.12: Illustration of “cro

lo

ure 6.12. There is a defect in the ro

In the column-loading step, the entire second row is skipped. The skipped wells are then loaded 

he second iterati

In the section, we evaluate the proposed pin-constraint design and the shuttle-passenger-like 

well-loading algorithm.  

Skipped column Defect site 
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needed for loading the wells on a pin-constrained chip and a 

chip with independent pins (direct-access). In a direct-access chip, the time required to load 

the well loading algorithm from Section 6.1.2, a droplet can be 

 using 

the

d to as “failure rate”. Let Nt be the total number of 

bio

Loading Time  

We first calculate the time 

all the wells is determined by the time taken by a droplet to traverse the critical path, i.e., 

from the dispensing reservoir to the farthest well, as shown in Figure 6.13. For an N × N array, 

the routing time for the critical path is 2N – 3 clock cycles. The proposed pin-constrained chip 

has the same critical path. Using 

routed along the critical path one electrode per clock cycle with no stalled cycles. Therefore, 

the routing time is also 2N – 3 clock cycles. Thus we conclude that the pin-constrained design 

provides the same routing efficiency as the direct-access design, while it achieves a significant 

reduction in the number of control pins.  

Defect Tolerance  

Next we examine the defect tolerance of the proposed pin-constrained design by injecting 

random defects. A design is deemed to be robust if the injected defect can be bypassed

 defect-tolerance methods proposed in Section 6.1.3. Some defects may block all the 

routing pathways to one or more wells, and these wells cannot be loaded. In this case, a 

failure occurs on the chip.  

Next we define a parameter referre

chips in a representative sample, and let Nf be the number of defective chips that suffers 

from a failure. Then the failure rate f is defined by the equation f = Nf / Nt .  

   We run the simulations with difference defect occurrence probabilities for the 

pin-constrained chip and record the failure rates. As a baseline, we also carry out defect 

injection for a direct-access chip. Results are shown in Figure 6.14. Note that if we do not set 

any upper limit on the well-loading time, any defect that can be bypassed in the direct-access 

chip can also be bypassed in the pin-constrained chip. This is because we can manipulate  
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Figure 6.13: Critical path for the multi-well chip (for both the direct-access and 

pin-constrained chips). 

Critical Path 

 

Figure 6.14: Evaluation of failure rates for pin-constrained chip and independently 

contro hip. 

only one droplet to load only one well in any iteration of shuttle-passenger-like routing, 

 design; it refers to the case that the 

injected defects cannot be bypassed using the “cross loading” method.  

ightly 

higher failure rate compared to the direct-access chip. However, this increase is acceptable in 

 

lled c

which allows the same degree of freedom as in the direct-access chip. However, this scheme 

results in a significant increase in the well-loading time. Therefore, in our evaluation, we use 

a restricted definition of failure for the pin-constrained

Figure 6.14 shows that, as expected, the introduction of pin constraints leads to a sl
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ted Solution Preparation 

 droplets of stock solutions. The derived 

preparation plan is then programmed into a microcontroller that controls the biochip platform to 

preparation process.  

For a given bioassay, we refer to the set of solutions to be prepared as target solutions. In this 

section, we present an efficient algorithm for preparation of the target solutions.  

ion using Mixing and Dispensing  

Suppose that we have to prepare a target solution of reagent A with concentration of 0.2 M. 

Assume that we only have a stick solution of A with concentration 0.4 M. Therefore, we have 

to dispense droplets from the stock-solution reservoir and dilute them appropriately, by 

mixing with equal volumes of a diluent in a reservoir. Note that for better mixing, the 

reservoir must be filled to its capacity. The dilution of one droplet must be followed by 

practice due to the significant reduction in the number of control pins for the proposed 

design.  

6.2 Automa

A critical step in protein crystallization is to generate various mixed crystallizing solutions with 

desired concentration levels using fixed volume of stock solutions. In the laboratories, these 

solutions are usually prepared manually, which is very time-consuming, imprecise, and it 

requires large volumes of liquid. The digital microfluidic biochip design proposed in the 

previous section provides a hardware platform that allows automated solution preparation 

based on on-chip droplet transportation and mixing. In this section, we propose an efficient 

solution-preparation algorithm to generate a preparation plan that lists the intermediate mixing 

steps needed to generate the target solutions with the required concentrations. It determines the 

type, concentration, and the number of dispensed

carry out the solution-

6.2.1 Efficient Solution-Preparation Planning Algorithm  

Concentration Manipulat



dispensing of a droplet of 0.2 M concentration of A from the large mixed droplet in that 

reservoir. By varying the number of droplets routed from the stock solution reservoir to the 

mixing reservoir, stock solution droplets can be diluted to different concentrations.  
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However, since digital microfluidic biochip can only handle discrete droplets. The number 

of droplets routed from the solution reservoirs can only be integers. As a result, the stock 

solution droplets cannot be diluted to an arbitrary concentration using one iteration of the 

mixing-and-dispensing operation. Instead, only a set of discrete concentrations are feasible. 

For the above example, assuming the dilution is performed in a reservoir whose capacity 

is 4 times the volume of a unit droplet. We can only dispense 1, 2, or 3 droplets from the 

stock solution whose concentration is 0.4 M. The concentrations of the dispensed droplet 

the outcome concentrations caused by dispensing one more (or less) droplet into the mixing 

reservoir as modulation resolution.  

 By definition, the modulation resolution can be determined using the equation: 

after the dilution can only be 0.1 M, 0.2 M or 0.3 M. Here we define the difference between 

reservoirmixingofcapacity

dropletunitaofvolumesolutionstockofionconcentrat

resolutionModulation

×
=

          (6.1) 

In one iteration of mixing-and-dispensing, only concentrations of the dispensed droplet 

from the mixed large droplet can only be multiples of the modulation resolution. To obtain 

other concentrations, extra dilution steps are needed to obtain intermediate stock solutions 

In this subsection, we focus on the problem of generating target solutions with required 

sample concentrations using the basic dispense-mix-dispense operation as described above. 

with reduced concentration, which in turn yields finer module resolution according to 

Equation (6.1).   

Solution-Preparation Algorithm 
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e number of dispensed droplets of the stock solutions.  

4. How these droplets must be mixed so that we can derive the target solutions using   

ting, mixing and dilutions). 

  

For the example shown in Table 6.1 and Table 6.2, stock solution S5 contains the reagent 

this reagent, i.e., 

00 in these 

target solutions are 12 %w/v, 10 %w/v, 12 %w/v, 12%w/v, 12 %w/v, and 12 %w/v, 

We refer to this process as “solution-preparation planning”.  

Given a set of target solutions, the solution-preparation planning algorithm determines, 

1. The types of stock solutions that are needed. 

2. The concentration of each stock solution.  

3. Th

smallest number of droplet manipulation steps (rou

Next we use an example to illustrate the algorithm. In this example, we plan to generate a 

set of 24 target solutions from a protein crystallization assay, as shown in Table 6.1. To start, 

the algorithm first determines the types of stock solutions needed. Here we use one stock 

solution for each type of reagent included in the set of target solutions. Therefore, the number 

of stock solutions is the same as the total types of reagents included in the target solutions. 

For the example in Table 6.1, 17 different types of reagents are included in the target 

solutions. Thus 17 types of stock solutions are needed, as listed in Table 6.2.  These stock 

solutions are stored in on-chip reservoirs.  

Next the algorithm determines the concentration of each type of stock solution. For each 

type of stock solution, the algorithm identifies all the target solutions that contain the 

corresponding reagent in the stock solution.

polyethylene glycol 4000. There are six target solutions that contain 

MembFac_02 and MembFac_03, MembFac_05, MembFac_13, MembFac_17, MembFac_23, 

as listed in Table 6.3. The concentrations of the reagent polyethylene glycol 40

respectively.  
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Condition ID Reagent_ID * Condition ID Reagent_ID * 

Table 6.1: Target solution list for protein crystallization 

MembFac_01 sodium chloride 0.1 M MembFac_13 polyethylene glycol 4000 12 %w/v

MembFac_01 sodium acetate trihydrate 0.1 M MembFac_13 lithium sulfate monohydrate 0.1 M

MembFac_01 12 %v/v MembFac_13 tri-sodium citrate dihydrate 0.1 M
2-methyl-2,4-pentanediol 

(MPD) 

MembFac_02 zinc acetate dihydrate 0.1 M MembFac_14 iso-propanol (IPA) 10 %v/v

MembFac_02 sodium acetate trihydrate 0.1 M MembFac_14 tri-sodium citrate dihydrate 0.1 M

MembFac_02 polyethylene glycol 4000 12 %w/v MembFac_14 tri-sodium citrate dihydrate 0.1 M

MembFac_03 ammonium sulfate 0.2 M MembFac_15 
2-methyl-2,4-pentanediol

(MPD) 

 
12 %v/v

MembFac_03 polyethylene glycol 4000 10 %w/v MembFac_15 sodium chloride 0.1 M

MembFac_03 sodium acetate trihydrate 0.1 M MembFac_15 tri-sodium citrate dihydrate 0.1 M

MembFac_04 sodium chloride 0.1 M MembFac_16 magnesium sulfate heptahydrate 1 M 

MembFac_04 iso-propanol (IPA) 12 %v/v MembFac_16 tri-sodium citrate dihydrate 0.1 M

MembFac_04 sodium acetate trihydrate 0.1 M MembFac_17 tri-sodium citrate dihydrate 0.1 M

MembFac_05 sodium acetate trihydrate 0.1 M MembFac_17 sodium chloride 0.1 M

MembFac_05 polyethylene glycol 4000 12 %w/v MembFac_17 polyethylene glycol 4000 12 %w/v

MembFac_06 ammonium sulfate 1 M MembFac_18 lithium sulfate monohydrate 0.1 M

MembFac_06 sodium acetate trihydrate 0.1 M MembFac_18 tri-sodium citrate dihydrate 0.1 M

MembFac_07 
magnesium sulfate 

heptahydrate 
1 M MembFac_18 polyethylene glycol 6000 12 %w/v

MembFac_07 sodium acetate trihydrate 0.1 M MembFac_19 
magnesium chloride 

hexahydrate 
0.1 M

MembFac_08 sodium acetate trihydrate 0.1 M MembFac_19 
2-methyl-2,4-pentanediol 

(MPD) 
4 %v/v

MembFac_08 
hexahydrate 

0.1 M MembFac_19 tri-sodium citrate dihydrate 0.1 M
magnesium chloride 

MembFac_08 polyethylene glycol 400 18 %v/v MembFac_20 sodium chloride 0.1 M

MembFac_09 
ammonium dihydrogen 

phosphate 
1 M MembFac_20 tri-sodium citrate dihydrate 0.1 M

M 0 4 %v/vembFac_09 sodium acetate trihydrate 0.1 M MembFac_21 polyethylene glycol 40

MembFac_09 lithium sulfate monohydrate 0.1 M MembFac_21 tri-sodium citrate dihydrate 0.1 M

MembFac_10 polyethylene glycol 6000 12 %w/v MembFac_21 lithium sulfate monohydrate 0.1 M

MembFac_10 sodium chloride 0.1 M MembFac_22 ADA 0.1 M

MembFac_10 sodium acetate trihydrate 0.1 M MembFac_22 ammonium sulfate 1 M 

MembFac_11 sodium acetate trihydrate 0.1 M MembFac_23 ADA 0.1 M

Me
magnesium chloride 

mbFac_11 
hexahydrate 

0.1 M MembFac_23 polyethylene glycol 4000 12 %w/v

MembFac_11 polyethylene glycol 6000 12 %w/v MembFac_23 lithium sulfate monohydrate 0.1 M

MembFac_12 sodium chloride 0.1 M MembFac_23 iso-propanol (IPA) 2 %v/v

MembFac_12 polyethylene glycol 400 18 %v/v MembFac_24 
phosphate 

1 M 
di-ammonium hydrogen 

*Reagent concentration 

Recall that in the previous subsection, we have shown that these concentrations must be 

multiples of the modulation resolution, i.e., the module resolution must be a common factor 

of these concentrations.  
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eded to prepare the target solutions in Table 6.1. 

S1 sodium chloride 1 M S10 polyethylene glycol 400 36 %v/v 

Table 6.2: Stock solutions ne

S2 sodium acetate trihydrate 1 M S11
ammonium dihydrogen 

phosphate 
10 M 

S3 2-methyl-2,4-pentanediol (MPD) 120 %v/v S12 lithium sulfate monohydrate 1 M 

S4 zinc acetate dihydrate 1 M S13 polyethylene glycol 6000 120 %w/v 

S5 polyethylene glycol 4000 20 %w/v S14 tri-sodium citrate dihydrate 1 M 

S6 ammonium sulfate 2 M S15 ADA 1 M 

S7 Ammonium sulfate 10 M iso-propanol (IPA) 100 %v/v S16

S8 
di-ammonium hydrogen 

phosphate 
10 M magnesium sulfate heptahydrate 10 M S17

magnesium chloride 

hexahydrate 
1 M S9 

 

In o  as the 

mo

ur algorithm, we pick the great common divisor (GCD) of these concentrations

dulation resolution. This is because smaller modulation resolution indicates more droplets 

need to be routed into the mixing reservoir to obtain the target concentration. As a result, 

more droplet manipulation steps are needed.  

In the above example, the modulation resolution = GCD(12, 10, 12, 12, 12, 12) = 2 %w/v. 

Assuming the volume of a unit droplet is 20 nl and the capacity of the mixing reservoir is 200 

nl, we can use the transformation of Equation (6.1) to calculate the concentration of stock 

solution containing reagent polyethylene glycol 4000 = 2 %w/v × 200nl / 20nl = 20%w/v.  

dropletunitaofvolume
=

Next we calculate the number of droplets that are needed to be routed from the stock 

solution to the mixing reservoir in generating

reservoirmixingofcapacity

olution

×                        (6.2) 

 a target solution. It can be obtained using the 

fol

resolutionModulation

sstockofionConcentrat

lowing equation: 

resolutionModulation

solutiongettartheinreagenttheofionConcentrat                       (6.3) 

For the above example, the numbers of droplets from stock solution S

solutionstockfromrouteddropletsof

=

#

are listed in Table 6.3. We can obtain the concentration of all the other stock solutions and the  

5 for target solutions 
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D Reagent_ID Reagent concentration * 

Table 6.3. Target solutions containing reagent polyethylene glycol 4000. 

Condition I

MembFac_02 polyethylene glycol 4000 12 %w/v 6 

MembFac_03 polyethylene glycol 4000 10 %w/v 5 

MembFac_05 polyethylene glycol 4000 12 %w/v 6 

MembFac_13  5 polyethylene glycol 4000 12 %w/v

MembFac_17 5 polyethylene glycol 4000 12 %w/v 

MembFac_23 thylene gl  400 6polye ycol 0 12 %w/v  

# of d  from ock the

on or on

Stoc

lutio
onc

roplets routed the st  solution to  mixing reservoir 

Table 6.4. Preparati  plan f target soluti  MembFac_02. 

Reagent_ID 
k 

so n # 
C entration # of droplets 

zinc S4 acetate dihydrate 1 M 1 

sodium ac S2 etate trihydrate 1 M 1 

polyethylene glycol 4000 S3 20 %w 6  /v 

diluent —   — 2

note: tota 1+6+  10 unil nu s = 1+mber of droplet 2 = t droplets = capacity of mixing reservoir 

 

n o m e ock a s we

g r rg ion e is 

.4 dro rom pes 1

8 ople f mix serv opl d

u g  oth get e tota lets 

d k d t ac ixing reser  this cas

identify ber of droplets and double its 

c . B r dro  are en . 

t m  is red fine dil

i  n

ca ed sol ation p m. 

utio  (Ts Ts ), identify the types of    

e 2  Rn

ine th Ss ( 1 2 3, …, Ssn apping: 

umber of dr plets to be routed fro ach st  solution in imilar manner.  Now  can 

enerate the p eparation plan for a ta et solut , an exampl shown in Table 6.4.  

In Table 6 , the total number of plets f  different ty  of stock solutions is 1+ +6 = 

 < 10 unit dr ts (the capacity o ing re oir). Two dr ets of diluent are route  to fill 

p the mixin reservoir.  For some er tar solutions, th l number of drop from 

ifferent stoc  solutions may excee he cap ity of the m voir. In e, we 

 the stock solution that dispenses the largest num

oncentration y this means, fewe plets  needed to g erate the target solution As a 

radeoff, the odulation resolution  lowe . To obtain r resolution, extra ution 

terations are eeded.  

Next we n list the steps involv in the ution-prepar lanning algorith

1. Given a set of target sol ns Ts 1, Ts , Ts , …, 2 3 m

reag nts contained R (R1, R , R3, …, ).   

2. Determ e set of stock solutions Ss , Ss , Ss ) following the m
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3. For each type of stock solution Ss , identify the set of target solutions TsR  that 

contain the corresponding reagent Ri. 

4. Determine the modulation resolution for stock solution Ssi using the equation 

mon 

di dean algori s us  co

5. ration f ch s ion u

6 dr sp d  reserv

 Ch number opl dispensed fr fferent stock solution 

reservoirs e capacity ixing 

 term  

 Ident  solution tha enses the most droplets into the mixing reservoir 

in preparing the target solution. Double the concentration of that stock solution. 

+m) time.  For step 3, in the worst case, each 

targ

10 max max

 5 

takes O(n) time. For Step 6, in the worst case, each target solution co

reagents. Thus this step takes O(nm) time. Step 7 takes O(n+m) time. Step 8 looks for the 

stoc

Ri ↔ Ssi.   

i i

modulation resolution = GCD(TsRi), when GCD refers to the greatest com

visor. The Eucli thm i ed to mpute the GCD [73]. 

Determine the concent or ea olut sing Equation (6.2).  

. Calculate the number of oplets di ense from each stock solution oir for 

each type of target solution using Equation (6.3).  

7. eck if the total of dr ets om di

xceeds the  of the m reservoir. If yes, go to step 8, 

otherwise, the algorithm inates.  

8. ify the stock t disp

Then go to step 6.  

Assuming the total number of target solutions is m and n types of reagents are contained. 

Step 1 scans the target solution set and record different reagents. It takes O(n+m) time. Step 2 

carries out one-to-one mapping and takes O(n

et solution contains all types of reagents. Therefore, this step takes O(nm) time. 

According to the Euclidean algorithm, Step 4 takes O(nlog C ) time where C  is the 

largest value of the concentrations [73]. For most bioassays, the concentrations can be 

represented using 4 digits, i.e., k < 10000. Therefore, Step 4 takes O(4n) = O(n) time. Step

ntains all types of 

k solution that dispenses the most droplets into the mixing reservoir in preparing the 

target solution, which takes O(n) time.  



 
174

orithm, in the best case, Step 8 is never reached. The algorithm takes 

O(n+m+n+m+nm+n+n+n+m+nm+n) = O(nm) time. In the worst case,  ta

solution, the total number of droplets dispensed from different stock solution reservoirs 

exc

time.  

   W s the co peratio n the best c e preparati  a 

singl ion requ  of m g-and-disp operation. o 

extra dilution is needed. The entire preparation plan takes m m  

operations. In the worst case, the preparation of each targ lution requires an extra dilu n 

step. 

6.2.2 Exper

Next we use ing algorithm out ration  

crystalliz

For simplicit xtract 24 target solutions from the thousands of solutions for the 

ex erim ts are 

pes of 

rea

For the entire alg

for every rget 

eeds the capacity of the mixing reservoir. Steps 6-8 are executed for each target solution, 

i.e., m times. Therefore, the entire solution-preparation planning algorithm takes O(nm2) 

e next addres mplexity of the fluidic o n; i ase, th on

e target solut ires only one iteration ixin ensing  N

ixing-and-dispensing

et so tio

The preparation plan r dispen  operationequires 2m mixing-and- sing s. 

imental Results and Comparison 

 the plann to carry solution-prepa  for protein

ation.  

y, we e

p ent as listed in Table 6.1. From Table 6.1, we can see that 17 types of reagen

used, as listed in Table 6.2. After applying the solution-preparation planning algorithm, 17 

source solutions with certain concentrations are chosen corresponding to the 17 ty

gents and stored in on-chip reservoirs. 

Next we prepare these target solutions. First, manual operation is used. A pipette that can 

handle a minimum volume of 20 ul is used. Preparing the target solution consumes 22 ml of 

reagent stock solutions and takes 1.5 hours. In contrast, proposed chip design and the 

solution-preparation planning algorithm take only 18 minutes and 12 μl of reagent solutions.  

For protein crystallization, reagent concentration is very important. Therefore, we need to 

guarantee a high level of accuracy of concentration while preparing the target solutions. For a  
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6.3 Ch

We have presented a multi-well plate based digital microfluidic biochip design for protein 

crystallization. The proposed biochip is capable of concurrently setting up 96 conditions, 

thereby achieves high throughput. We have also applied an efficient algorithm to generate a 

pin-assignment plan for the proposed design, which enables control of the biochip with only 

a small number of pins. Compared to a directly addressable biochip, the proposed 

pin-constrained design achieves a significant reduction in fabrication cost. We have also 

m
it

o
n

 e
rr

o
r

o
n

c
n

tr
a

e 6.15: Concentration error limit vs 

icrofluidic biochip, the key to generating solutions with precise concentration is to 

constant volume of the dispensed droplets. 

Experiments have shown that our chip design achieves a high level of con

ume of dispensed droplets (variation < 0.5%), which indicates high accuracy in the 

tion of the prepared target solutions.  Note that t

ltiple iterations of dilution are carried out. However, results also show an error limit of 

 2.5% even when five iterations of mixing-dispensing operations are used in 

 the target solutions; see Figure 6.15.  

apter Summary and Conclusions 
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y for increased use of digital microfluidic 

bio

described efficient droplet-routing algorithms for defect-tolerant well-loading. An efficient 

solution-preparation planning algorithm has also been presented to facilitate the generation of 

crystallizing solutions. Given a set of target solutions, the algorithm determines the type, 

concentration, and the number of dispensed droplets of the stock solutions. The propose chip 

design and associated algorithms will pave the wa

chips in high-throughput, highly automated, and affordable protein crystallization 

systems.  
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7.1 Thesis Contributions  

This thesis has presented advanced optimization techniques for automated synthesis, testing, 

and pin-constrained biochip design. In contrast to previous conceptual methods, the proposed 

techniques address practical issues that arise in the design, fabrication, and use and 

maintenance of digital microfluidic biochips. By bridging the gaps between theory and 

realistic applications, these techniques provide powerful, practical and fully-automated 

design tools for of digital microfluidics.  

Droplet routing and defect-tolerance issues have been considered during chip synthesis, 

and d. 

Droplet routability, defined as the ease with which droplet pathways can be determined, has 

e 

nd for area-constrained biochip layouts. 

The

-assignment scheme is also developed and 

ombined with the array-partitioning algorithm to control a large number of electrodes with a 

ethod is based on a 

“cross-referencing” addressing structure that uses “rows” and “columns” to access electrodes 

Chapter 7 

Conclusions and Future Work 

 we have presented a defect-tolerant, routing-aware, PRSA-based synthesis metho

been estimated and integrated in the synthesis flow. The proposed method increases th

likelihood that feasible droplet pathways can be fou

 synthesis tool also implements anticipatory defect-tolerance to guarantee system 

robustness for the synthesized design.  

To reduce fabrication cost, we have developed three techniques for pin-constrained 

biochip design. The droplet-trace-based array-partitioning method utilizes the concept of 

droplet trace, which is extracted from the scheduling and droplet-routing results produced by 

a synthesis tool. An efficient “Connect-5” pin

c

small number of control pins. Another pin-constrained m

in digital microfluidic arrays. A clique-partitioning-based droplet manipulation algorithm has 
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the concept of functional testing for digital microfluidic biochips. A set of testing 

hniques have been presented to verify the functionality of on-chip fluidic modules, such as 

mixers, splitters and dispensing reservoirs.  

This thesis has also identified the need of design-for-testability techniques for digital 

microfluidic biochips. Testability considerations have been addressed in the synthesis flow. 

Appropriate modifications have also been made in testing methods to increase their 

effectiveness.  

We have applied the proposed design and optimization methods to a real-life protein 

crystallization assay. The successful design of a low-cost, easily manufacturable, 

high-throughput, and robust chip for protein crystallization has resulted from the optimization 

algorithms developed in this thesis. This thesis has therefore led to powerful design tools for 

application- and-technology-guided chip design and a bridge between synthesis theory and 

realistic applications.  

 

 

been developed for the “cross-referencing” biochip which allows simultaneous movement of 

a large number of droplets. A broadcast-addressing method has been presented. The concept 

of “don’t-care” status in the control of electrodes has also been introduced for the first time. 

By combining “compatible” electrodes, the broadcast-addressing method achieves low input 

bandwidth while providing high throughput. The above three methods provide a 

comprehensive framework for the automated design of pin-constrained digital microfluidic 

biochips   

We have also developed a comprehensive fault-model library, which consists of not only 

physical defects and but also malfunctions. Efficient structural test and diagnosis methods 

have been proposed based on parallel manipulation of multiple test droplets in a scan-like 

manner. The proposed method can be used in both on-line and off-line scenarios. We have also 

introduced 

tec
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ork  

hallenges remain to be tackled for 

real-chip design automation. Section 7.2.1 presents a physical-constrained-guided synthesis 

in Chapter 2. This section describes how design 

parameters and physical constraints, as derived from the fabrication process, can be 

 future research for developing a feedback-based 

syn

omprehensive design with detailed resource binding, 

ope

 

7.2 Future W

Despite the progress that we have made, numerous c

tool based on the framework described 

incorporated into the synthesis flow. It also proposes a synthesis flow that is guided by 

physical constraints. Section 7.2.2 describes a research plan to handle errors that occur during 

bioassay execution. To ensure system dependability, many bioassays must be monitored 

during execution at several “checkpoints” using sensor-based feedback. When a malfunction 

is detected or the outcome of an assay step deviates from the expected outcome, certain 

fluidic operations must be re-executed. A

thesis tool that integrates control flow and conditional “if-then-else” operations is 

outlined.  

7.2.1 Synthesis Based on Physical Constraints 

The unified synthesis method described in Chapter 2 provides a powerful tool for the 

automated design of digital microfluidic biochips. It combines geometry-level synthesis with 

architectural synthesis and generates a c

ration scheduling and module placement information. However, this synthesis approach is 

oblivious to constraints imposed by the manufacturing process. Resource-binding, 

operation-scheduling and module-placement decisions are made without any consideration of 

physical constraints, such as transportation speed limit, maximum switching frequency, and 

reservoir capacity. A chip design that disregards these physical constraints can suffer from a 

severe “mismatch problem”. An experimental example is shown in Figure 7.1, where a 

dispensing operation has been mapped onto a reservoir on a PCB chip. The synthesis result 

requires four droplets to be dispensed from the reservoir. However, the capacity of the 



 

Figure 7.1: An example of mismatch problem – reservoir capacity overflow. 

nnot be moved using electrowetting. This type of 

mis

ms can appear in various forms. Here we discuss two of the most common 

pro

 3s to 10s when operation frequency is reduced from 10Hz to 3Hz (the 

ixing time of 3s for 10Hz frequency is taken from [49]). Some other modules, however, are 

sensitive to a change in operation frequency. An optical detector has the same detection time at  

reservoir is only 3.6 times the nominal volume of a standard droplet. By carrying out four 

iterations of dispensing, we obtained three droplets of normal volume and one droplet of 

smaller volume as shown in Figure 7.1. This “shrunk” droplet may be too small to overlap 

with an adjacent electrode and therefore ca

match problems can be catastrophic for bioassay execution and must be avoided.  

Mismatch Problems 

Mismatch proble

blems, namely incorrect scheduling and undesirable electrode charging. Incorrect scheduling 

can result when the desired operation frequency, i.e., the frequency for the control signals for the 

synthesized design exceeds the transportation speed limit of the chip. In this case, the target 

synthesized bioassay must be executed at lower frequency. The reduction in clock frequency 

leads to performance degradation for some fluidic modules. For example, the operation time for a 

2×3 mixer increases from

m

in
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t1 

 Derived schedule    Actual timing diagram 

g

Reduced 

all clock frequencies and a thermal incubator requires a fixed incubation time. These differences 

in the performance degradation for different types of modules can invalidate the scheduling 

results derived from the synthesis procedure. The resulting timing mismatch in bioassay 

execution is referred to as scheduling error. Figure 7.2 shows an example of scheduling error 

for an assay that involves a mixing step followed by an incubation operation. In the schedule 

derived from the synthesis flow, incubation starts at time t1. However, when the operation 

hich leads to a timing mismatch 

between the mixer and the incubator.  

A scheduling error can be catastrophic for a bioassay that is mapped to a microfluidic 

array. For example, for on-chip dilution, a splitting operation is scheduled right after a mixing 

operation. A scheduling error may cause a splitting of a droplet which is not fully mixed, 

which can lead to two droplets with different sample concentrations. The solution to this 

incorrect scheduling problem requires complete resynthesis, which is inefficient and 

undesirable for the end-user. Therefore, research is needed to avoid it in the synthesis 

procedure.  

Electrode charging is also a common problem in the execution of a synthesized bioassay.  

In a synthesis result, an electrode can be activated for an arbitrarily long period of time. 

However, in real chips, long activation duration for an electrode may lead to charge 

frequency 

 

Figure 7.2: An example of scheduling error (Inc. refers to incubation operation). 

frequency is reduced, mixing finishes at a later time t , w2
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accumulation on the electrode, and thereby result in electrode breakdown. When that happens, 

the chip is permanently damaged. Therefore, such problems must be avoided during 

synthesis.   

Synthesis Guided by Physical Constraints 

In this subsection, we describe how the above mismatch problems can be avoided by 

incorporating physical constraints in synthesis. The synthesis method presented in Chapter 2 

serves as a starting point for this approach. To avoid scheduling errors caused by a change in 

the operation frequency, we propose to add chip frequency to the design specification and 

expand the module library. The expanded module library will consist of several sub-libraries, 

” time 

limit as a design rule for synthesis. Successive activation is defined as the number of clock 

e PRSA-based synthesis flow in Chapter 2, for 

with each sub-library storing the operation time for all the modules at a certain operation 

frequency. When an operation frequency of the target chip is specified, the synthesis tool will 

choose the corresponding sub-library to generate resource binding, scheduling, and the 

placement plan. 

To avoid the problem of electrode charging, we can add a “successive activation

cycles for which the electrode is active. In th

each candidate synthesis result, we can calculate the maximum successive activation time for 

each electrode and add it to the fitness function. Candidate designs with high successive 

activation time must be discarded during evolution.  

7.2.2 Control-Path Design and Synthesis 

The synthesis method of Chapter 2 also suffers from the drawback that it assumes no control or 

feedback mechanism during bioassay execution. The fluidic operations are carried out following 

the pre-determined schedule without any feedback. Therefore, the only way to ascertain the 

correctness of such a synthesized biochip is to examine parameters such as the volume of the 
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product droplet, sample concentration in the product, detector readout, etc. If an error is detected 

at the end of the assay, the entire bioassay must be repeated. For example, in the protein dilution 

assay described in Chapter 2, a sample droplet is diluted by buffer droplets using multiple 

hierarchies of binary mixing/splitting phases. If an error occurs in the dispensing reservoir and 

leads to a sample droplet of abnormal volume, the concentrations of all the product droplets are 

affected. As a result, the entire assay (133 operations including droplet dispensing, 

mix

lead to wastage of samples and an undue increase in the assay time. Therefore, a monitoring and 

Control-Path Design Based on Error-Propagation 

The

egment for each checkpoint. We propose an efficient control-path design method 

bas

ing/splitting, and detection) must be re-executed. Such repetitive executions can potentially 

an appropriate feedback control mechanism must be implemented. During bioassay execution, a 

monitoring program can determine the status of the assay and the quality of intermediate products 

at several checkpoints. If a malfunction is detected or the quality of an intermediate product fails 

to meet predetermined requirements, only a fragment of the bioassay is re-executed. Here we 

refer to monitoring and control mechanisms as “control path” for the digital microfluidic biochip. 

We next outline an automated design tool for the synthesis of control paths.  

 synthesis of a control path consists of two segments—control-path design and control-path 

synthesis. Given a bioassay sequencing graph, control-path design determines which operations 

need to be monitored, and thereby where the checkpoints are needed. For each checkpoint, the 

control-path design determines which part of the assay must be re-executed in case if an error is 

detected. However, checkpoint monitoring and re-executions lead to increased completion times. 

Therefore, careful design is needed to limit the number of checkpoints and the size of the 

re-execution s

ed the concept of error-propagation estimates.  

In a digital microfluidic biochip platform, each fluidic operation works within a specific error 

limit, which is defined as worst-case percentage offset of the actual output value from the 
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ce, the error limit can be obtained using experiments.  

Given a target bioassay protocol, we can collect the error-limit information for every fluidic 

4], the error limit of the output of an operation 

point C1 is determined, a re-execution subroutine needs to be assigned to it. 

Her

, operations O1 and O2, the error can be 

corrected. Note that there may be multiple backtrace paths from C1 to C2. In this case, it is a 

, since all the operations in these paths 

nominal value. For example, a dispensing operation with an error limit of 10% implies that the 

reservoir, in the worst case, can dispense a droplet with a volume of 1.1 or 0.9 times the normal 

value. In practi

operation in the protocol. Using error-analysis [7

can be derived from the error limit of the input of the operation and the operation’s intrinsic error 

limit. Form the start of operations of the protocol, we apply the error-propagation theory and 

calculate the error-limit for the output of each operation. The value of the error limit is increased 

as more operations are considered in the protocol. At some point, the derived output error-limit 

will exceed a predetermined threshold, which is obtained from the precision requirement of the 

protocol. At this point, a checkpoint must be added. In this way, the error-propagation-based 

checkpoint-allocation method minimizes the number of checkpoints while maintaining coverage 

for all the possible failures during assay operation.   

After a check

e we do a “backtrace” operation along the sequencing graph until another checkpoint C2 is 

reached. We define the fragment of the bioassay from the upstream checkpoint C2 to the current 

checkpoint C1 as the re-execution subroutine for the C1, see Figure 7.3. Note that during 

bioassay execution, a checkpoint can only be reached when no failure is detected in all its 

upstream checkpoints. This implies that the error is localized among the operations between the 

C1 and C2. Therefore, by re-executing the subroutine, i.e.

challenge to tell which path causes the error. However

are scheduled between C1 and C2, in practice, we can correct the error by re-executing all the 

operations scheduled between C1 and C2.    
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Figure 7.3: Backtrace algorithm and re-execution subroutine. 
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Figure 7.4: The incorporation of a checkpoint to a sequencing gra
 

ph (Det. refers to 

detection operation). 

synthesis. We focus here on the synthesis of checkpoints. The goal is to incorporate 

output is sent to the microcontroller that 

coo

checkpoints into the synthesis result for a bioassay without a control path.  

Each checkpoint can be mapped to a detection operation and inserted into the sequencing 

graph at the same location. For instance, a checkpoint located between operations O2 and O3 

in Figure 7.4 is mapped to a detection operation at the same position. By applying the 

synthesis method of Chapter 2 to this modified sequencing graph, the control path can be 

easily incorporated as part of the bioassay protocol. Checkpoints are then mapped to on-chip 

sensors. The corresponding intermediate product droplets will be routed to the sensors for 

detection at scheduled time point. The sensor 

rdinates bioassay execution. The bioassay synthesis results are mapped to a software 

program and stored in microcontroller memory. Each re-execution subroutine corresponds to 
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ter to the starting address 

of 

a fragment of the program that can be identified by the starting addresses of these 

subprograms in memory. If an error is detected at a certain checkpoint, the microcontroller 

intercepts the program for the bioassay and points the program coun

the corresponding subprogram. In this way, control-flow feedback is implemented based 

on an interrupt-handling mechanism implemented in software.  
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