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Trunk reservation is a simple, robust and extremely effective mecha-
nism for controlling loss systems which allows priority to be given to
chosen traffic streams. We consider the control of a single resource under a
limiting regime in which capacity and arrival rates increase together. We
obtain trunk reservation control policies which are asymptotically optimal
when calls have differing capacity requirements, holding times, arrival
rates and reward rates. The priority levels associated with these trunk
reservation policies arise from an attainable bound on the performance of
any control policy.

1. Introduction. The use of transmission capacity in telecommunica-
tions networks must be carefully controlled in order to ensure that a network’s
users receive a satisfactory quality of service. The choice of control policy is
important because different policies can give markedly different behavior and
the performance of individual control strategies may well be counterintuitive
� �4, 6 . Strategies based on trunk reservation, such as those considered in this
paper, are simple, robust and yet extremely effective control mechanisms
which essentially assign different levels of priority to different types of traffic.

Loss networks are widely used to model systems at which demands arrive
and request use of some of the system’s capacity. An arriving demand may
either be accepted by the system or be rejected and lost from the system.
Trunk reservation control policies provide a simple means of deciding when
calls should be accepted: a decision at time t depends only on the free
capacity of each resource of a network at time t, and not on a detailed
description of the entire state of the network. Further, such policies provide a
very robust control mechanism: given only that trunk reservation parameters
are chosen within some sensible range, the behavior observed is typically
rather insensitive to call arrival rates. Our main aim is to show that, for a
general model of a single resource, trunk reservation is asymptotically opti-
mal under a limiting regime of interest in applications: namely, a regime in
which capacity and arrival rates increase together. Central to our approach is

� � � �a result of Hunt and Kurtz 12 . The paper of Bean, Gibbens and Zachary 2
is closely related to ours, the main difference being that their work is more
concerned with modelling the performance of trunk reservation than with

� � � �optimization. Throughout our notation follows closely that of 2 and 12 .
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We now describe the single resource which is the focus of this paper.
Consider a resource of integer capacity C. Suppose that the finite set II

indexes the types of call offered to the resource. For i � II, calls of type i
arrive as a Poisson stream of rate � . When a call arrives it is a controli
decision as to whether the call should be accepted by the resource. An
arriving call must be rejected and lost from the system if the resource has
insufficient free capacity to accept it, and calls may also be rejected in other

Žsituations. A call of type i requires use of A units of capacity A a positivei i
.integer and, if accepted, will use this amount of resource for the holding time

of the call, after which this capacity is released for use by other calls. The
holding time of a type i call is exponentially distributed with mean ��1. Alli
call arrival streams and holding times are independent. An accepted call of
type i earns reward at a rate of w per unit time in progress. We assume,i
without loss of generality, that the greatest common divisor of the capacity

Žrequirements A , i � II, is equal to 1 this ensures that the free capacity ofi
.the resource evolves as an irreducible stochastic process .

A control policy determines, for each arriving call, whether or not to accept
the call. The aim is to maximize the expected reward received per unit time.
Control policies may, in principle, have full information on all previous call
arrivals, departures and acceptance decisions, although they may not have
future knowledge, nor do we allow a new arrival to cause a call in progress to
be terminated prematurely. The form of a trunk reservation policy is: accept
an arriving call of type i if and only if the resource currently has at least ri
units of free capacity. Here r is known as the trunk reservation parameteri
used against calls of type i.

The resource described above corresponds to a loss network of a single link
� �in the terminology of Kelly 16 ; see that paper for a wide-ranging review of

the modelling and optimization of loss networks. For work on trunk reserva-
tion in loss networks, including the robustness and effective performance of

� � � � � �trunk reservation policies under varying call arrival rates, see 2 , 7 , 8 ,
� � � � � � � �18 , 19 , 24 and 25 . For asymptotic optimality of trunk reservation in

� � � �limiting regimes other than that considered in this paper, see 13 , 16 and
� �19 .

Ž .Some results about the exact optimality or not of trunk reservation
policies are available. Suppose that A � A and � � � for all i: without lossi i
of generality, A � 1 and � � 1. Then the policy that maximizes the expected
reward rate is a trunk reservation policy, with multiple priority levels, as

� �follows 23 . When a type i call arrives, accept it if there are at least r unitsi
of free capacity, and reject it otherwise. That is, type i calls are accepted
subject to a trunk reservation parameter of r . If call types are labelled soi

� �that w � w � ��� � w , where I � II , then r � r � ��� � r , and r � 11 2 I 1 2 I 1
Žsince an optimal policy will clearly accept some calls when one or more units

.of capacity are free . The optimal choices of trunk reservation parameters r ,i
i � II, can be determined from the stationary distribution of the birth�death
process describing the number of units of capacity in use, or via policy
improvement. Optimal values of trunk reservation parameters are studied in
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� � � �detail in 18 and 28 , where various limiting regimes are considered. Lipp-
� �man 21 has shown that the same form of policy is optimal under a variety of

� �discount and finite-horizon criteria. Also, Nguyen 26 considers a closely
related problem with I � 2 but where one arrival stream is Poisson and the
other is an overflow stream from an M�M�m�m queue: again the optimal

Ž .policy is of generalized trunk reservation form.
The exact optimality of trunk reservation does not extend to networks: see

� �18 for a counterexample with two resources. Neither does exact optimality
extend to the general model of a resource described above: trunk reservation

� �is not necessarily optimal if the capacity requirements A depend on i 31 ,i
�1 � �nor if the mean holding times of calls � depend on i 19 . However, thei

Žcase where the values of A and � vary with i perhaps by orders ofi i
.magnitude is especially relevant in applications. In the context of multiser-

vice telecommunications networks, the capacity requirements A , i � II, arei
� �often called effective bandwidths 5, 10, 15 : these provide an accurate
Ž .assessment of the capacity required at each resource of a network by calls in

order to ensure that certain constraints relating to quality of service are
Ž .satisfied e.g., constraints on loss or delay . We examine the behavior of the

resource described above under trunk reservation policies, and so our results
have applications to systems in which traffic of different types is integrated.
In particular, we obtain results on asymptotic behavior and asymptotic
optimality: these results are approximate for systems with high capacity and
are therefore relevant for modern systems. Although the results do not
provide a concrete guideline for setting trunk reservation parameters, they do
suggest an insensitivity to the value of such parameters.

The paper is organized as follows. In the following section we describe an
upper bound on the expected reward rate of any control policy; in later
sections we prove asymptotic optimality by showing that this bound is
attained in the limit as capacity and arrival rates increase together. In

Ž � �.Section 2 we also note from 18 that the upper bound is attained, asymptot-
ically, by a randomized control policy. However, this policy has some undesir-
able features, in particular a lack of robustness to varying call arrival rates,
and so, for the remainder of the paper, we concentrate on trunk reservation
strategies. In Section 3 we define a trunk reservation strategy with three
priority levels, after partitioning call types into sets of high, medium and low

� �priority types. We then apply a result of Hunt and Kurtz 12 to obtain an
asymptotic description of the behavior of this strategy. The call acceptance

Žprobabilities appearing in this description can be calculated explicitly Sec-
.tion 3 and, in Section 4, they play an important role in the proof of

asymptotic optimality of our three-level strategy. In Section 4 we also observe
that asymptotic optimality can sometimes be achieved with two levels of
trunk reservation, but not, in general, with a single level. Section 5 contains
generalizations of the results in Sections 3 and 4: it allows call types to be
partitioned into arbitrarily many priority levels. In particular we show that a
policy that uses a trunk reservation parameter proportional to A �w isi i
asymptotically optimal, provided that the constant of proportionality is suit-
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ably chosen to reflect the size of the resource under consideration. This last
result is further evidence of the robustness of trunk reservation policies to
call arrival rates: no information about arrival rates is needed in order to
specify an asymptotically optimal policy. Finally, we mention briefly some of
the difficulties involved when trying to extend our results to networks.

2. A performance bound. We start this section with an upper bound on
the performance of the resource described in the Introduction. We restrict
attention to control policies which are time-independent and which depend
only on the current state of the system, where the state of the system is the
number of type i calls in progress, for all i � II. When considering optimal

Ž .policies or upper bounds on the performance of any policy , making this
restriction and thus considering only stationary, Markov policies loses no

Žgenerality here, from the general theory of Markov decision processes see,
� �.e.g., 33 .

Ž . � � ŽThe following is a special case of a simple adaptation of a result in 7 cf.
� � .18 , Lemma 2.1 . Here and throughout, unrestricted summations over i
range over II. Let � � � �� .i i i

THEOREM 2.1. Under any policy, the expected reward received per unit
time is bounded above by the value attained in the maximum flow problem,

2.1a MF maximize w x ,Ž . Ž . Ý i i
i

2.1b subject to A x � C ,Ž . Ý i i
i

2.1c 0 � x � � , i � II .Ž . i i

An interpretation of this result is as follows. Let x be the average numberi
of type i calls in progress under a policy. Then Ý w x is the expected rewardi i i

Ž .rate. Constraint 2.1b must be satisfied since the average amount of capacity
in use cannot exceed the capacity C of the resource. Also, the number of type
i calls in progress is dominated by the number of customers in an M�M��
queue with arrival and service rates � and � , since this queue correspondsi i
to the number of type i calls that would be in progress if all type i calls were

Ž .accepted. Hence we obtain 2.1c .
For networks of resources with alternative routing, more refined bounds

than that arising from the natural generalization of problem MF are obtained
� � � �by Kelly 17 and investigated in 9 . Under the limiting regime that we

consider, the bound given by problem MF is tight.
� �The regime we consider is that studied in detail by Kelly 14, 16 and

� �termed the heavy traffic limit by Whitt 32 . Consider a sequence of systems
Ž . Ž .indexed by N. In the Nth system replace C by C N , � by � N and � byi i i

Ž .� N , wherei

2.2 C N �N � C , � N �N � � , � N � � ,Ž . Ž . Ž . Ž .i i i i
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� Ž .and all limits are as N � �. Let the random variable n N denote thei
number of type i calls in progress in equilibrium when the Nth system is

Žoperated under a control policy � . Here and below, a policy � may depend on
.N, though we do not indicate this explicitly. Also define the expected reward

� Ž .rate when the Nth system is operated under policy � by R N �
� � Ž .� Ž .E Ý w n N . If MF N denotes problem MF but with C and � replaced byi i i i
Ž . Ž . Ž . Ž . � Ž .C N and � N � � N �� N , then applying Theorem 2.1 gives R N �i i i

Ž . Ž . Ž Ž . . Ž .Ý w x N , where x N � x N , i � II is any optimal solution of MF N .i i i i
Ž � �.The normalization considered throughout the paper cf. 14, 16 is that

Žobtained by dividing the reward rate of the Nth system by N or, equiva-
.lently, dividing the number of calls in progress of each type by N . On this

scale, the bound on the reward rate of the Nth system is
�R N x NŽ . Ž .i

2.3 � w .Ž . Ý iN Ni

Ž . Ž . � Ž .The solution x N of MF N is not unique in general since MF N is a
� Ž . Ž .linear program and lim x N �N may not exist. However, since x N �NN �� i

Ž . Ž .solves problem MF but with C and � replaced by C N �N and � N �N, wei i
Ž . Ž . Ž .can and do choose x N so that x N �N converges to a limit as N � � fori

� Ž . Ž . Ž .all i � II. This follows because 2.2 ensures that C N �N and � N �N, fori
� Ž .i � II, have limits as N � �. Further, if we define x � lim x N �N,i N �� i

Ž . Ž .then x � x , i � II is optimal for MF. So taking limits in 2.3 givesi

R� NŽ .
2.4 lim sup � w x .Ž . Ý i iNN�� i

Hence the optimal value of MF provides a bound on the normalized reward
rate of any control policy, in the limit N � �.

Now fix x a solution to MF, let p � x �� and consider the followingi i i
randomized control policy. When a type i call arrives, reject the call with
probability 1 � p ; otherwise accept the call if there is sufficient free capacityi
to carry it, and reject it if not. The following result, a special case of Theorem

� �2.1 of 18 , shows that this policy is asymptotically optimal in that it attains
Ž .bound 2.4 .

Ž .THEOREM 2.2. The above call acceptance policy policy � , say is asymp-0
totically optimal; that is,

R� 0 NŽ .
lim � w x .Ý i iNN�� i

Interpret � as the average amount of type i traffic available. Then fromi
Theorems 2.1 and 2.2, if Ý A � � C, we can ensure, asymptotically, thati i i
x � � for all i; that is, all available traffic is accepted by the resource. So thei i
most interesting case is that where Ý A � � C, when some traffic must bei i i

� �rejected; in 2 the term ‘‘heavy traffic’’ refers to this case.
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Although policy � is asymptotically optimal, the policy has undesirable0
features when considering applications. To evaluate probabilities p , problemi
MF must be solved. This requires a large amount of information, such as call
arrival rates and mean holding times, to be known or estimated. Most
importantly, arrival rates � will not be known in practice and would need toi

� �be estimated. Key 18 illustrates how such policies based on incorrect values
of � can give very poor performance. Further, other policies which arei
asymptotically optimal may well give higher reward rates for more realistic
capacities and arrival rates. Trunk reservation policies, which we now con-
sider, have such advantages and overcome the above difficulties.

3. Heavy traffic behavior. In this section we consider the behavior of
our resource under a trunk reservation control policy. For networks of
resources, the asymptotic behavior was first discussed heuristically by Kelly
� � Ž .14 for the case of no trunk reservation and is justified by Hunt and Kurtz
� � � �12 . See also 2 for careful discussion of the asymptotic behavior of a single

� �resource with fixed trunk reservation parameters: in addition, work in 1
� �develops results of 12 further.

Let x be some fixed solution of problem MF. Define the sets HH, MM and LL

by

HH � i � II : x � � ,� 4i i

MM � i � II : 0 � x � � ,� 4i i

LL � i � II : x � 0 .� 4i

Interpret HH, MM and LL as partitioning the set of call types II into sets of high,
medium and low priority types. Observe that one, but not both, of sets HH and
MM may be empty; independently of this, LL may be empty.

Suppose that the Nth system operates according to the following three-level
trunk reservation strategy. Calls of type i � HH are accepted subject to a trunk
reservation parameter of r � max A ; calls of type i � MM are accepted1 i� HH i

Ž .subject to a trunk reservation parameter of r N � log N; and calls of type2
Ž .i � LL are accepted subject to a trunk reservation parameter of r N �3

� �2 log N. An application of a result of 12 allows us to obtain a description of
the asymptotic behavior under this control policy. In Section 4 we show that
this policy is asymptotically optimal.

Ž . Ž . Ž .REMARKS. i If r N and r N are fixed as N increases, then bound2 3
Ž .2.4 will not be attained in general, as positive proportions of high, medium

Ž � �.and low priority calls will be rejected cf. 12 .
Ž .ii Observe that r does not vary with N and that its effect is to accept a1

high priority call only when there is sufficient free capacity to accept a call of
any type i � HH. So call acceptance probabilities are equal for all types i � HH,

Žand this ensures that these probabilities can be calculated explicitly see
. Žbelow . Similarly, acceptance probabilities are equal and can be calculated

.explicitly for all types i � MM, and also for all types i � LL .
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Ž . Ž . Ž .iii The choices r N � log N and r N � 2 log N are not the only ones2 3
Ž . Ž . Ž .suitable for our purpose. Any choices such that r N , r N and r N �2 3 3

Ž . Ž .r N increase without bound and such that these three quantities are o N2
� Ž . Ž .as N � � would suffice r N � o N is also necessary, although it is not2

Ž . Ž .�necessary that r N � o N . The results below would all follow, as the3
� �result of 12 that we apply is unaltered in such cases. We choose log N for

� � � �concreteness and by comparison with 18 and 28 , where optimal trunk
Ž .reservation parameters are shown to be O log N in several cases.

NŽ .Let n t be the number of type i calls in progress at time t in the Nthi
NŽ . Ž NŽ .system under the above trunk reservation strategy. Let x t � x t ,i

. NŽ . NŽ . NŽ .i � II , where x t � n t �N. Then x � is a Markov process with statei i
� 4space XX � x: Ý A x � C, x � 0 for all i � II . Let � denote weak conver-i i i i

NŽ . Ž .gence and assume that x 0 � x 0 as N � �. Then apply Theorem 3 of
� �12 and its extension to the case where trunk reservation parameters vary

Ž� � . � NŽ .4with N 12 , Section 3 : the sequence of processes x � is relatively
Ž .compact, and the limit x � of any convergent subsequence satisfies

t
3.1 x t � x 0 	 v x u du,Ž . Ž . Ž . Ž .Ž .Hi i i

0

where
3.2 v x � � P x � � xŽ . Ž . Ž .i i i i i

Ž .and where the call acceptance probabilities P x are still to be defined.i
Ž . Ž .The dynamics of the limit process x � , given by 3.1 , are straightforward

� 4 Ž .away from the boundary set BB � x � XX : Ý A x � C . If x � BB, then P xi i i i
Ž .� 1 for all i � II: for such x the rate of change x is v x � � � � x , wherei i i i i

Ž .the � term is due to type i arrivals which are all accepted since x � BB andi
the �� x term is due to type i departures.i i

NŽ . Ž . NŽ .Define the free capacity at time t by m t � C N � Ý A n t . Also1 i i i
NŽ . NŽ . NŽ . NŽ .define m t � m t � log N and m t � m t � 2 log N. In terms of2 1 3 1

these three processes, our trunk reservation strategy is as follows: at time t,
NŽ .accept an arrival of type i � HH if m t � r ; accept an arrival of type i � MM1 1

NŽ . NŽ .if m t � 0; and accept an arrival of type i � LL if m t � 0. Markov2 3
processes closely related to these three processes play an important role in

Ž . NŽ .defining probabilities P x , but first we describe the link between m � andi 2
Ž . NŽ . NŽ . Ž .x � . There are very similar links between m � , m � and x � . In the case1 3

Ž . NŽ .of no medium or low priority call types MM � LL � � , the link between m �1
Ž . � � � �and x � is a special case of discussion in 2 ; see also 20 .

By considering the states in which calls of different priorities are rejected,
NŽ .we find that the transition rates of m � , at time t, are given by2


 N Nm � A , at rate � N I m � �log N 	 r , if i � HH ,Ž . � 42 i i 2 1

N Nm � A , at rate � N I m � 0 , if i � MM ,Ž . � 42 i i 2N �m �2 N Nm � A , at rate � N I m � log N , if i � LL ,Ž . � 42 i i 2

N N�m 	 A , at rate N� N x t , for each i � II ,Ž . Ž .2 i i i
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� 4where I � denotes an indicator function. All of these transition rates are
Ž . NŽ . Ž .O N , and so m � evolves rapidly. In contrast, over time periods of o 1 ,2
NŽ . Ž .x � remains approximately constant owing to the normalization . Now

define the set

XX � x � XX : A � � A � x � A � ,Ý Ý Ý2 i i i i i i i½ 5
i�HH i� II i� HH MM

Ž .suppose that x t � x � XX � BB and consider the Nth system over the short2
� � Ž .time interval t, t 	 � . From the definition of XX and the O N transition2

NŽ . NŽ . �rates, m � will satisfy m � � log N for almost all of this interval since2 2
� NŽ . � NŽ . NŽ . �m � has strictly negative drift when x � � XX and m � � 0 , and the2 2 2

Ž .number of calls of type i � LL accepted over the interval will be o N so that
Ž .the fraction of such calls accepted is o 1 . In contrast, the fraction of

Ž . NŽ . NŽ .type i � HH calls accepted will be 1 � o 1 since m � will satisfy m � �2 2
� ��log N 	 r for almost all of the interval t, t 	 � .1

Now, in order to consider calls of type i � MM, for each x � XX � BB let � 2
2 x

Ž .be the stationary distribution of the Markov process m � on � whose2
transition rates are given by

m � A , at rate � , if i � HH ,
 2 i i� � 4m � A , at rate � I m � 0 , if i � MM ,3.3 m �Ž . 2 i i 22 �m 	 A , at rate � x , for each i � II .2 i i i

Ž 2The condition x � XX � BB ensures that the stationary distribution � exists;2 x
. NŽ .see Theorem 3.1 below. Observe the close relation of this process to m � :2

transition rates have been normalized, and indicator functions involving
Ž .log N replaced by 0 or 1 as suggested by the above discussion . For finite N,

NŽ .a medium priority call is accepted at time t if and only if m t � 0. Owing2
NŽ . NŽ .to the fast evolution of m � and the condition x � XX � BB, m � behaves2 2 2

approximately as a Markov process with stationary distribution � 2 over thex
� �interval t, t 	 � . Thus, in the Nth system, the proportion of medium

� � 2Ž .priority calls accepted over t, t 	 � is approximately Ý � j .j� 0 x
� �The above discussion is made rigorous by the results of 12 . For x � XX �2

Ž . Ž . Ž .BB, as in definitions 3.4 � 3.6 below, the call acceptance probability P xi
Ž . 2Ž .appearing in 3.2 is 1, Ý � j or 0, according as i � HH, MM or LL . In thej� 0 x

limit N � � there is a separation of time scales: on the time-scale of the limit
Ž .process x � , the free capacity process moves infinitely fast.

We now define two further stationary distributions which play important
roles in determining the acceptance probabilities of high and low priority
calls on other parts of the boundary BB. Let

XX � x � XX : A � x � A � ,Ý Ý1 i i i i i½ 5
i� II i� HH

XX � x � XX : A � � A � x � A � .Ý Ý Ý3 i i i i i i i½ 5
i� HH MM i� II i� II
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For x � XX � BB, define � 1 to be the stationary distribution of the Markov1 x
process on � whose transition rates are given by	

� 4m � A , at rate � I m � r , if i � HH ,1 i i 1 1m �1 ½ m 	 A , at rate � x , for each i � II .1 i i i

For x � XX � BB, define � 3 to be the stationary distribution of the Markov3 x
process on � whose transition rates are given by

m � A , at rate � , if i � HH  MM ,
 3 i i� � 4m � A , at rate � I m � 0 , if i � LL ,m � 3 i i 33 �m 	 A , at rate � x , for each i � II .3 i i i

For use below, also define the sets

XX � � x � XX : A � x � A � ,Ý Ý2 i i i i i½ 5
i�II i�HH

XX � � x � XX : A � x � A � .Ý Ý3 i i i i i½ 5
i� II i� HH MM

Ž .For each x � XX and each i � II, P x denotes the acceptance probability ofi
Ž .type i calls when x t � x, and is defined as follows:


 1� j , if x � XX � BB,Ž .Ý x 1� j�r3.4 i � HH , P x �Ž . Ž . 1i �
1, otherwise;

0, if x � XX � � BB,
 2

2� j , if x � XX � BB,Ž .� Ý x 23.5 i � MM , P x �Ž . Ž .i
j�0�
1, otherwise;

0, if x � XX � � BB,
 3

3� j , if x � XX � BB,Ž .� Ý x 33.6 i � LL , P x �Ž . Ž .i
j�0�
1, otherwise.

For x � XX � � BB the Markov process on � making transitions according to2
Ž .3.3 has nonpositive drift in all states: no stationary distribution exists and
Ž . �P x � 0 for i � MM. For such situations, compactification of the state spacei

Ž . � 4 � 4 � � �of m � to �  ��  	� is important; see 12 for details. Similarly, for2
� Ž .x � XX � BB we have P x � 0 for i � LL .3 i

Ž .In the nontrivial cases we can, in fact, calculate the probabilities P xi
explicitly, essentially by considering drifts. For example, for x � XX � BB,2

Ž . � .m � has constant negative drift on 0, � and constant positive drift on2
Ž . Ž .��, 0 : we require the equilibrium probability that m � � 0, which is2

Ž .determined by these two drifts. Determining probabilities P x for the casei
Ž � � � �of a network of resources is considerably more difficult see 11 , 12 and

.comments in Section 5.3 .
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THEOREM 3.1. For i � HH and for each x � XX � BB,1

Ý A � xi� II i i i
P x � .Ž .i Ý A �i� HH i i

For i � MM and for each x � XX � BB,2

Ý A � x � Ý A �i� II i i i i� HH i i
P x � .Ž .i Ý A �i� MM i i

For i � LL and for each x � XX � BB,3

Ý A � x � Ý A �i� II i i i i� HH  MM i i
P x � .Ž .i Ý A �i� LL i i

Ž .PROOF. We obtain P x for i � MM and x � XX � BB. The other cases followi 2
similarly.

� � ŽThe conditions of Theorem 7.1 of 22 extended, in the obvious manner, to
. Ž . � j �a state space of � are satisfied by the test function V j � z for j � �, with

Ž .z � 1 and sufficiently close to 1. So, applying that theorem, m � is exponen-2
� � 2tially ergodic in the terminology of 22 . In particular, � exists andx

� � Ž .� � � 2Ž . �E m t � Ý j� j � � as t � �.2 j� � x
Ž � � .Now, by Dynkin’s formula e.g., 29 , page 254 , we have

t
E m t � m 0 	 E A � � � A �Ž . Ž . Ý ÝH2 2 i i i i i½

0 i� II i� HH

�I m u � 0 A � du .� 4Ž . Ý2 i i 5
i� MM

3.7Ž .

Ž .Now divide by t and take limits as t � �: the left hand side of 3.7 has limit
� Ž .�zero since, from above, E m t has a finite limit. Hence we have2

1 t
3.8 0 � A � � � A � � A � lim E I m u � 0 du .� 4Ž . Ž .Ý Ý Ý Hi i i i i i i 2ž / tt�� 0i� II i� HH i� MM

Ž .The limit on the right-hand side of 3.8 , the limiting expected proportion of
Ž . 2Ž . Ž � � .time that m � � 0, is simply Ý � j e.g., 30 , page 98 . So for i � MM,2 j� 0 x
Ž . Ž .rearranging 3.8 and using 3.5 , we have

Ý A � x � Ý A �i� II i i i i� HH i i
P x � ,Ž .i Ý A �i� MM i i

as required. �

4. Asymptotic optimality. In this section we prove that our trunk
reservation strategy is asymptotically optimal. First, we consider the behav-

Ž . Ž .ior of the limit process x � as t � �, for all possible starting points x 0 � XX .
Ž . Ž . � . Ž .If f � and g � are defined on 0, � or if g is a constant , write f � g if

Ž . Ž . � Ž . �lim inf f t � lim inf g t or if lim inf f t � g . Also write a �t �� t �� t ��

Ž .b � min a, b . Let � � min � .min i� II i
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Ž .LEMMA 4.1. All trajectories of the limit process x � are such that x � �i i
for all i � HH.

� �PROOF. Step 1. We suppose that x � a� for all i � HH and some a � 0, 1 ,i i
Ž .and deduce that x � f a � for all i � HH, wherei i

�min
f a � a 	 C � a A � � 1.Ž . Ý i iž /ž /Ý A �i� HH i ii� HH

We have

A � x � a A � 	 A � x � a� 	 A � xŽ .Ý Ý Ý Ýi i i i i i i i i i i i
i� II i� HH i� HH i� MMLL

� a A � 	 � A x � a A � ,Ý Ý Ýi i min i i i iž /
i� HH i� II i� HH

using the assumption that x � a� for i � HH, and soi i

Ý A � x �i� II i i i min
4.1 � a 	 A x � a A � .Ž . Ý Ýi i i iž /Ý A � Ý A �i� HH i i i� HH i ii� II i� HH

Ž . Ž . Ž .Now combining 4.1 with the expressions for P x , i � HH, given by 3.4 andi
Theorem 3.1, and using the fact that Ý A x � C when x � XX � BB, wei� II i i 1

Ž . Ž . Ž .have P x � f a for i � HH, where f a is as defined above. Hence giveni
Ž . Ž .� � 0 there exists T such that, for all i � HH, x t � y t for all t � T, wherei i

Ž . Ž .y T � x T and, for t � T,i i

dyi � � f a � � � � y .Ž .Ž .i i idt
Ž . Ž Ž . .Solving this equation, y t � f a � � � �� as t � �, and since � isi i i

Ž . Ž .arbitrary we have x � f a � �� � f a � , as required for Step 1.i i i i
Step 2. Now fix a value of i � HH. Trivially x � 0 and hence, repeatedlyi

Ž .applying Step 1, x � a � for all n, where a � 0 and a � f a fori n i 0 n n�1
n � 1. For our purposes, the three important properties of f are as follows:

Ž . Ž .i f 0 � 0;
Ž . Ž .ii f 1 � 1 since, from the definition of HH in terms of a solution of

problem MF, C � Ý A � � 0;i� HH i i
Ž . Ž .iii f a is linear in a.

Ž . Ž .So i � iii imply that the values a form a nondecreasing sequence and thatn
Ž . Ž .a converges to the unique solution of f a � a as n � �. From ii thisn

Ž .solution is a � 1, and hence x � lim a � � � , as required. �i n�� n i i

The following result is closely related to Lemma 4.1, but refers to medium
Ž . 	 Ž .rather than high priority call types. Write a � max a, 0 .

Ž . �LEMMA 4.2. All trajectories of the limit process x � are such that x � b �i i
� Ž .for all i � MM, where b � C � Ý A � �Ý A � .i� HH i i i� MM i i
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PROOF. Suppose that MM � �, for otherwise there is nothing to prove.
� .Step 1. We suppose that x � b� for all i � MM and some b � 0, 1 , andi i

Ž .deduce that x � g b � for all i � MM, wherei i

	
�min

g b � b 	 C � A � � b A � � 1.Ž . Ý Ýi i i iž /ž /Ý A �i� MM i ii� HH i� MM

We have

A � x � A � 	 b A � 	 A � x � �Ž .Ý Ý Ý Ýi i i i i i i i i i i
i� II i� HH i� MM i� HH

	 A � x � b� 	 A � xŽ .Ý Ýi i i i i i i
i� MM i� LL

� A � 	 b A � 	 � A x � A � � b A � ,Ý Ý Ý Ý Ýi i i i min i i i i i iž /
i� HH i� MM i� II i� HH i� MM

using Lemma 4.1 and the assumption that x � b� for i � MM, and soi i

Ý A � x � Ý A �i� II i i i i� HH i i

Ý A �i� MM i i

�min� b 	 A x � A � � b A � .Ý Ý Ýi i i i i iž / Ý A �i� MM i ii� II i� HH i� MM

4.2Ž .

Ž . Ž . Ž .Now combining 4.2 with the expressions for P x , i � MM, given by 3.5 andi
Theorem 3.1, and using the fact that Ý A x � C when x � XX � BB, wei� II i i 2

Ž . Ž . Ž .have P x � g b for i � MM, where g b is as defined above. Now arguingi
exactly as in the second part of Step 1 in the proof of Lemma 4.1, we obtain

Ž .x � g b � , as required.i i
Step 2. Now fix a value of i � MM. Trivially x � 0 and hence, repeatedlyi

Ž .applying Step 1, x � b � for all n, where b � 0 and b � g b fori n i 0 n n�1
n � 1. The three important properties of g are:

Ž . Ž .i g 0 � 0 since, from the definitions of HH and MM in terms of a solution
of problem MF, C � Ý A � � 0 as MM � �;i� HH i i

Ž . Ž .ii g 1 � 1 since, from problem MF, C � Ý A � � 0 as MM � �;i� HH  MM i i
Ž . Ž .iii g b is linear in b.

Ž . Ž .So i � iii imply that the b form a nondecreasing sequence and that bn n
� Ž . � �converges to the unique solution b of g b � b as n � � and b is in

Ž .� Ž . �0, 1 . Solving g b � b, we find that b is as given above. Hence x �i
Ž . �lim b � � b � , as required. �n�� n i i

In order to prove asymptotic optimality, the following theorem gives the
important result needed about the behavior of our trunk reservation strategy
as t � �.
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Ž .THEOREM 4.3. All trajectories of the limit process x � are such that the
� Ž .limit x � lim x t exists, for all i � II, and is given byi t �� i

� , if i � HH ,
 i
�� �b � , if i � MM ,x � ii �0, if i � LL .

� Ž .In particular, x is the unique fixed point of equations 3.1 when the call
Ž . Ž . Ž .acceptance probabilities P x are given by 3.4 � 3.6 and Theorem 3.1.i

Ž . Ž . Ž .PROOF. Step 1. The limit process x � satisfies 3.1 where v x is giveni
Ž . Ž . Ž .in 3.2 . Now, since P x � 1 for all x, v x � � � � x � 0 when x � � .i i i i i i i

Ž .So it is immediate that lim sup x t � � . Combining this fact witht �� i i
� Ž . �Lemma 4.1, x � lim x t exists for i � HH and x � � for such i.i t �� i i i

Ž .Step 2 i . The case MM � �. In this case, considering the definitions of sets
ŽHH, MM and LL via problem MF, we find that either LL � � or Ý A � � C ori� HH i i

.both . If LL � �, there is nothing more to prove. If Ý A � � C, then, usingi� HH i i
Ž . Ž .Step 1, lim Ý A x t � C. Hence lim Ý A x t exists andt �� i� HH i i t �� i� LL i i

Ž .equals 0, otherwise the capacity constraint Ý A x t � C would be vio-i� II i i
Ž . Ž .lated for some t. Then, since x t � 0, lim x t exists and equals 0 for alli t �� i

i � LL .
Ž .Step 2 ii . The case MM � �. From Lemmas 4.1 and 4.2 we have x � � fori i

i � HH, and x � b�� for i � MM. Multiplying these relations by A and sum-i i i
ming over i gives

4.3 A x � A � 	 b� A � � C ,Ž . Ý Ý Ýi i i i i i
i� HH MM i� HH i� MM

where the equality follows by using the expression for b� given in Lemma
Ž . Ž .4.2. Combining 4.3 , Step 1 and Lemma 4.2, lim x t exists and equalst �� i

� Ž .b � for i � MM, otherwise the capacity constraint Ý A x t � C would bei i� II i i
violated for some t. Then considering the capacity constraint once more,

Ž .lim x t exists and equals 0 for i � LL . �t �� i

REMARK. This result is closely related to Theorem 3.4 of Bean, Gibbens
� �and Zachary 2 . When A � 1 for all i � II, they show existence of a uniquei

fixed point of their limit process, and convergence of all trajectories to that
� �point under the additional condition II � 2. Their limit process is slightly

� �different from ours, in general: all trunk reservation parameters in 2 are
Ž .fixed independent of N corresponding to MM � LL � � but otherwise arbi-

Ž .trary, whereas our fixed trunk reservation parameters those for types i � HH

are equal. These equal trunk reservation parameters allow us to calculate
Ž .explicitly the call acceptance probabilities Theorem 3.1 , and the form of

Žthese probabilities plays an important role in the proof of Theorem 4.3 via
.Lemmas 4.1 and 4.2 . Although the sets HH, MM and LL here are defined in

terms of a solution of problem MF, Theorem 5.1 shows convergence of all



OPTIMIZATION VIA TRUNK RESERVATION 1071

trajectories of the limit process to the unique fixed point for any number of
priority levels, chosen arbitrarily, when trunk reservation parameters vary
suitably with N.

An immediate corollary of Theorem 4.3 is as follows.

Ž .COROLLARY 4.4. The unique invariant distribution of the limit process x �
is the distribution concentrated on x�.

Although sets HH, MM and LL were chosen according to solution x of problem
� �Ž . � �MF, the limit vector x � x , i � II is not necessarily x. If MM � 1, theni

� �� �x � x. If MM � 2, then x and x are different in general, for i � MM, owingi i
to the fact that solutions of MF are not unique. However, the following result
shows that x� also solves MF.

LEMMA 4.5. The vector x� is an optimal solution of problem MF.

PROOF. The dual D of MF is the problem

D minimize Cy 	 � yŽ . Ý0 i i
i

subject to A y 	 y � w , i � II ,i 0 i i

y � 0, y � 0, i � II .0 i

The corresponding complementary slackness conditions are
4.4 A y 	 y � w x � 0, i � II ,Ž . Ž .i 0 i i i

4.5 y C � A x � 0,Ž . Ý0 i iž /
i

4.6 y � � x � 0, i � II .Ž . Ž .i i i
�Ž .Let y � y ; y , i � II be an optimal solution of D. Then x is feasible for0 i

�Ž .MF, y is feasible for D and it is straightforward to check that x , y satisfy
Ž . Ž . �the complementary slackness conditions 4.4 � 4.6 . Hence x is an optimal

solution of MF. �

Ž .We can now complete the proof that bound 2.4 is attained by our trunk
reservation strategy.

Ž .THEOREM 4.6. The three-level trunk reservation strategy policy � , say1
is asymptotically optimal; that is,

R�1 NŽ .
lim � w x .Ý i iNN�� i

PROOF. Consider the Nth system operating under policy � and, as in1
�1Ž .Section 2, let the random variable n N denote the number of type i callsi

in progress in equilibrium when the Nth system is operated under policy � .1
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Now, for all N,

4.7 0 � n�1 N �N � C , i � II ,Ž . Ž .i

Ž �1Ž . . Žand hence the sequence of random vectors n N �N, i � II is tight e.g.,i
� � . Ž .3 , page 392 . So there is a subsequence N , say, along which, for all i � II,k

�1Ž .n N �N converges weakly as k � �. Since the N th system is stationary,i k k k
�1Ž . �the limit process is also, and hence n N �N � x as k � �, by Corollaryi k k i

Ž � .4.4. As these limits of x are independent of the subsequence chosen, thei
whole sequence converges; that is,

4.8 n�1 N �N � x� as N � �, i � II .Ž . Ž .i i

Hence
� �1 1R N n NŽ . Ž .i

lim � w lim EÝ iN NN�� N��i

� w x�Ý i i
i

� w x ,Ý i i
i

Ž . Ž .where the second equality follows from 4.7 and 4.8 , and the third from
Lemma 4.5. �

Ž .REMARKS. i Asymptotically and in equilibrium, the proportion of type i
calls accepted is 1, b� or 0 according as i is in HH, MM or LL . In a finite-sized

Žsystem, the effects of trunk reservation are less pronounced cf. numerical
� �.results in 2 . For example, in a system corresponding to a finite value of N,

the proportion of high priority calls accepted would be large, but not equal to
1; and the proportion of low priority calls accepted would be smaller, but
not 0.

Ž .ii Some evidence of the robustness of trunk reservation can be seen here.
Our trunk reservation strategy is defined in terms of sets HH, MM and LL ,
which, in turn, are determined from a solution x of problem MF. Whenever

Ž .the solution of MF is nonunique the general case , the particular optimal
solution x used to define HH, MM and LL is unimportant: we will always have

�an asymptotically optimal strategy although the proportions of accepted calls
Ž . �will differ if HH, MM and LL differ; see remark i above . In particular, the exact

values of arrival rates � are not required in order to specify an asymptoti-i
cally optimal policy: rather, only sufficient information as required to deter-
mine suitable sets HH, MM and LL is needed. We see further and stronger
evidence of the robustness of trunk reservation in the following section.

Theorem 4.6 shows that a policy using three trunk reservation parameters
is asymptotically optimal. In Section 5, asymptotically optimal policies which
use more than three trunk reservation parameters are obtained. Are there
trunk reservation policies that are asymptotically optimal and that use fewer
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than three trunk reservation parameters? The answer is no for just one
parameter. For then there is no way to give three different levels of priority
according as call types are in HH, MM or LL : one parameter allows only ‘‘higher’’

Žpriority calls accepted whenever possible, so subject only to the total capacity
. Žconstraint of the resource and ‘‘lower’’ priority calls accepted subject to a

.trunk reservation criterion being satisfied . However, this suggests that two
parameters may be sufficient: use the two trunk reservation parameters
against medium and low priority calls, and accept high priority calls when-

Ž .ever possible. Indeed, if A � A for all i � HH and some A , then policy �i 1
above accepts high priority calls whenever possible; so in this case � is1
really an asymptotically optimal policy which uses two trunk reservation
parameters, against medium and low priority calls. Our reason for taking
r � max A was to ensure that, for i � HH, call acceptance probabilities1 i� HH i
Ž .P x were equal and could be calculated explicitly. Suppose values of A , fori i

i � HH, differ and that we alter � by accepting high priority calls whenever1
possible. This new strategy, with two trunk reservation parameters, may be
asymptotically optimal but it is not clear whether our methods of proof could

Ž .be adapted, as they rely on the calculated form of P x , for i � HH.i

5. Generalizations. We now examine the behavior of variants of the
trunk reservation strategy considered in the previous two sections. We obtain
further results on equilibrium behavior under trunk reservation, and asymp-
totically optimal policies which require no knowledge of arrival rates � .i

5.1. Multiple priority levels. We now allow any number of priority levels,
where the priority level assigned to a call type is chosen arbitrarily. Suppose
the nonempty sets II , II , . . . , II partition the set of call types II, and1 2 K
suppose that the Nth system operates as follows. For i � II , accept calls of1
type i subject to a trunk reservation parameter of r � max A ; for1 i� II i1

i � II , where 2 � k � K, accept calls of type i subject to a trunk reservationk
Ž . Ž .parameter of r N � k � 1 log N. This generalizes the previous strategy:k

the number of priority levels K is arbitrary, and priority levels need not be
chosen according to a solution of MF.

REMARK. As before, there is some flexibility in our choice of trunk reser-
vation parameters: the results below hold if, for 2 � k � K, the parameters
Ž . Ž . Ž . Ž . Ž .r N are such that r N and r N � r N are o N and increasek k k k�1

without bound as N � �. Further, they hold with r any fixed value of at1
Ž . Ž .least max A , or with r � r N dependent on N and such that r Ni� II i 1 1 11

Ž . Ž . Ž .and r N � r N are o N and increase without bound as N � �.2 1
NŽ . Ž NŽ . .Let x t � x t , i � II be the Markov process, with state space XX ,i

NŽ . NŽ . NŽ .defined by x t � n t �N, where n t is the number of type i calls ini i i
progress at time t in the Nth system under the above multilevel trunk

NŽ . Ž .reservation strategy. Then, as in Section 3, assuming x 0 � x 0 as N � �,
� NŽ .4 Ž .the sequence of processes x � is relatively compact and the limit x � of

Ž . Ž .any convergent subsequence satisfies 3.1 and 3.2 . The only way that the
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Ž .description of the limit process x � differs from that in Section 3 is through
Ž .the call acceptance probabilities P x on certain parts of the boundary BB ofi

XX . As in Section 3, these probabilities are determined by stationary distribu-
tions of certain Markov processes and have similar interpretations in terms
of call acceptances in the Nth system. Since the definitions below are closely
related to those in Section 3, and reduce to them in the case K � 3, we simply

Ž .give the values of P x and omit further details.i
Let

k�1 k

XX � x � XX : A � � A � x � A � , 1 � k � K ,Ý Ý Ý Ý Ýk i i i i i i i½ 5
j�1 j�1i�II i�II i�IIj j

k�1
�XX � x � XX : A � x � A � , 2 � k � K ,Ý Ý Ýk i i i i i½ 5

j�1i�II i�IIj

where, here and throughout, an empty sum is taken to be 0. The call
Ž .acceptance probabilities P x are defined as follows:i

p x , if x � XX � BB,Ž .1 1i � II , P x �Ž .1 i ½ 1, otherwise,

and, for k � 2, 3, . . . , K,

0, if x � XX�� BB,
 k�i � II , P x �Ž . p x , if x � XX � BB,Ž .k i k k�
1, otherwise,

where

Ý A � x � Ýk�1Ý A �i� II i i i j�1 i� II i ijp x � , 1 � k � K .Ž .k Ý A �i� II i ik

Define k� � K 	 1 if Ý A � � C and otherwise define k� to be thei� II i i
� 4unique k � 1, 2, . . . , K satisfying

k�1 k

A � � C � A � .Ý Ý Ý Ýi i i i
j�1 j�1i�II i�IIj j

Ž .The following result a generalization of Theorem 4.3 is the crucial step in
enabling us to describe, asymptotically, the equilibrium behavior of the above
trunk reservation strategy.

THEOREM 5.1. Under the multilevel trunk reservation strategy, the limit
� Ž .x � lim x t exists for all i � II and is given byi t �� i

� , if i � II , k � k� ,
 i k
�� � �p � , if i � II ,x � i ki

��0, if i � II , k � k ,k
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� � .where p � 0, 1 is defined by

C � Ý �Ý A �k � k i� II i ik�p � .
Ý A ��i� II i ik

PROOF. The proof is in three steps, which closely follow proofs in Sec-
tion 4.

Step 1. We first show that x � � for all i � II , k � k�, by induction on k.i i k
The result holds for k � 1 by applying Lemma 4.1 with HH � II . So fix1

k � k� � 1, and suppose that x � � for all i � II and all j � k. Supposei i j
� �also that x � a� for all i � II and some a � 0, 1 . Then, following the proofi i k

Ž . Ž .of Lemma 4.2 with HH � � II and MM � II , we obtain P x � f a andj� k j k i
Ž .then x � f a � , wherei i

	
�min

f a � a 	 C � A � � a A � � 1.Ž . Ý Ý Ýi i i iž /ž /Ý A �i� II i ij�k i�II i�II kj k

Hence, as before, x � a � for all i � II and all n, where a � 0 andi n i k 0
Ž . Ž . Ž . �a � f a . Now f has properties i � iii in the proof of Lemma 4.1 wheren n�1

Ž . � �ii follows since k � k . So a � 1 as n � � as in the proof of Lemma 4.1,n
hence x � � for i � II , and the induction is complete.i i k

Step 2. Next, when k� � K, we show x � p�� for i � II � .i i k
When p� � 0 there is nothing to prove. If p� � 0, use the conclusion of

Step 1 and follow exactly the proof of Lemma 4.2, but with HH � � � II andk � k k
MM � II � . Then the definition of k� and the fact that p� � 0 give the equiva-k

Ž . Ž .lent of properties i and ii in the proof of Lemma 4.2, and hence the result
follows.

Ž . �Step 3 i . The case k � K 	 1. Exactly as in the proof of Step 1 of
Ž .Theorem 4.3, lim sup x t � � . Combining this with the conclusion oft �� i i

� Ž . �Step 1, x � lim x t exists and x � � for all i � II. Hence the theoremi t �� i i i
holds in this case.

Ž . �Step 3 ii . The case k � K. Using the results of Steps 1 and 2,
k�

�A x � A � 	 p A � � C ,Ý Ý Ý Ý Ýi i i i i i
�

�k�1 k�ki�II i�II i�IIk k k

where the equality follows from the definition of p�. Hence, as in the proof of
Theorem 4.3, the conclusion of this theorem holds for i � II and k � k�, andk
then for all i and k. �

� 2Ž .Let � denote the multilevel trunk reservation strategy and n N the2 i
number of type i calls in progress in equilibrium in the Nth system under

� � 2Ž . � �policy � . Then, as in the proof of Theorem 4.6, E n N �N � x as2 i i
N � � and the limiting normalized reward rate under � is given by2

� 2Ž . � � 2Ž . � � 2Ž .�lim R N �N � Ý w x , where R N � E w n N . So, asymptoti-N �� i i i i i
cally and in equilibrium, the proportion of calls accepted at priority level k is
1, p� or 0 according as k � k�, k � k� or k � k�. As before, the effect of
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trunk reservation is most pronounced in the limit N � �, with proportions 0
and 1 of calls of certain types being accepted; in any finite system, the effects
of trunk reservation are less extreme.

5.2. Asymptotic optimality. We now show, by linking problem MF with
the results just obtained, that there is an easily defined trunk reservation
strategy which is asymptotically optimal and which does not depend on
arrival rates � .i

Consider problem MF under the substitution z � A x : this yields thei i i
problem

wi
5.1a maximize z ,Ž . Ý iAii

5.1b subject to z � C ,Ž . Ý i
i

5.1c 0 � z � A � , i � II .Ž . i i i

� 4Suppose that II � 1, 2, . . . , I and assume
w w w1 2 I

5.2 � � ��� � .Ž .
A A A1 2 I

Ž .From 5.1b , each z contributes equally to the new capacity constraint and soi
w �A can be regarded as a priority indicator for calls of type i, with largei i
values of w �A indicating high priority. Thus the optimal solution of prob-i i

Ž .lem 5.1 can be constructed as follows. First, take z as large as possible;1
Ž .that is, z � C � A � . Then take z as large as possible subject to 5.1b ,1 1 1 2

Ž . Ž .5.1c , and the above choice of z ; that is, z � C � z � A � ; and so on for1 2 1 2 2
�z , i � 3. Hence the optimal solution of problem MF which is unique underi

Ž .�condition 5.2 is as follows.
Define i� � I 	 1 if Ý A � � C and otherwise define i� to be the uniquei i i
� 4i � 1, 2, . . . , I for which

i�1 i

A � � C � A � .Ý Ýj j j j
j�1 j�1

Ž .Then the optimal solution of MF is x � x , i � II , wherei

� , if i � i� ,
 i
��5.3 x �Ž . p� , if i � i ,i i� �0, if i � i ,

� .where p � 0, 1 is defined by

C � Ý � A �i� i i i
5.4 p � .Ž .

� �A �i i

Consider the trunk reservation strategy of the previous section with
� 4II � k for 1 � k � I. From Theorem 5.1 and the remarks following it, thek

limiting normalized reward rate of this I-level trunk reservation strategy is
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Ž .Ý w x . Hence this strategy attains equality in bound 2.4 and therefore isi i i
asymptotically optimal.

Ž .REMARK. Assumption 5.2 is not without loss of generality as
max w �A may be achieved by several values of i and the maximizingi� II i i
values of i may have different values of A .i

Ž .For the remainder of the section we do not assume that 5.2 holds.
Consider the following multilevel trunk reservation strategy: accept calls of

Ž . Ž .type i subject to a trunk reservation parameter of r N � A �w log N.i i i
This strategy corresponds to that considered in Section 5.1, with II � � and1
with II defined inductively in terms of II , II , . . . , II byk 1 2 k�1

w w �i i
5.5 II � i � II : � max ,Ž . k ½ 5� �A Ai �UUk�1i i

where UU � �k�1 II . Observe that the trunk reservation parameter usedk�1 j�1 j
against type i calls is inversely related to the priority indicator w �A : this isi i
simply because calls have a high priority if they are subject to a small trunk
reservation parameter, and vice versa.

Ž . Ž .REMARKS. i With priority levels given by 5.5 , even the highest priority
Ž .calls those of types i � II are subject to a trunk reservation parameter of2

Ž . Ž . Ž .O log N . However, if we alter r N so that r N � r for i � II and all N,i i 2
where r � max A , then the asymptotic behavior of the policy is unal-i� II i2

tered, by the results in Section 5.1. In particular, the policy remains asymp-
Ž .totically optimal see Theorem 5.2 .

Ž . Ž .ii If condition 5.2 holds, the asymptotic behavior of this multilevel
trunk reservation strategy is exactly the same as that of the I-level strategy
above. The new policy allows for the general case where several call types
have the same priority level.

Let � denote this multilevel trunk reservation strategy. We can now3
� � 3Ž . � �apply the results obtained in Section 5.1. We have E n N �N � x asi i

N � �, and the limiting normalized reward rate under � is given by3
� 3Ž . � �lim R N �N � Ý w x , where x is as in Theorem 5.1 with priorityN �� i i i

�Ž . Ž . Ž .levels given by 5.5 . When 5.2 holds, x reduces to the x defined in 5.3
�above. In fact, x is a natural generalization of this x to the case where

values of w �A may be equal. Indeed, it is straightforward to see that x� isi i
Ž .an optimal solution of problem MF. Thus bound 2.4 is attained by policy � ,3

and hence � is an asymptotically optimal policy which is independent of the3
arrival rates � .i

THEOREM 5.2. The multilevel trunk reservation policy � , which uses a3
Ž .trunk reservation parameter of A �w log N against calls of type i, is asymp-i i

� Ž . �totically optimal i.e., it attains bound 2.4 with � � � .3
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5.3. Networks. Extending our results to networks of resources, where
calls request use of capacity from several resources simultaneously, appears

Ž . Ž .difficult. For the single resource case the acceptance probabilities P � in 3.2i
Ž .were determined explicitly Theorem 3.1 . For the network case the limit

Ž . Ž � �.process again satisfies equations of the form 3.1 see 12 , although the
Ž .corresponding P � are unknown in general. In fact, call acceptance probabili-i

Ž .ties at time t need not be determined by x t under general control strate-
� �gies: Hunt 11 gives examples and illustrates some of the subtle issues

� �involved here, and Bean, Gibbens and Zachary 1 establish further results on
identifying the dynamics of the limit process. However, suppose call accep-
tance probabilities are approximated rather than calculated exactly:

� �Notebaert 27 uses the assumption that resources in a network are indepen-
Ž �dently above�below the high�medium�low trunk reservation levels cf. 14,

�.32 , and this allows some further progress. Although this approximation is
known to be incorrect, asymptotically, when trunk reservation parameters

� �are fixed 12 , it would be interesting to know if it is valid when trunk
reservation parameters vary with N, since this issue is closely related to the
asymptotic optimality, or not, of trunk reservation in general loss networks.
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