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ABSTRACT OF THE DISSERATION 

Optimized Design and Materials for Nanostructure Based Solar Cells 

by 

Qinghui Shao 

Doctor of Philosophy, Graduate Program in Electrical Engineering 

University of California, Riverside, December 2009 

Dr. Alexander A. Balandin, Chairperson 

 

Nanostructure-based solar cells are attracting significant attention as possible 

candidates for drastic improvement in photovoltaic (PV) energy conversion efficiency. 

Although such solar cells are expected to be more expensive there is growing need for the 

efficient and light-weight solar cells in aero-space and related industries. In this 

dissertation I present results of the theoretical, computational and experimental 

investigation of novel designs for quantum dot superlattice (QDS) based PV elements and 

advanced materials for transparent solar cells. In the first part of the dissertation I 

describe possible implementation of the intermediate-band (IB) solar cells with QDS. The 

IB cells were predicted to have PV efficiency exceeding the Shockley-Queisser limit for 

a single junction cell. The parameters of QDS structure have to be carefully tuned to 

achieve the desired charge carrier dispersion required for the IB operation. The 

first-principles models were used to calculate the electrical properties and light 

absorption in QDS. This approach allowed me to determine the dimensions of QDS for 

inducing the mini-band which plays the role of the IB. Using the detailed balance theory 

it was determined that the upper-bound PV efficiency of such IB solar cells can be as 
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high as ~51%. The required QDS dimensions on the basis of InAsN/GaAsSb are 

technologically challenging but feasible: ~2-6 nm. Using the developed simulation tools I 

proposed several possible designs of QDS solar cells including one, which combined the 

benefits of the IB concept and the advanced tandem cell design. The second part of the 

dissertation presents a study of graphene layers as transparent electrodes for the PV cells. 

The graphene layers were mechanically exfoliated from bulk graphite and characterized 

with micro-Raman spectroscopy. It was found that graphene electrodes have good 

electrical conductivity, which reveals unusual temperature dependence beneficial for the 

proposed application. The decrease in resistance with temperature was explained by the 

thermal generation of the electron-hole pairs in the conditions when the carrier mobility 

is limited by the defect scattering. The final part of the dissertation presents simulation 

results of electrical current transport in graphene ribbons, which can be used as 

transparent electrodes or interconnects. 
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CHAPTER 1  

INTRODUCTION 

 

1.1 Solar energy: renewable and non-polluting alternative 

With growing world energy needs and increasing environmental concern nowadays, 

alternative energy sources taking place of conventional and polluting fossil fuels have 

attracted more and more research interest. One such alternative is solar energy. Solar 

energy is renewable energy produced directly by the Sun and used by many traditional 

ways for centuries. The Sun creates its energy through a thermonuclear process that 

converts hundred million tons of hydrogen to helium every second. The process creates 

heat and electromagnetic radiation. The heat remains in the Sun and maintains the 

thermonuclear reaction. The electromagnetic radiation (including visible light, infrared 

light, and ultraviolet radiation) streams out into space in all directions. Only a very small 

fraction of the total radiation produced reaches the Earth, but this energy received by 

earth in one hour is more than the world uses in a whole year. 

The solar energy flux represents the largest energy input into the terrestrial system. 

Despite its relatively low power density, the solar resource could potentially satisfy the 

global energy need on its own. The PV industry has grown into a multi-billion dollar 

business and production of PV modules exceeds hundreds of MWs, surpassed the 1 GW 

for the first time in 2004 and is expected to reach 3 GW by 2010. The market has been 

growing at double digit rates over recent years (20 ~ 40% annually).  
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There are several ways to convert sunlight into useful energy. One method used for 

many centuries is to convert sunlight into heat, which can then be used for building 

heating or water heating. Two common examples of solar energy into heat are solar pool 

heating and solar water heaters. There are also two ways to convert sunlight into 

electricity. One is solar thermal electricity generation, which uses much of the technology 

from conventional utility electricity generation. In most utility electricity generation, heat 

is generated by burning a fuel such as coal or by a nuclear reaction, and this heat is turned 

into electricity. In solar thermal generating systems, the heat is created by focusing 

sunlight onto a spot rather than burning fuels, but the remainder of the electricity 

generation process is the same as conventional utility generation. Another mechanism for 

converting sunlight into electricity is solar cells. Solar cells are fundamentally different in 

that they convert sunlight directly into electricity by photovoltaic effect. Solar cells 

produce direct current power, which could be converted into alternating current power 

via an inverter. The solar cell is the basic building block of photovoltaic systems. The cell 

is acting as a diode in the dark and output power to a load connected when charged by 

Sun. The typical output voltage of a silicon based solar cell is smaller than one volt, 

corresponding to its bandgap. A solar module consists of a certain amount of cells in 

series, to generate a larger DC output voltage under standard illumination conditions. The 

modules can be used independently or connected in parallel and series into an array to 

output higher voltage and current in the need of various applications. Increasing efforts 

are directed towards enhancing the performance of solar cells as well as towards reducing 

their fabrication and installation costs so that these systems can be deployed at a larger 
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scale. The overall energy conversion efficiency of solar cells increased steadily in the last 

decade through enhanced photon absorption and charge carrier transport. III-V based 

photovoltaic devices have some advantages over silicon cells for space applications, e.g. 

higher efficiencies, better power/weight ratios and better radiation resistance [1-2]. 

Quantum dot superlattices are proposed in recent years for their inherently high radiation 

tolerance and power conversion efficiency for outer space applications [3-4]. Continuous 

development of novel device concepts, materials, and fabrication processes contributes to 

lowering the cost of solar power and hence to making it more competitive. 

 

1.2 The third generation solar cells 

      Solar cells may be formed using a p-n junction, a Schottky barrier, or a 

metal–insulator semiconductor structure based on various semiconductor materials, such 

as crystalline silicon, amorphous silicon, germanium, III-V compounds, quantum wells 

and quantum dots structure. III-V compound semiconductor such as gallium arsenide and 

indium phosphide have near optimum direct energy band gaps, high optical absorption 

coefficients and good values of minority carrier lifetimes and mobilities making them 

better materials than silicon for making high efficiency solar cells.  

The most developed solar cells are based on the silicon, both in crystalline and 

polycrystalline form. Despite the low optical absorption coefficient resulting from the 

indirect bandgap of silicon, the mature of crystal growth and fabrication process of 

silicon semiconductors ensures well control on minimizing defect density, thus minority 

carriers generated by photons can diffuse into depletion region without excessive losses 
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due to non-radiative recombination. Solar cells can also be made of III-V compound 

semiconductors, e.g., gallium arsenide (GaAs) and indium phosphide (InP). The materials 

have high optical absorption coefficient due to their direct bandgaps and near optimal 

bandgap ~1.4 eV for solar energy conversion. But the high cost of the ingots and 

processing limits their applications. In aim to reduce the production cost, thin film solar 

cells with only a few microns materials are developed. They can be formed by 

sequentially depositing thin layers of semiconductor materials on cheap substrates. Most 

progress has been made using hydrogenated amorphous silicon (α-Si:H), cadmium 

telluride (CdTe) and the copper gallium indium diselenide (CIGS). All these materials 

require low cost process and therefore overall cost of production is greatly decreased, but 

the efficiency is usually lower than that of crystalline solar cell because of their low 

material quality and high defect densities. Known as the third generation solar cells, 

novel solar concepts are proposed to further increase the power conversion efficiency 

using the low-dimensional structures including hot carriers cell, tandem cell, multiple 

quantum wells (MQW) cell and intermediate band solar cell. III-V quantum dot 

superlattice based solar cells are proposed because of their promising potentials in high 

power conversion efficiency application. The intermediate band solar cell (IBSC) pursues 

the enhancement of efficiency through the absorption of below bandgap energy photons 

and production of additional corresponding photocurrent without degrading its output 

voltage. There are two ways to form the intermediate band. One way is impurity band 

resulting from highly doped impurities in semiconductors. High density of impurities is 

required to form third energy band. However, the introduction of a large mount of 
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impurities can degrade the carrier mobility significantly. The other way is by utilizing 

quantum dot superlattices. Quantum dot technique has been implemented in IBSC due to 

its advantage of the discrete nature of the carrier density of states in a 0-dimension 

nano-structure, an essential property for realizing the IB concept. In the QDS-IBSC, the 

IB arises from the confined electron states in an array of quantum dots. Antonio Luque’s 

research group [5-10] has discussed the mechanisms of photo-generated carriers transport 

in intermediate band and efficiency enhancement in detail. 

 

1.3 Quantum dot solar cells for efficiency enhancement 

Conversion efficiency is one of the most important parameters to optimize for 

implementing photovoltaic and photochemical cells on large scale. Fig. 1.1 shows the 

energy band diagram of a simple p-n junction solar cell under illumination. The major 

photon absorption and energy loss processes are indicated.  

  

Fig. 1.1 Energy loss in conventional p-n junction solar cell: (1) high energy photon 

absorption; (2) matching energy photon absorption; (3) low energy photon loss; (4) 
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thermal relaxation of photo-generated carriers; (5) energy loss by traversing the junction; 

(6) energy loss by recombination; (7) energy loss at contacts.  

 

    During the operation of a standard solar cell, sunlight is absorbed by exciting an 

electron from valence band to conduction band. Electrons (holes) in conduction (valence) 

band quickly loss any energy received from high energy photons, in excess of the 

semiconductor bandgap, and relax back to the edge of conduction (valence) band. There 

are additional energy losses as the photo-generated carriers cross the junction, traveling 

in emitter and contact regions (processes 5, 6, and 7 in Fig. 1.1) [11]. Therefore, there 

exists a strong motivation to investigate new material system and structure design to 

avoid these losses and improve the device efficiency. 

Shockley and Queissar calculated the maximum thermodynamic efficiency to be 

about 30% for the conversion of unconcentrated solar irradiance into a p-n junction solar 

cell for an energy gap of  1.1eV in 1961 [12]. To exceed the Shockley-Queissar limit, 

several design schemes have been proposed. These approaches include tandem cells 

[13-14], impacting ionization solar cells producing multiple electron-hole pairs per 

photon [15-16], multiband and impurity-band solar cells [17-18], and quantum dot 

superlattice cells [19-20]. 

A major factor limiting the conversion efficiency to 31% is that the absorbed photon 

energy above the band gap is lost as heat through electron-phonon scattering and 

subsequent phonon emission. A stack of cascaded multiple junctions with band gap better 

matched to the solar spectrum has been used to solve this problem. With this approach, 

the ultimate conversion efficiency at one-sun intensity can be about 66% theoretically. 
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Another approach used for efficiency purpose is to extract the hot carriers before they 

relax to band edge via phonon emission. There are two basic ways to achieve that goal. 

One way aiming at enhanced photo-voltage requires that the carriers be extracted before 

they cool down. The rates of photo-generated carrier separation and transport must be 

faster than the rate of carrier cooling. The other way aiming at enhanced photocurrent 

requires the energetic hot carriers to produce a second or more electron-hole pairs 

through impact ionization. In this case, the rate of impact ionization must be greater than 

the rate of carrier cooling and other relaxation processes. Quantization effect in low 

dimensional structures could help suppress hot carrier’s cooling. The quantum well p-i-n 

solar cell was the first low-dimensional structure proposed by Barnham and Duggan [22] 

as an alternative to conventional tandem structures to higher conversion efficiency. 

QDs are preferred over other low dimensional quantum structures because only QDs 

provide a true 0-density of states between the confined states and the conduction band. In 

QWs, due to symmetry selection rules, optical transitions from the confined states to the 

conduction band are forbidden for light incidence normally on the plane of growth, a 

highly undesirable feature for a solar cell. The 0-density of states is also believed to 

prevent quick relaxation of electrons from the conduction band to the confined states [23]. 

A schematic of the considered supra-crystal structure with the periodically arranged 

quantum dots is shown in Fig. 1.2. QDS is sandwiched between p and n type layers. The 

quantum dots serve as potential well for electrons. The energy levels of an electron in 

such a well are quantized. 
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Fig. 1.2 Schematic of quantum dot superlattices based solar cell 

 

     The energies of these levels are inversely related to the size of the particles 

according to the equation (1.1) [24]. Therefore, the size of the particle will indicate the 

absorbed light energy.  
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hm  are effective mass of electron and hole 

respectively. 

The quantum dots of variable sizes maximize absorption of different light wavelength. 



 9 

The engineering of the effective band gap (transition energy between the first confined 

hole level 1h and the first electron level 1e) by tuning dot sizes can be done in a very 

wide range shown in Figure 1.3. The controlled QD size variation allows one to cover the 

entire PV light frequency range and tune to the optimum band gap for a given set of 

parameters. 
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Fig. 1.3 Calculated effective band gap of the QD layers as a function of the dot size  

 

The major photon-generated carrier transport processes are indicated in Fig. 1.4 and 

Fig. 1.5 for randomly dispersed quantum dots and highly ordered quantum dots 

respectively. 
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Fig. 1.4 Carrier transport mechanism in randomly dispersed quantum dots: (1) charge 

carrier diffusion; (2) band type conduction, drift; (3) phonon assisted tunneling (hopping 

conduction); (4) thermionic emission; (5) exciton diffusion; (6) exciton dissociation 

 

 

 

Fig. 1.5 Carrier transport mechanism in high ordered quantum dots: (1) charge carrier 

diffusion; (2) thermionic emission; (3) mini-band conduction; (4) band type conduction 
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In highly ordered quantum dot arrays, when the quantum dots are very close, the 

electron wavefunctions at the neighbor quantum wells are strongly coupling to each other, 

and overlap to form a third energy level, called mini-band. The mini-band formation can 

help QDS solar cell to harvest a large portion of photons whose energies are lower than 

the bandgap of host material. Fig. 1.6 shows the basic optical transitions in QDS solar 

cell. Low energy photons can be absorbed by two-step process, first excited to miniband 

in the potential well from valence band, second, excited to conduction band from that 

miniband. By this way, the output voltage is maintained, and photo-current is increased. 

Therefore, the overall power conversion efficiency is enhanced. 

 

 

Fig. 1.6 QDS solar cell with enhanced power conversion efficiency 

 

 1.4 Quantum dot solar cells for radiation hardness  

Space solar cells have been used for power sources by satellites, and played an 

important role in a wide rang of communications, broadcast, metrological, resource 

investigation, scientific research and  space development applications. The fundamental 
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objectives for space solar cells are to improve power conversion efficiency, increase BOL 

(beginning of life) and EOL (end of life), reduce mass, and reduce cost.  

In outer-space, the solar cell is struck by fluxes of electrons and protons which are 

trapped in the electromagnetic field of earth. When slowed down in matter, most of the 

energy of the incident particles is dissipated by interaction with electron cloud. A 

relatively small fraction of this energy is dissipated in collision with the nuclei, resulting 

in the formation of lattice displacement when energy is in excess of some minimum value, 

e.g. Ed. At high energy, a proton creates simple point defects (interstitials and vacancies, 

possibly in a multiple form). If these defects are mobile at the irradiation temperature, 

they may combine or form complexes with impurities present in the semiconductor. The 

observed damage then depends on temperature, as well as on the impurity composition 

and content in the semiconductor [25]. Many of the resulting defects introduce energy 

levels deep into the band gap of the semiconductor, which are effective recombination 

centers for minority carriers created by light. Thus it provides a shunt path for the 

electrical current. Minority diffusion length decreasing and recombination current in 

space charge region are major sources of performance degradation of solar cells.  

The radiation tolerance of the QD-based solar cells can be up to two orders of 

magnitude higher than that of the conventional solar cells which are proved by the study 

of the influence of electron irradiation on the photoluminescence of InAs/GaAs QD 

structures [26-27].  

Another paper reported by R. Leon et al [28] demonstrated the superior radiation 

tolerance of QD-related structures (InGaAs/GaAs QDs) over QW-related structures under 
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proton irradiation by investigating integrated PL intensities from QWs and QDs 

(normalized to the non-irradiated values) as a function of proton dose. InGaAs QDs are 

seen to be more radiation tolerant than QWs.  
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Fig. 1.7 QDS-based solar cell with high radiation tolerance  

 

Exact mechanisms for QD’s enhanced radiation hardness are not well known yet. 

Possible process leading to the quenching of PL intensity upon particle irradiation was 

proposed by N. A. Sobolev [26]. Photo-generated carriers near defects in the GaAs barrier 

layers get captured and nonradiative recombined. This process should influence the QWs 

and QDs to the same extent. However, as shown in Fig. 1.7, the photo-generated carries are 

highly localized in the quantum dot regime which leaves a very small chance for them to be 

captured by large amount of defects residing in the host matrix materials. By this way, the 

radiation tolerance can be readily increased. 
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CHAPTER 2 

THEORETICAL FORMALISM 

 

2.1 Basics of solar irradiation and solar cells 

The irradiance of the sun on the outer atmosphere when the sun and earth are spaced 

at 1 AU - the mean distance of 149,597,890 kilometer between Sun and Earth - is called 

the solar constant. The solar constant is the total integrated irradiance over the entire 

Sun’s spectrum.Currently accepted values for solar constant are about 1360 W/m
2
. For 

solar concentration level, it is convenient to describe the irradiance in “suns.” One “sun” 

is equivalent to irradiance of one solar constant. All the radiation that reaches the ground 

passes through the atmosphere, which modifies the spectrum by absorption and scattering. 

Atomic and molecular oxygen and nitrogen absorb very short wave radiation, effectively 

blocking radiation with wavelengths smaller than 190 nm. Ozone strongly absorbs longer 

wavelength ultraviolet in the band from 200 - 300 nm and weakly absorbs visible 

radiation. Water vapor, carbon dioxide, and to a lesser extent, oxygen, selectively absorb 

in the near infrared. The ground level spectrum also depends on how far the Sun’s 

radiation must pass through the atmosphere. AM is defined by the secant of the angle 

between the sun and the zenith. With the Sun overhead, direct radiation that reaches the 

ground passes straight through the entire atmosphere, all of the air mass, overhead. This 

radiation is called “Air Mass 1 Direct” (AM 1.0 D) radiation. The global radiation with 

the sun overhead is similarly called "Air Mass 1 Global" (AM 1.0 G) radiation. The 
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outer-space spectrum is called the "Air Mass 0" spectrum because it passes through no air 

mass, as shown in Fig. 2.1. The atmospheric path for any zenith angle is simply described 

relative to the overhead air mass. Since the solar spectra depend on so many variables, 

standard spectra have been developed to provide a basis for theoretical evaluation of the 

effects of solar radiation. The conditions for the AM 1.5 spectra were chosen as widely 

used standard spectra for solar cell testing because they are representative of average 

conditions in the 48 contiguous states of the United States [1].  

 

Fig. 2.1 Air mass of solar irradiation 

 

The generated photocurrent in a solar cell under illumination at short circuit is 

dependent on the incident light wavelength and intensity. The short circuit current can be 

expressed by equation 2.1 

dEEQEEbqJ ssc )()(�=                             (2.1) 

where QE(E) is the quantum efficiency, the probability that an incident photon of energy 

E will deliver one electron to external circui, and )(Ebs
is the incident spectral photon 
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flux density, the number of photons of energy in the range E to E+dE which are incident 

on unit area in unit time and q is the electronic charge. Quantum efficient is dependent on 

the absorption coefficient of the material, the efficiency of charge separation and 

collection. As we know that, for an ideal diode the dark current density Jdark(V) is defined 

as 

)1()( / −= Tkqv

odark
BeJVJ                          (2.2) 

where
oJ is a constant, kB is Boltzmann’s constant and T is the absolute temperature. The 

overall current of a solar cell under illumination can be approximated as the sum of short 

circuit current and dark current, which can be expressed as equation (2.3). 

)(VJJJ darkscV −=                              (2.3) 

When the cell is isolated, the potential difference will reach its maximum, the 

open-circuit voltage, under a certain level of illumination. This is corresponding to the 

equivalent condition that the short circuit current is exactly equal to the dark current.  

)1ln( +=
o

scB

oc
J

J

q

Tk
V                            (2.4) 

The solar cell delivers power in the bias range from 0 to Voc.  The out-put power of a 

cell reachs its maximum at the optimum operating point. This occurs at some voltage Vm 

with a corresponding current Jm as shown in Fig. 2.2. The fill factor is defined as the ratio 

of maximum power to the product of open circuit voltage and short circuit current. 

ocsc

mm

VJ

VJ
FF =                                (2.5) 
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The cell efficiency is the power density delivered at operating point as a fraction of the 

total incident light power density, Ps.   

s

ocsc

P

VJFF ⋅⋅
=η                            (2.6) 

All these four quantities, Voc, Jsc, FF, η , are essential parameters for solar cell 

characterization [2]. 

 

Fig. 2.2 Current-voltage characteristics of an ideal solar cell 

 

2.2 Modeling of quantum dot superlattices 

During typical operation of solar cells, there exist two basic processes to convert 

sunlight power to electrical power. The first one is sunlight absorption and 

photo-generated Electron-Hole Pairs’ (EHP) creation. The second one is the EHP 

separation and generated carriers transport through or extraction from the device to form 
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the photo-current. We applied our model to simulate processes of both light absorption 

and carrier transport in QDS-based solar cell by modulating the dimensions of dot size 

and dot spacing. The optimum structure of QDS-solar cell is proposed to get the 

maximum power conversion efficiency over 50% for the given material system 

(InAsN/GaAsSb). In this part, the electron transport properties are addressed including 

the energy dispersion, density of states, and electrical conductivity, followed by the 

photon absorption and efficiency optimization in intermediate band solar cell.  

Unlike conduction band and valence band, the third energy level-intermediate band (IB) 

is not directly electrically contacted, although the radiative transitions between IB and 

other two bands are allowed. IB helps to harvest photons with the energy less than the 

bandgap of host material via a two-step process, which allows one to improve the short 

circuit current without degrading the open circuit voltage. The difficulty of IB approach 

is how to practically obtain the required exact energy spacing among all three bands. The 

original proposal of the PV efficiency enhancement via IB and the work that followed 

assumed that all optimum bands and energy separations are given [3-5]. No 

semiconductor superlattice structure with exactly defined parameters, which would allow 

one to implement the IB approach, has been so far specified. In this part, we show that a 

quantum dot superlattice (QDS) with three-dimensionally (3D) ordered quantum dots can 

provide the electron and hole energy dispersion, which are suitable for implementing the 

IB solar cell, and find the exact parameters of QDS required to operate in the IBSC 

regime. 
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In order to design and model QDS solar cells, the unique physical and electrical 

properties of QDS have to be understood. We consider an orthorhombic three 

dimensionally regimented quantum dot superlattices (Fig. 2.3) and assume that the 

conditions for formation of the extended minibands are satisfied. The basis of the analysis 

is the effective mass or envelope function approach [6]. In this approach, the one-electron 

Schrödinger equation is replaced by an effective mass equation involving the envelope of 

the electron wave function. The effect of the background atomic potential is interpreted 

as an effective mass for the electron moving under the influence of macroscopic potential 

perturbations. The numerical solution scheme can be readily applied to dots of arbitrary 

geometry. This semianalytical method has already been accomplished by Lazarenkova 

and Balandin [7-9].  
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Fig. 2.3 Schematic structure of the orthorhombic quantum dot superlattices 
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    The electron motion in a host crystal experiences the presence of the additional 

potential V(r). The Schrödinger equation that describes the motion of a charge carrier in 

such a system can be written in the following form 

( )
( ) ( ) ( )rrr

r
rr ϕϕ EV

m
=

�
�
�

�

�
�
�

�
+∇∇−

∗

1

2

2
�

 .                   (2.7) 

where )(* rm is the effective mass tensor, E is the total energy, and )(rϕ is the envelop 

function of the electron. V(r) is the microscopic potential perceived by the electron, 

corresponding to the potential change from the change of material composition of the 

structure. The potential V(r) corresponds to an infinite sequence of quantum dots of size 

Lx, Ly, and Lz separated by the barriers of thickness Hx, Hy, and Hz shown in Fig. 2.3.  We 

assume that it is written as a sum of three independent periodic functions of coordinates x, 

y, and z with periods of dx, dy, and dz (dξ = Lξ + Hξ) so that 

 

V(r) = Vx(x) + Vy(y) +Vz(z),                             (2.8) 

where 

( )
�	

�


�

>−

≤−
=
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2/0
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ξξξ

ξ
ηξ

ηξ
ξ

LdifV

Ldif
V ,                    (2.9) 

where ηξ are the integer numbers and subscript ξ  denotes a particular coordinate axis. 

Fig. 2.4 shows the two-dimensional potential distribution. Inside quantum dot, the 

potential is zero. Potential V0 and 2V0 are found between dots and at the corner of dots 

respectively. This choice of potential allows us to separate the carrier motion along three 

coordinate axes. The three-dimensional Schrödinger equation decouples in this case into 
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three identical one-dimensional quantum-well superlattice equations. The 3D envelope 

wave function ϕ(r) is therefore can be presented as a product of three one-dimensional 

eigenfunctions χξ  in the following way 

( ) ( ) ( ) ( ) ( )zyxzyxr
zyxzyx nnnnnn χχχϕϕ =≡ ,,,, ,              (2.10) 

where ξn denote the quantum number. The total energy spectrum for this wave function 

is given by 

 
zyxzyx nnnnnn EEEE ++= .                           (2.11) 
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Fig. 2.4 Two dimensional model of potential distribution 

For the chosen geometry of QDS and band offsets the carrier wave functions and 

energy spectrum are mostly determined by the nearest-neighbor interaction between dots 

separated by the potential barrier V0. The corner potentials induce only minor corrections, 
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which are particularly small for the below-the-barrier states. Thus, the solution for the 

given potential of equations (2.8-2.9) presents a very good approximation for more 

realistic QDS potentials with the constant barrier height.  The more accurate modeling 

and calculation for higher-index minibands are addressed by D.L. Nika et al [10].  

The solution of equation (2.7) with the potential of equations (2.8-2.9) has the 

Kronig-Penny-like form  
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The effective masses m*B and m*W used in equations (2.12-2.13) depend on the 

crystallographic orientation of the quantum dot interfaces. These equations allow us to 

calculate the carrier dispersion relation in QDS. Since for each given value of qξ there are 

infinite solutions, we use the mini-band index nξ �to label the carrier energy.  
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CHAPTER 3  

DESIGN, RESULTS AND DISCUSSION 

 

3.1Electrical properties of InAs/GaAs QDS 

3.1.1 Energy dispersion relation 

We carried out the analysis of the 3D minibands in the QDS of InAs/GaAs system, 

because the InAs/GaAs systems are most widely used for the application of high 

efficiency solar cells [1-5]. The conduction band offset for electron is about 0.45eV, and 

we used the following values for effective masses 0

** 04.0 mmm WInAs ==   

and 0

** 0665.0 mmm BGaAs ==  where m0 is the electron rest mass. The Fig. 3.1, Fig. 3.2 and 

Fig. 3.3 show the dispersion relation in the cubical InAs/GaAs QDS structure along 

[[100]], [[110]], and [[111]] quasi-crystallographic directions respectively.  The energy 

level in units of eV is counted from the bottom of the electron potential well. The dot size 

is nmLLL zyx 10=== and the inter-dot distance is nmHHH zyx 5=== . The carrier 

wave vector is denoted by q with subscript showing the particular quasi-crystallographic 

direction. The energy bands are specified by three quantum numbers zyx nnn   with the 

superscript indicating the degeneracy of the band. The spin degeneracy is not counted. 

The highest, sixfold, degeneracy is achieved in miniband 123 along [[111]] 

quasi-crystallographic direction. It is accomplished when both the quantum dot sizes and 

inter-dot distances are equal along all three axes. 
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Fig. 3.1 Electron dispersion relation of a cubic QDS of InAs/GaAs along [[100]] 

quasi-crystallographic direction 
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Fig. 3.2 Electron dispersion relation of a cubic QDS system of InAs/GaAs along [[110]] 
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Fig. 3.3 Electron dispersion relation of a cubic QDS system of InAs/GaAs along [[111]] 

quasi-crystallographic direction  
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3.1.2 Miniband formation 

When quantum dots are brought closely to each other, the electron wave functions in 

the neighbor wells will couple strongly, and minibands are formed. Fig. 3.4 and Fig. 3.5 

show the effect of inter-dot distance and dot size on the bandwidth and energy level in 

InAs/GaAs QDS, respectively. It is apparent that inter-dot distance is an important 

parameter in controlling the bandwidth, and the dot size has greater influence on the band 

energy level rather than the bandwidth. The effect of barrier height on bandwidth and 

band energy level is illustrated in Fig. 3.6. It shows that the lower barrier height produces 

broader bands. The band energy level is not sensitive to the barrier height in the range of 

0.4 ~ 0.5 eV. It is more sensitive to the change in dot size.  
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Fig. 3.4 Effect of inter-dot distance on bandwidth and energy level with 10 nm dot 

size 
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Fig. 3.5 Effect of dot size on bandwidth and energy level with 5 nm dot spacing 
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Fig. 3.6 Effect of barrier height on bandwidth and energy level with 10 nm dot size and 

5nm dot spacing 
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3.1.3 Electron Density of States  

    The density of states, which is a number of carrier states allowed per unit volume 

per unit energy interval, is an important parameter for electrical and optical applications 

of semiconductor structures. Mathematically it is give by 

qdqEEEDOS nv

��
))((

)2(

2
)(

3
−�= δ

π
                    (3.1) 

where the integration is carried over the whole Brillouin zone. The factor means the 

twofold electron spin. Fig. 3.7 (a)-(d) present the electron density of states for the 

corresponding minibands. The shape of DOS is defined by the relation of three quantum 

numbers. The ones shown in Fig. 3.7 (a) and (b) correspond to quantum numbers 

zyx nnn == and zyx nnn <= , zyx nnn => , or yzx nnn <=  respectively; while the ones 

in Fig. 3.7 (c) and (d) correspond to quantum numbers zyx nnn >= , zyx nnn =< , or 

yzx nnn >= and zyx nnn ≠≠  respectively. Notice that the areas under each DOS curve, 

i.e. integral of each DOS over energy range, are all same and approximately equal to two 

times dot density theoretically. The obtained DOS is drastically different from those in 

conventional quantum well superlattices or single quantum dot.  
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Fig. 3.7 DOS in a cubical InAs/GaAs QDS for minibands (a) 111, (b) 112, (c)122, and (d) 

123, respectively. The dot size is 10nm and inter-dot distance is 5 nm. 
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3.1.4 Electrical conductivity 

    We calculate the conductivity tensor of InAs/GaAs QDS by taking into account 

contributions of all mini-bands in the conduction band of the structure 

 

        ( )�=

n

nσσσσσσσσ ,                                 (3.2) 

 

where the tensor components are given by 
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where e is the charge of an electron, kB is the Boltsman constant, T is the temperature, v
(n)

 

is the group velocity vector, EF is Fermi’s energy of an electron, and q is the electron 

wave vector. Index n indicates a particular mini-band. The integration in Eq. (3.3) is 

carried over the whole Quasi Brillouin Zone (QBZ). For simplicity we assume that the 

relaxation time τ0 is constant and equal to a value characteristic for given materials, e.g., 

sec10 12

0

−=τ [6]. Since the relaxation time is limited at room temperature by optical and 

acoustic phonon scattering this assumption is rather accurate as a first approximation. 

From Eq. (3.3) one can see that electron dispersion and the position of Fermi level 

determine the electrical conductivity tensor. The electron group velocity that explicitly 

enters Eq. (3.3) is defined by the mini-band structure and electron dispersion in QDS. In 

general, the components of carrier velocity v
(n)

 in the n-th subband are written as 

( )( )
( )( )

i

n
n

i
q

E
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∂
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q
q
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.                        (3.4) 
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where E
(n)

 are eigenvalues of the one-dimensional Schrodinger’s equation. In the case of 

cubical symmetry the relation has σxx=σyy=σzz. In order to calculate components of the 

electrical conductivity tensor, we have to determine group velocity from the energy 

dispersion relation first. One can see that the group velocity is strongly dependent on the 

miniband index show in Fig. 3.8. The group velocity increases as miniband index 

increases at the same electron wave vector. 
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Fig. 3.8 Electron group velocity in InAs/GaAs QDS along quasi-crystallographic 

direction [[001]] 

 

    The low field electrical conductivity from the individual miniband as a function of 

quasi-Fermi energy is presented in Fig. 3.9.  Comparing this figure with Fig. 3.1, one 

can see that the conductivity peak appears when the quasi-Fermi level is aligned to the 

corresponding miniband. Therefore, one can make appropriate � doping in the host 
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material to achieve a good conductivity to assist the carrier transport in the miniband. In 

our device structure, we need align the quasi-Fermi level to the fist miniband 111, 

because other bands have to be squeezed out of the potential well to increase the light 

absorption coefficient. Adding up all the components of individual bands, the total 

electrical conductivity is obtained shown in Fig. 3.10. The nonlinear behavior (Negative 

Differential Resistance like) is explained by different number of mini-bands contributing 

to the conductivity as the Fermi levels shifts up in energy. The quantum dot size and 

inter-dot distance dependences of electrical conductivity are also investigated which are 

shown in Fig. 3.11 (a), (b) for dot size 6 nm, and 7 nm respectively. Generally, with the 

same quantum dot size, the smaller dot spacing, the bigger electrical conductivity. 

Because the smaller dot spacing gives broader bandwidth of miniband, and that increases 

the electron mobility and conductivity in QDS since mobility is proportional to the 

bandwidth in Feynman model. Quantum dot size and inter-dot distance can be optimized 

to get the maximum electrical conductivity of the InAs/GaAs QDS solar cells. 
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Fig. 3.9 Contribution of individual miniband to the electrical conductivity of InAs/GaAs 

QDS, Dot size is 10nm and dot spacing is 5nm. 
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Fig. 3.10 Electrical conductivity of cubical InAs/GaAs QDS as a function of the 

quasi-Fermi energy at room temperature 
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(b) 

Fig. 3.11 Quantum dot size and inter-dot distance dependence of electrical conductivity 

of InAs/GaAs QDS at room temperature 

 

    One can modulate the composition of quantum dot or host material to tune the 

potential well and energy levels of minibands as well. As shown in Eq. 3.3, the electrical 

conductivity is dependent on both )(n

qE and EF. The corresponding physical parameters 

for )(n

qE and EF are energy levels of minibands and doping concentration in host material 

respectively. Fig. 3.12 examines the composition and doping concentration dependency 

of electrical conductivity of QDS. One can tell that conductivity curves are nonlinear for 

the QDS with given composition and conductivity curve shifts to right as composition of 
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GaAs in GaInAs increases. The smaller interval of adjacent peaks of conductivity results 

from the compact piled minibands in the lower potential well. 
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Fig. 3.12 Doping concentration dependency of electrical conductivity for InAs/GaAs 

QDS with dot size 10 nm, and dot spacing 5 nm  

 

3.2 Optimization of photon absorption and efficiency in IBSC 

     The energy conversion efficiency is a key parameter in the photovoltaic (PV) solar 

cell technology. It is defined as 

in

scoc

P

JVFF ⋅⋅
=η ,                           (3.5)

 

where FF is the fill factor, 
ocV  is the open circuit voltage, 

scJ  is the short circuit 

current density, and 
inP  is the incident power per unit area. The performance of the 

conventional bulk semiconductor cells is limited to about 33% [7]. The theoretical 
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thermodynamic limit on the conversion of sunlight to electricity is much higher, about 

93% [8]. Thus, there is a very strong motivation for finding new approaches, which 

would allow one to increase the solar cell efficiency.  

Luque and Marti [9] have theoretically shown that introduction of the intermediate 

energy level between the valence band (VB) and conduction band (CB) of a regular 

semiconductor can increase the efficiency up to ~63%. Practically, IB can be created 

through the introduction of an impurity band in regular bulk semiconductors, e.g. similar 

to the earlier proposal by Wolf [10], or formation of a miniband in a superlattice-type 

structure [11].The extra empty minibands formed inside the potential well will act much 

like recombination centers rather than generation centers shown in Fig. 3.13(a). The 

efficiency will be decreased in this case. To avoid this problem, QDS with negligible 

valence band offset is required like the one shown in Fig. 3.13(b). The first miniband 111 

which is half occupied by electrons through appropriate delta doping acts as the IB and 

second or higher index minibands act like CB. In this case, no extra empty bands exist in 

potential well, and the efficiency enhancement can be obtained. 

           

              (a)                                         (b) 

Fig. 3.13 Band diagram of conventional quantum well superlattices (a) and quantum dot 

superlattices with negligible valence band offset (b).  

 

We consider 3D-ordered QDS with the closely spaced quantum dots and high quality 

interfaces, which allow for the strong wave function overlap and formation of minibands 
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[12]. In such structures, the quantum dots play a role similar to that of atoms in real 

crystals. To distinguish such nanostructures from the disordered multiple arrays of 

quantum dots we refer to them as quantum dot supra-crystals. Here we do not address the 

technological issues of fabricating such supra-crystals but rather examined the 

possibilities they offer in PV cell design if implemented. At the same time, there have 

been already a number of reports of 3D-ordered QDS [13-16] as well as in-plane 

2D-ordered [17-18] and vertically 1D-ordered [19] QDS. One should expect that further 

progress in epitaxial growth and self-assembly will deliver more ordered QDS with 

closely spaced quantum dots. Previous studies confirm the formation of minibands in 

QDS [20] similar to those in quantum well superlattices (QWS).  

A schematic of the considered energy band diagram of IBSC with the periodically 

arranged quantum dots is shown in Fig. 3.14. The photons which have lower energy than 

the band-gap of host material will be absorption by two-step process. First, the electron 

will be excited from VB to IB by absorbing one photon, then excited from IB to CB by 

absorbing another photon. By this way, the photo-generated current will be increased 

without degrading the open circuit voltage. EFC, EFI and EFV are the quasi-Fermi levels 

for CB, IB and VB respectively. IB has to be half-filled with electrons which could be 

achieved by modulation doping at the barrier region [21]. By engineering the QDS 

parameters such as quantum dot size, shape, inter-dot separation, dot arrangement, one 

can optimize IB position and width to achieve the maximum efficiency. The first step for 

demonstrating a possibility of forming optimum IB is to calculate the electron dispersion 

in such structure by solving the Schrodinger equation. It has been accomplished 

following Lazarenkova and Balandin [12] semi-analytical approach, which is addressed 
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in the part of theoretical formulation. The accuracy of this semi-analytical solution has 

been later verified by the finite-element simulations [20, 22]. 

 

Fig. 3.14 Band diagram of a intermediate band solar cell 

 

    For an ideal solar cell, the photon-generated current is proportional to the difference 

between the number of photons absorbed by the device and the number of photons 

emitted from the device. In the IB solar cell, the short-circuit current density SCJ can be 

written as [9] 

)],,,()0,,,([)],,,()0,,,([/ 122312231313 CIasCVasSC TEENTEENTENTENqJ µµ ���� −+∞−∞=    (3.6) 

where Ts is the temperature of the Sun (6000 K), Ta is the temperature of the solar cell 

(300 K), N�  is the flux of photons absorbed by or emitted from the semiconductor, 

and 13E  23E  
12E are energy spacing among three energy levels. In thermodynamic 

equilibrium, N�  is given by [23] 
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where El and Eh are the lower and upper energy limit of the photon flux for the 

corresponding transitions, respectively, µ  is the chemical potential of the transition, kB is 

Boltzmann constant, E is the photon energy, h is Planck constant, and c is speed of light. 

The output voltage can be described as the difference of the chemical potentials between 

CB and VB, i.e. IVCICVOCqV µµµ +== . By this detailed balance principle, we plotted 

the conversion efficiency limit for different structured solar cells shown in Fig. 3.15. 

IBSC has the highest efficiency of 63.1% with the optimum EI of 0.71 eV and EG of 1.95 

eV instead of 40.7% which is the Shockley-Queisser limit for single gap cells [24]. 
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Fig. 3.15 Efficiency limit for a three-band solar cell and for a two gap tandem cell, in 

both cases vs the lowest band gap EI, and for a single gap cell. The corresponding values 



 46 

of the highest band gap (EG) in cells with intermediate band and in tandem cells, for 

maximum efficiency, are also presented. 

 

    The above calculation does not consider the effect of IB bandwidth on efficiency. 

The IB bandwidth is a natural consequence when spacing of quantum dot array is small 

enough to be comparable to electron wavelength. We investigated bandwidth effect 

analysis on the QDS sample made of InAs0.9N0.1/GaAs0.98Sb0.02 material system. The 

valence band offsets are negligible in this system and the conduction band offset is equal 

to Ebarrier�1.29eV [25]. The values for the electron effective masses, 0

* 0354.0 mmInAsN =  

and 
0

* 066.0 mmGaAsSb = (m0 is the electron rest mass) and other band parameters have 

been taken from Ref. [26]. The band gap of GaAs0.98Sb0.02 is 1.48eV. From Fig. 3.15 one 

can read that the maximum efficiency is around 60.4% with the optimum EI of 0.51eV 

and zero bandwidth for IBSC. Fig. 3.16 shows the bandwidth of IB effect on efficiency 

for the given material system. We made one assumption in our calculation of efficiency 

with finite bandwidth. The photon energy which is bigger than the transition energy E12 

and smaller than the transition energy E13 will have to participate in E12 transition (see 

Fig. 3.17). The tendency is found that if )(optimumEBWE II <+ , the efficiency will 

increase as the bandwidth increases; if )(optimumEBWE II >+ , the efficiency will 

decrease as the bandwidth increases. 
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Fig. 3.16 Bandwidth effect on conversion efficiency for InAs0.9N0.1/GaAs0.98Sb0.02 based 

IBSC. The dot size of 4.5 nm and dot spacing is 2 nm. 

 

     Fig. 3.17 shows the calculated electron energy dispersion E(q) in the simple cubic 

(SC) QDS with the quantum dot size L = 4.5 nm and the inter-dot distance H = 2 nm. The 

minibands are labeled by the quantum numbers nx ny nz, which define the total energy of 

an electron as the sum of its component along three axes [12]. The dispersion is shown 

for the electron wave vector q along [[100]] quasi-crystallographic direction in the 

coordinate system formed by the quantum dots in the supra-crystal (we retained the 

notations proposed by Lazarenkova and Balandin [12, 20]). The [[100]] direction is the 

most important one since it defines the charge carrier transport in the vertical direction to 

n and p type layers.    

One can see from Fig. 3.18 that the band-widths of the minibands are 0.03 eV for the 

band 111 and 0.2 eV for the overlapping minibands 211 and 112. The higher-index 
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minibands whose energies are higher than Ebarrier are mutually overlapping or very close 

to each other. For these reasons we consider the higher-energy minibands as a 

quasi-continuum CB. In Fig. 3.18 we depict the real-space band diagram for our 

proto-type structure with the calculated energies and miniband widths. Here, the 

miniband 111 acts as IB while the overlapping minibands 211 and 112 act as the band 

analogous to CB from where the generated electrons are extracted as a current flow. The 

VB in our structure is the same as in bulk semiconductors owing to the small valence 

band offset.  

 

Fig. 3.17 Electron dispersion in InAs0.9N0.1/GaAs0.98Sb0.02 quantum dot supra-crystal 

along [[100]] quasi-crystallographic direction. Results are shown for the simple cubic 

QDS with the quantum dot size L = 4.5 nm and inter-dot spacing H = 2 nm along all 

directions. The energy in units of eV is counted from the bottom of the potential well. 
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Fig. 3.18 Energy diagram showing minibands formed in the same structure 

 

    The values of L and H, which led to the dispersion and band diagram, are not 

arbitrary. They were chosen after simulating the electron energy dispersion as those, 

which give the transition energies E13=1.41 eV, E23=0.58 eV, E12=0.80 eV, and the IB 

(miniband 111) width �1=0.03 eV. These energy separations between CB and IB and 

between IB and VB are very close to those determined by Levy et al [25] for the same 

material system. Assuming as given the optimum energy band parameters (E13=1.48 eV, 

E23=0.51 eV, E12=0.97 eV, and �1=0), Levy et al [25] calculated the maximum IB solar 

cell efficiency of ~60.5%. Thus, we have demonstrates that SC arrangement of quantum 

dots in the supra-crystal is versatile enough to provide the miniband, which act as IB and 

lead to the efficiency enhancement.  
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The theoretical limit for the PV efficiency of IB solar cell determined in Ref. [25] 

has been calculated for the idealized band structure with the zero IB width (�1=0) and 

optimum E23 of 0.51 eV.  In our case, all band parameters are defined by the actual 

electron dispersion in QDS and cannot be tuned independently. For these reason E23 and 

E12 slightly deviate from the optimum values. In order to determine the actual PV 

efficiency of our supra-crystal with IB we follow the detailed balance theory of Shockley 

and Queisser [24]. The calculations are performed under the standard assumptions of the 

ideal solar cell specified by Luque and Marti, i.e., nonradiative transitions are forbidden, 

the quasi-Fermi levels are constant throughout the whole cell volume, PV cell is thick 

enough to assure full absorption of the photons with enough energy to induce any of the 

transitions depicted in Fig. 3.17, and Ohmic contacts are applied in such a way that only 

electrons (holes) can be extracted from the conduction (valence) band to form the 

external current.   

    The properties of IB itself deserve a special consideration. The electron density of 

states (DOS) in IB has to be as high as possible in order to pin the IB quasi-Fermi level at 

its equilibrium position. DOS for IB (111 miniband) in the SC supra-crystal is presented 

in Fig. 3.19. As one can see DOS in QDS is very different from that in conventional 

QWS or bulk crystals. The area under the DOS curve is 7.395×1018 cm-3, which is of the 

same order of magnitude as DOS in VB and CB and provides sufficient IB quasi-Fermi 

level pinning.  
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Fig. 3.19 DOS in the miniband 111 serving as a IB in the supra-crystal solar cell 

 

For the intermediate band solar cell application, it is important to know the effective 

mass of electrons. While in single quantum dots the effective mass will be mostly defined 

by the material of the dot, crystallographic direction and the strain distribution, in QDS it 

will strongly depend on the periodicity and regimentation of the dots in the artificial 

crystal. A reciprocal effective mass tensor in QDS is defined as 
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                             (3.8) 

The average scattering time is 50fs in typical III-V compounds. Therefore we can obtain 

the band edge mobility of ~ 731 cm2/Vs in IB. There exists a tradeoff between bandwidth 

and efficiency. A large bandwidth is necessary to improve the mobility. The typical value 

of mobility in IB to avoid resistive losses under 1 sun illumination is around 100 cm
2
/Vs. 

However, the large bandwidth will cause the carrier relaxation in IB to loss energy.  
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The effective mass in band 111 and 211, 112 along [[100]], [[110]], and [[111]] are 

shown in Fig. 3.20. In [[100]] direction, the electron effective mass in IB at band edge is 

0.12m0. The average scattering time is 50fs in typical III-V compounds. Therefore we can 

get the band edge mobility in IB is ~ 731 cm
2
/Vs. There exists a trade off between 

bandwidth and efficiency. A big bandwidth is necessary to improve the mobility. The 

typical value of mobility in IB to avoid resistive losses under 1 sun illumination is around 

100 cm
2
/Vs. However, the wide bandwidth will cause the carrier relaxation in IB to loss 

energy. 
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Fig. 3.20 (a) (b) (c) Electron effective mass in cubical QDS along [[100]], [[110]], and 

[[111]] quasi-crystallographic directions. The dot size is 4.5nm and dot spacing is 2nm. 
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Assuming that in Eq. (3.5) the fill factor is unity and the incident power is 
4

sin TP σ=  

(here σ  is the Stefan-Boltzmann constant) one can calculate the efficiency upper limit 

for the optimum QDS parameters. Fig. 3.21 shows the PV power conversion efficiency of 

the IB solar cell based on quantum dot supra-crystal as a function of the dot size. The 

maximum efficiency obtained for QDS with L = 4.5 nm and H = 2 nm, which has the 

band structure parameters close to the “ideal” ones, is 51.2%. It is smaller than the value 

obtained in Ref. [25] but still significantly larger than the Shockley and Queisser limit of 

~ 30% for bulk semiconductors [24].  
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Fig. 3.21 Photovoltaic power conversion efficiency as a function of the quantum dot size 

in InAs0.9N0.1/GaAs0.98Sb0.02 quantum dot supra-crystal. The results are shown for several 

inter-dot separations. The structure parameters are the same as in Figs. 3.17 and 3.18.  
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Since the miniband is continuous in the whole reciprocal lattice space. During the 

process of photon absorption, electrons can probably move from [[100]] regime to other 

regimes, e.g. [[110]] or [[111]] quickly. In result, the energy of the following optical 

transition could be different from the one along [[100]] direction. The energy spacing and 

efficiency are changed consequently. The energy dispersions along other 

quasi-crystallographic directions besides [[100]] direction have to be investigated. Fig. 

3.22 shows the electron energy dispersion relations along XΓ [[100]], RΓ [[111]], 

MΓ [[110]] and XM directions. The bandwidths and energy levels for optical transitions 

along these directions are shown in Table 3.1 and Table 3.2. The efficiencies for electron 

transport in these directions are also listed in Table 3.2. In conclusion, considering the 

effect of carrier transporting along unpredictable directions, the efficiency of IBSC is in 

the range of 49% ~ 53%. Our efficiency value along [[100]] is ~ 51%. Therefore, variable 

electron dispersions have no big influence on the efficiency which we calculated for the 

InAs0.9N0.1/GaAs0.98Sb0.02 quantum dot supra-crystal IBSC.  
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Table 3.1 Miniband data from energy dispersion relation spectrum 

Miniband 111 Combined Band 211&112 

Direction Energy Range 

(eV) 

Bandwidth �1 

(eV) 

Energy Range 

(eV) 

Bandwidth �2 

(eV) 

)100(XΓ  0.613-0.645 0.032 1.22-1.42 0.20 

)110(MΓ  0.613-0.678 0.065 1.25-1.46 0.21 

)111(RΓ  0.613-0.712 0.099 1.29-1.39 0.10 

XM  0.645-0.678 0.033 1.22-1.46 0.24 

 

 

Table 3.2 Efficiency according to the particular direction 

Direction E12 (eV) E23(eV) E13(eV) �1(eV) Eff. (η ) 

)100(XΓ  0.803 0.576 1.411 0.032 51.24% 

)110(MΓ  0.803 0.572 1.44 0.065 49.43% 

)111(RΓ  0.803 0.578 1.48 0.099 53.26% 

XM  0.835 0.542 1.41 0.033 53.02% 
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Fig. 3.22 Complete electron energy dispersion relation of InAsN/GaAsSb along 

directions of XΓ [[100]], RΓ [[111]], MΓ [[110]] and XM. The dot size is 4.5nm, and 

dot spacing is 2nm. Inset is the reciprocal lattice presenting specified wave vector 

directions. 
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The cubic quantum dots and equal dot spacing in 3D are assumed in the simulations 

shown above. We refined the model to allow us to accurately treat dot and spacing 

dimensions and provide meaningful feedback to the materials growers. 

2.0 2.5 3.0 3.5 4.0 4.5 5.0

40

45

50

55

60

65

 

 

E
ff

ic
ie

n
c
y
 (

%
)

Dot size L
y,z

 (nm)

InAsN/GaAsSb

Hx=Hy=Hz=2nm

 Lx=4.5nm

 Lx=4.0nm

 Lx=3.5nm

 

Fig. 3.23 Dot size dependent power efficiency in IBSC 

 

Fig. 3.23 shows the power conversion efficiency along [[100]] quasi-crystallographic 

direction for tetragonal quantum dots based IBSC. The inter-dot distance are constants of 

Hx = Hy = Hz = 2 nm. In this case, the theoretical efficiency above 60% can always be 

reached with optimum size of quantum dot size. The modulation of dot size in y, z 

direction can change energy level position in y, z direction. Since the total energy is the 

sum of energy along three axes, the energy separation will also be modulated according 
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to the change of dot size. Therefore the conversion efficiency can be optimized by size 

modulation of tetragonal quantum dots. 
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Fig. 3.24 Interdot distance dependent power efficiency in IBSC 

 

Fig. 3.24 shows the effect of dot spacing modulation on power efficiency for different 

dot sizes. This figure shows two conditions:  

A: the structure with band alignment layer (higher bandgap than that of host matrix) 

B: structure without band alignment layer (the same material as the host matrix) 

The purpose of the introduction of band alignment layer is to make photon-excited 

carriers to be extracted freely without quick relaxation to band edge by making its 

conduction band align to the second miniband in QDS region and making its valence 

band align to that of QDS. When the dot size is smaller than 4nm, the small quantum dots 

squeeze the second miniband out of the potential well. A band alignment layer is needed 

A        B 
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to improve the efficiency by avoiding the quick thermal relaxation. Fig. 3.24 also shows 

efficiency difference of 3.5 nm and 4.0 nm interdot spacing with and without a band 

alignment layer. For 4.0 nm dot size, the efficiency is same with dot spacing smaller than 

1.5 nm, since small dot spacing increases the bandwidth of the miniband to cover the 

barrier. When it is bigger than 1.5 nm, the second miniband is over the barrier height, and 

a band alignment layer is needed. With the band alignment layer, the efficiency has no 

big change (> 45%) as the dot spacing increases. 

Solar concentrators use lenses or mirrors to concentrate sunlight onto solar cells. 

Concentrator systems increase the power output while reducing the size or number of 

cells needed. An additional advantage is that a solar cell’s efficiency increases under 

concentrated light. Relatively inexpensive materials such as plastic lenses can be used to 

make concentrator to capture the solar energy shining on a fairly large area and focus that 

energy onto a smaller area, where the solar cell is. One measure of the effectiveness of 

this approach is the concentration ratio. There are several definitions of solar 

concentration ratio. The commonly accepted one is intensity concentration, or “suns”. 

Since standard solar irradiance is set at 1 kW/m
2
, the suns concentration is defined as the 

ratio of the average intensity of the focused light on the cell active area divided by 1 

kW/m2. 

Detailed balance principle is based on the variation of number of photons in a mode 

with difference of the absorption and emission rates of photons. The variation of number 

of photons can be calculated as [27-28] 

 ςυυαυυαυυαυ dd VIVIICICCVCV )]()()([ −+−+−−=         (3.8) 
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where 
CVα ,

CIα and
IVα are the absorption coefficients due to transitions VB to CB, IB to 

CB and VB to IB respectively, and CVυ , CIυ and IVυ  are the Bose-Einstein factors for the 

luminescent radiation caused by the transitions CB to VB, CB to IB and IB to VB 

respectively. These factors are related with the amount of quasi-Fermi level splitting, and 

can be expressed as 

1)exp(

1

−
−

=

kT

XY

XY µε
υ                        (3.9) 

where X and Y are representing C, I or V. Finally, ςd is the element of length along the 

photon path. In this equation, the first expression in the parentheses refers to the 

absorption of photons and the second expression in the parentheses refers to the emission 

of photons. The inequality of absorption rate and emission rate in a semiconductor results 

in the variation of charge carrier concentration. Disregarding the nonradiative 

recombination process, the current density produced from the variation is given as 

folllows  

�
Ω

Ω−+−=∇−
,

2

23
)]()([

2
/

ε

εευυαυυα dd
ch

eJ ICICCVCVe       (3.10) 

where Je is electron current density, e is electron charge, h is Planck constant, c is the 

speed of light,ε is energy and Ωd is the solid angle. Using continuity equations, the 

current density equation is obtained under assumption of constant
CVµ ,

CIµ and
IVµ values. 

)()0(int,,, wJJJJJJ npeeradegene ++−−=       (3.11, a) 

)()0(int,,, wJJJJJJ nphhradhgenh ++−−=       (3.11, b) 

Je and Jh are the current densities of electrons and holes at the emitter interfaces, 

respectively. Jp(0) and Jp(W) are the minority current densities of the emitters that are 
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ignored in this study. Jgen,e and Jgen,h correspond to the generated current densities of 

electrons and holes due to photon absorption respectively. Jrad,e and Jrad,h correspond to 

the radiative recombination current densities of electrons and holes respectively. Jint,e and 

Jint,h are electron/hole current densities of internal recombination that are the results of the 

reabsorption of some generated photons in a band other than the one in which they were 

generated. All these current densities are given as follows: 
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Me and Mh are defined as  

tot

ICCV

eM
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=                 (3.15) 

VIICCVtot αααα ++=                      (3.16) 

Fabs and Femi correspond to the spectral photon flux absorbed or emitted by the cell. 
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where X is the sun concentration ratio and O

S 267.0≈θ is the semi-angle with which the 

solar disk is seen from the Earth [29]. As seen from equations (3.14, a) and (3.14, b), Jint,e 
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and Jint,h are zero when there is no absorption overlap among three transitions. In order to 

obtain power conversion efficiency, Je and Jh current densities are equalized. The output 

voltage V is calculated as the quasi-Fermi level splitting of electrons and holes: 

CVCIIVeV µµµ =+=                      (3.19) 

The power conversion efficiency is calculated using the voltage and current density at the 

optimum operating point. 

According to the equation (3.20), the Voc increases resulting from the increase of Isc 

by utilizing the solar concentrator, therefore, the power conversion efficiency of cell is 

increased. 

)1ln( +=
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Fig. 3.25 shows the efficiencies of Si, GaAs and IBSC based on InAsN/GaAsSb with 

different solar concentration ratios. From equation (3.21), the PCE is almost linear 

depending on the concentration in logarithmic scale. There is no remarkable efficiency 

enhancement for IBSC as compared to single-junction cell under one sun. More 

concentrated sunlight, better efficiency improvement. Comparing single junction cell and 

IB cell, the PCE can increase by 10% under 1000 suns illumination. The cell temperature 

is maintained at 300K in the simulation. The increased temperature will degrade the solar 

cell performance.  
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Fig. 3.25 Efficiency comparison of Si, GaAs solar cells and IBSC  

 

The efficiency calculations of IBSC are performed under the assumption that PV 

cell is thick enough to assure full absorption of the photons with enough energy to induce 

any of the appropriate transitions. In practice, the cell thickness is usually around several 

microns according to the state-of-the-art thin film solar cell design and processing 

because the thick absorber can increase the production cost and also the internal 

recombination rate of photon-generated carriers. The cell efficiency as a function of the 

cell thickness is investigated. 
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Fig. 3.26 Overlapping absorption coefficients in IBSC 

 

The Fig. 3.26 is showing the absorption coefficient overlap for different transitions. 

Absorption coefficient aci, aiv, and acv are corresponding to the transition from CB to IB, 

from IB to VB and from CB to IB respectively [30]. All of them are assumed to be equal 

to 4×10
4
 cm

-1
 which is a typical value in GaAs. The overlap is defined by ELM-EH, and 

EHM-Eg. Reflective index of 3.5 is used for GaAs. Fig. 3.27 represents the limiting 

efficiency of an IBSC with optimum energy level separations as a function of absorption 

energy overlap. The maximum efficiency for a single junction cell is also shown for 

concentration ratios of 1, 1000 and 46050 suns. The correspondingly optimized cell 

thickness for maximizing efficiencies has been indicted in micrometers. Note that, the 

when the overlap increases, the efficiency is reduced significantly from its ideal value of 

62.9% (46050 suns) or 57.3% (1000 suns) for zero overlap to ~32.5% for a large overlap 

of 5 eV. It is found that when the overlap is increased, the optimum cell thickness is 

reduced and becomes almost a constant for a sufficiently large overlap. 
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Fig. 3.27 Efficiency of IBSC with optimum energy level separations at 1000 suns and 

46050 suns (EL = 0.77 eV, EH = 1.32 eV and Eg = 2.09 eV) as a function of absorption 

energy overlap 

0 2 4 6 8 10

30

35

40

45

50

 

 

E
ff

ic
ie

n
c

y
 (

%
)

Cell Thickness (µµµµm)

 Overlap=0.25eV

 Overlap=1.0eV

Fully concentrated sunlight

 

Fig. 3.28 Cell thickness dependent efficiency variation of IBSC based on InAsN/GaAsSb 

with varied absorption energy overlap 
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Fig. 3.28 shows the cell thickness dependent efficiency variation of IBSC based on 

InAsN/GaAsSb with varied absorption energy overlap. Given a certain cell thickness, the 

cell efficiency is considerably reduced by increasing the value of absorption energy 

overlap. Fig. 3.29 shows the cell thickness dependent efficiency variation of 

InAsN/GaAsSb IBSC with different concentration ratio. From this figure, one can notice 

that higher concentrated illumination gives higher power conversion efficiency. For fully 

concentrated illumination, it is interesting to see that the efficiency is not sensitive to the 

cell thickness once it surpasses a specific value of 0.8µm.  
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Fig. 3.29 Cell thickness dependent efficiency variation of IBSC based on InAsN/GaAsSb 

with varied concentration ratios 
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3.3 Design of intermediate band tandem solar cell 

The conventional tandem junction solar cell is a configuration of two or more 

subcells in series, connected by a tunnel junction. Each subcell is sensitive to a different 

part of the solar spectrum. The subcell with the largest bandgap is placed on top to absorb 

the highest-energy photons and allow lower-energy photons to pass through and be 

absorbed by underlying subcells. The theoretically predicted maximum efficiency, e. g. 

the “detailed balance” limit, is ~ 55% for the two-junction tandem and ~ 87% for ideal 

infinite-junction tandem as compared to ~ 41% for the single junction cell under the fully 

concentrated sunlight [31-32]. The conventional tandem junction cells are used for a 

variety of practical applications and currently the most efficient solar cells on the market. 

However, the lattice match between subcells and degenerated doping in tunnel junctions 

as low resistance interconnects are remaining the technical challenge.  

We report a novel type of the solar cell, which combined the benefits of the 

intermediate band concept and the tandem cell design. It is implemented on the basis of 

QDS and original layered structure envisioned by us. The novel device is referred as the 

intermediate-band tandem solar cell (IBTSC). It can substantially improve the solar cell 

power conversion efficiency and it is expected to perform better than the conventional 

intermediate band solar cell (IBSC) or two-gap tandem cell.  

To implement IBTSC, the material systems with the negligible valence band offsets 

are chosen. The schematic of the device structure of IBTSC is shown in Fig. 3.30. The 

QDS in intrinsic layer consists of two parts. The top part has the smaller quantum dots 

and the bottom part has the lager quantum dots (or nanoparticles). The spacer materials 

and thickness in the top and the bottom parts are same. No tunnel junctions are required 
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for the connection in this particular structure. In each part, by tuning the dot size and dot 

spacing, the first miniband is designed to be inside the potential well so that it can act as 

an intermediate band (IB). The second and higher-index minibands are designed to be at 

the edge of the conduction band (CB) of the spacer material to act as the conduction band. 

An appropriate delta doping in the two parts makes both IBs half-filled to ensure the 

optical transitions through IB.   
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Fig. 3.30 Schematic illustration of quantum dot superlattices based IBTSC 

 

Fig. 3.31 shows the energy band diagrams of IBTSC in the thermal equilibrium (a) 

and during the operation (b), respectively. In the thermal equilibrium (no sunlight 

illumination or applied bias), the Fermi level is a straight line throughout the whole 

device, which corresponds to the no-current flow condition. The bottom QDS has a 

shallow potential well as compared to the top QDS because of the lager dot sizes or 

different dot materials. Thus, there is a potential drop in the barrier layer between the two 
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QDS resulting from the IB alignment. Under sunlight illumination, the quasi-Fermi levels 

are separated by the population of photo-generated carriers. As a result, there are five 

available optical transitions for the photon absorption with different energies (Fig. 3.32). 

They are contributing to the short-circuit current. The open-circuit voltage, which is 

mainly determined by the band gap of barrier material, is maintained. This mechanism 

will help to harvest the low-energy photons, whose energies are even smaller than the 

lowest energy in conventional IBSC without degrading open-circuit voltage. 
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Fig. 3.31 Energy band diagrams of IBTSC without TJ in thermal equilibrium (a) and 

during operation (b). 
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Fig. 3.32 Energy separations and current flow in IBTSC  

E1+E2=E3+E4=E5; q IVIIIIIIVOCV µµµµµ +=+== ; J1=J2; J3=J4; JSC=J2+J4+J5 

 

Regarding the charge carrier transport (which defined the collection efficiency), the 

negligible valence band offset ensures that the holes transport freely in valence band and 

alignment of two high-index minibands (serving as the conduction band) by modulating 

the dot dimensions ensures the electrons transport freely in conduction band. Therefore, 

the efficiency of IBTSC is expected to be higher than that of IBSC. Note that this is not 

the four-band solar cell as proposed by Brown et al. [33], and there are no optical 

transitions between two IBs. The maximum efficiency of ~ 72% for the ideal four-band 

solar cell was reported by Green [34]. But the delta doping required in the four-band solar 

cell to make all the IBs half-filled would be extremely challenging technologically and 

the optical transitions between two IBs are considered to be extremely low. IBTSC can 

solve that problem by separating two IBs in top and bottom QDS and half-filling each IB. 

According to the detailed balance method, the theoretical upper bound efficiency of ~ 

70.2% for IBTSC is obtained which is comparable to that in four bands solar cell. 

We numerically simulated its operation and determined the upper bound efficiencies 

of ~ 70.2% which is much higher than that of the conventional IBSC (~ 63.2%) or 

conventional two-gap tandem cell (~ 55%) under fully concentrated light. The 
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efficiencies of IBTSC as a function of the energy level separation and chemical potential 

are listed in Table 3.3. Fig. 3.33 presents the maximum efficiency achievable with IBTSC 

structure vs the band-gap of the host matrix material under fully concentrated sunlight. 

The maximum efficiencies of two-gap tandem cell and IBSC are also shown as 

comparison. In this figure GaAs0.98Sb0.02 bandgap of 1.48eV is shown by dot dash line.  

 

Table 3.3 Efficiencies for varied energy separations and chemical potentials in IBTSC  
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Fig. 3.33 Efficiency comparison among two-gap tandem cell, IBSC and IBTSC under 

fully concentrated sunlight, GaAsSb bandgap of 1.48eV is shown by dot dash line. 

 

To physically implement IBTSC concept, we performed 3D analysis on an example 

of simple cubic QDS made of InAsN (quantum dots), InAsP (quantum dots) and GaAsSb 

(host matrix) materials system. InAs0.9N0.1, InAs0.49 P0.51 and GaAs0.98Sb0.02 have 

negligible valence band offsets and the conduction band offsets are 1.29eV and 0.57eV 

for InAsN/GaAsSb (top QDS) and InAsP/GaAsSb (bottom QDS) respectively [25]. The 

values for the electron effective masses 0

*
0354.0 mmInAsN = ,  0

*
0533.0 mmInAsP =  and 

0

* 066.0 mmGaAsSb =  (m0 is the electron rest mass) and other band parameters have been 

taken from Ref. [26]. Following the Lazarenkova and Balandin [12] semi-analytical 

approach, the electron dispersion in such structure is obtained by solving the Schrodinger 

equation. which gives the solution for 3D ordered QDS through the Kronig-Penny-type 

expression. The optimized dot sizes are 4.5 nm and 5.8 nm for InAsN and InAsP QDs 

respectively, and the dot spacing is 2nm for both subcells. The Fig. 3.34 shows the exact 

band diagram of the simple cubic QDS determined from the calculation of the energy 

separation and the bandwidth of the minibands following the semi-analytical approach. 

The dispersion is shown for the electron wave vector K along [[100]] 

quasi-crystallographic direction in the coordinate system formed by the quantum dots in 

QDS.  The minibands are labeled by a symbol T (B) which means top cell or bottom cell 

and the quantum numbers nx ny nz, which define the total energy of an electron as the sum 

of its component along three axes. The [[100]] direction is the most important one since it 

defines the charge carrier transport in the vertical direction to n and p type layers. One 

can see from Fig. 3.34 that the combined bands 211&112 are perfectly aligned and over 
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the barrier height VB by tuning the quantum dot sizes to ensure the good transport 

performance of the charge carriers. The bandwidth of band 111 is 0.03 eV for both top 

cell and bottom cell.  
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Fig. 3.34 Energy dispersion spectrum of the first three minibands in both top QDS 

(InAsN/GaAsSb) and bottom QDS (InAsP/GaAsSb). The energy is counted from the 

bottom of the potential well in top QDS. B1 and B2 are boundaries of quasi-Brillouni 

Zone for top QDS and bottom QDS respectively. VB is barrier height. T(B)111, T(B)112 

and T(B)211 denote the minibands 111, 112 and 211 in top (bottom) QDS respectively. 

 

In Fig. 3.35, we depict the real-space band diagram for our structure with the 

calculated energies and miniband widths. Herein, the minibands 111 in both cells act as 

IBs while the overlapping minibands 211 and 112 act as the bands analogous to CB from 

where the generated electrons are extracted as a current flow. The higher-index 
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minibands whose energies are higher than barrier potential are mutually overlapping or 

very close to each other and be considered as a quasi-continuum CB. The VB in our 

structure is the same as in bulk semiconductors owing to the negligible valence band 

offsets.  
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Fig. 3.35 Energy diagram of InAsN/InAsP/GaAsSb for implementation of IBTSC 

 

In Fig. 3.33, the ideal-cell maximum efficiency of IBTSC based on GaAs0.98Sb0.02 

system is ~ 64% based on the assumption that all the energy levels are in the optimum 

positions and can be tuned independently.  In practical, when implemented by QDS 

structure, the both energy levels and bandwidth are associated with QDS dimensions and 

deviated from optimum ones. In our particular design, with the dimensions of 4.5 nm 
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InAsN QDs, 5.8 nm InAsP QDs and 2 nm dot spacing, the maximum efficiency of 

61.05% is obtained with the following parameters: E1 = 0.22eV; E2 = 1.16eV; E3 = 0.58 

eV; E4 = 0.80 eV; E5 = 1.41 eV; �1 = �2 = 0.03 eV. The practical highest efficiency of 

conventional IBSC based on InAsN/GaAsSb is ~ 51% reported by the authors before [35]. 

Thus we demonstrate that the introduction of InAsP quantum dots layer to 

InAsN/GaAsSb based PV cell system can significantly increase the PV efficiency by 

10% theoretically.  

The introduction of tunnel junction between two subcells in IBTSC increases the 

power conversion efficiency further. In this design, the conduction bands of each subcell 

are not required to be aligned because the charge carriers can easily transport through 

tunnel junction. But, the quantum dot and the barrier material have to possess the 

negligible valence (conduction) band offsets in each subcell for the IB implementation. 

The barrier material of the bottom subcell can be selected different from that of the top 

subcell to ensure the wide spectrum absorption.  

Figs. 3.36 (a) and (b) are the energy band diagrams of the IBTSC with TJ in the thermal 

equilibrium and during the operation. In the thermal equilibrium, the Fermi level is a 

straight line throughout the whole device, which corresponds to the no-current flow 

condition. During the operation, the top subcell can absorb the photons with an appropriate 

energy by either the direct excitation from VB to CB or the two-step excitation (VB to IB 

followed by IB to CB). The photo-generated carriers can tunnel through to the bottom 

subcell and be excited to CB again by either direct the excitation or the two-step excitation. 

In this way, both the open-circuit voltage and the short-circuit current are improved. The 

same or higher efficiency as compared to the first IBTSC embodiment (without the tunnel 
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junction) can be expected in the configuration.  Fig. 3.37 shows the possible optical 

transitions of the charge carriers in IBTSC with TJ. The possible III-V materials 

combinations [25] are listed in Table 3.4 for embodiments of IBTSC with TJ. Note that 

each row of combinations in Table II is good for implementation of IBTSC without TJ. 
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Fig. 3.36 Band diagram of the IBTSC with TJ in the thermal equilibrium (a) and during the 

operation (b) 
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Fig. 3.37 Energy separation and current flow in IBTSC with tunnel junction 

E1+E2=E3; E4+E5=E6; J4=J5; J1=J2; J2+J3=J5+J6; JSC=J2+J3; VOC=µcv 

Table 3.4 III-V materials combinations for implementation of IBTSC with TJ 

Subcell Type Barrier Eg,barrier Quantum Dot 

InAs0.85Sb0.15 
Top Subcell AlAs0.56Sb0.44 1.93eV 

InP0.54Sb0.46 

InAs0.9N0.1 

InAs0.49P0.51 Bottom Subcell GaAs0.98Sb0.02 1.48eV 

InP0.82Sb0.18 

 

The difference of this design from IBTSC without TJ is that AlAs0.56Sb0.44 is selected 

for the barrier material in the top QDS instead of GaAs0.98Sb0.02, and InAs0.85Sb0.15 is 

selected for the quantum dot material in the top QDS instead of InAs0.9N0.1. The 

InAsSb/AlAsSb system has negligible valence band offsets, which is required for the IB 
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implementation. Two subcells are connected in series by the highly n (p)-type doped 

AlAsSb tunnel junction. The highly doped p-AlAsSb is used as an emitter in the top subcell. 

The obtained maximum efficiency of IBTSC with TJ is ~71% for the following 

combination of the band parameters: E1=0.18eV; E2=0.42eV; E3=0.60eV; E4=1.08eV; 

E5=1.62eV; E6=2.70eV; µcv=3.1eV; µcv1=0.552eV; µcv2=2.548eV. 

 

3.4 COMSOL simulation of conical dots superlattices 

COMSOL (FEMLAB) based on finite element method is applied to simulate 3D 

problems in QD solar cell. COMSOL multiphysics can solve coupled physics phenomena 

simultaneously, e.g. thermo-electrical coupling in solar cell when it is operated under 

concentrated sunlight. By solving Schrodinger equation and Poisson equation, one can 

get the electron wave functions for different energy states and potential profile. Based on 

them, energy dispersion, density of states, electrical conductivity, mobility, light 

absorption coefficient etc for this QDS layer could be calculated. Quantum dots may have 

many geometries including cylindrical, conical or pyramidal. Depending on the growth 

mechanisms of quantum dots, a 2D thin layer of material underneath quantum dots may 

or may not exist. In this part, I make the comparison of electron wavefunction ( )(r
�

ψ ) 

and electron density ( )()(* rr
��

ψψ ) in five-period quantum dot superlattices (QDS) 

structure with and without wetting layer. This work is focused on the physical properties 

in vertical direction since electron (hole) travel along this direction during solar cell 

operation. Fig. 3.38 is showing the schematic of InAs/GaAs quantum dot superlattices 

structure. The dots are separated far away from each other in X-Y plane, so there are no 

electron wavefunctions coupling. Coupling only takes place along the growth direction (z 
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direction). Technically, it is very difficult to make quantum dots well ordered in X-Y 

plane by self-assembly method. But, it is relatively easy to make them grow compactly 

and align along z direction because of the strain-driven growth. 

n+

p+

GaAs

InAs QD Wetting layer

n+

p+

GaAs

InAs QD Wetting layer

 

Fig. 3.38 Schematic of InAs/GaAs quantum dot superlattices solar cell 

 

The major parameters used in this simulation are listed below: 

Conical dot height: 4 nm;  

Dot base (diameter): 24 nm;  

Wetting layer thickness: 0.8 nm;  

Dot spacing (z direction): 2 nm;  

Effective mass (GaAs): 0.067 m0;  

Effective mass (InAs): 0.023 m0;  

Barrier height for electron: 0.697 eV; 

Dielectric constant (GaAs): 12.9;  

Dielectric constant (InAs): 15.15. 
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One band Schrodinger equation for electron can be expressed as: 

)()()()()
)(

1
(

2 *

2

rErrVr
rm

e

e

����
�

�
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where� is reduced Planck’s constant, )(* rme

�
, )(r

�
ψ , )(rVe

�
, and E are position dependent 

electron effective mass, electron envelop function, potential energy, and electron total 

energy. Since quantum dot is assumed to have perfect cylindrical symmetry, one can 

separate wavefunciton )(r
�

ψ  into 

)(),()( φχψ Φ= rzr
�

,                        (3.23) 

where φ is the azimuthal angel and ),( rzχ is an envelop function.. Then rewrite equation 

Y.1 in cylindrical coordinates as: 
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)exp()( φφ in=Φ ,                             (3.25) 

where n is an integer for Φ to be a single-valued function: )2()0( πΦ=Φ . Note that this is 

an instance of a Partial Differential Equation (PDE) on coefficient form,  

uduuuuc λβαγα α=∇⋅+++−∇−⋅∇ )( ,             (2.26) 

where the nonzero coefficients are 
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rme

1

2 *

2
�

−=β , 

1=αd and nE=λ .In this part, only n=0 case is considered since it is defining the 

electron/hole carrier transport direction. Detailed derivation is shown in reference [36].  
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3.4.1 QDS structure without wetting layer 

The first ten eigenvalues for electron energy (eV) calculated are 0.355, 0.365, 0.380, 

0.397, 0.412, 0.614, 0.626, 0.643, 0.665 0.685 eV respectively. Fig. 3.39, 3.40 show the 

envelop functions )(r
�

ψ  (left panel) and electron densities )()(* rr
��

ψψ for ground state 

and the first excited state respectively. For low energy levels (e.g. the ground state and 

the 1
st
 excited state), the electron is highly localized in the center of the quantum dot. The 

one dimensional electron envelop functions along z direction for ground state and the 

first excited state are shown in Fig. 3.41. 

  

Fig. 3.39 The ground state envelop function (left) and electron density (E = 0.355 eV) 

without wetting layer 
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Fig. 3.40 1
st
 excited state envelop function (left) and electron density (E = 0.365 eV) 

without wetting layer 
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Fig. 3.41 1D electron envelop wavefunction along z axis (x = y = 0) for the ground state 

(left) and the 1
st
 excited state without wetting layer 
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Fig. 3.42 5
th

 excited state electron density (left) and 1D electron wavefunctions along z 

axis in the center and corner of QD without wetting layer (x = y = 0 and x = 8 nm, y = 0) 

 

Fig. 3.42 shows the electron density for the 5
th

 excited state (left panel) and 1D electron 

envelop wavefunctions along z axis in the center (x = y = 0) and corner (x = 8 nm, y = 0) 

in the structure. For higher energy levels (e.g. the 5th excited state), electron has chance to 

travel to the quantum dot corner. But it is still localized inside the quantum dot. The 

magnitude of wavefunction at corner (x = 8 nm) is smaller than that in the center (x = 0). 

Fig. 3.43 shows the electron envelop function (left panel) and electron density for energy 

of 0.70 eV which is higher than the electron barrier height: 0.697 eV. With high electron 

energy above the barrier height, the electron can not be localized inside quantum dot any 

more, and it starts to travel to the barrier materials regime.  
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Fig. 3.43 Electron envelop function (left) and electron density with energy higher than 

barrier height (E = 0.70 eV) without wetting layer 

 

3.4.2 QDS structure with wetting layer 

The first ten eigenvalues for electron energy (eV) are calculated as: 0.319, 0.330, 

0.347, 0.366, 0.382, 0.554, 0.565, 0.580, 0.581, 0.591 eV. Compared to those without 

wetting layer, the corresponding energy value is smaller. That is because the introduction 

of wetting layer makes the quantum confinement effect in quantum dot weaker. Fig. 3.44 

is showing the electron envelop function and electron density for the ground state (0.319 

eV). The electron is highly localized inside the quantum dot which is same as that in 

QDS without wetting layer. Fig. 3.45 is showing an excited state electron density (left) 

and the 1D electron wavefunction in wetting layer (x = 25 nm) at 0.608 eV. With higher 



 86 

energy (e.g. 0.608eV), the electron is traveling to the corner of quantum dot and the 

wetting layer. 

 

 
 

Fig. 3.44 The ground state electron envelop function (left) and electron density with 

wetting layer (E = 0.319 eV) 

 

 

-20 -10 0 10 20 30
-4

-3

-2

-1

0

1

2

3

4

 
 

A
rb

it
ra

ry
 U

n
it

z (nm)

Electron wavefunction 

in wetting layer

E=0.608eV

x=25nm; y=0

 



 87 

Fig. 3.45 An excited state electron density (left) and 1D electron wavefunction in wetting 

layer (x = 25 nm) (E = 0.608 eV) 

 

3.4.3 PV efficiency calculation by COMSOL 

Based on the calculation method for eigenvalues of electron energy in QDS by 

COMSOL, QDS structure for solar cell application is simulated and upper-bound 

efficiency is obtained. Fig. 3.46 shows the mesh generated by COMSOL in QDS 

structure. The total thickness of absorber is 100 nm. The major parameters used in this 

simulation are listed below: Conical dot height: 4 nm; Dot base (diameter): 10 nm; Dot 

spacing (z direction): 2 nm; Effective mass of quantum dot (GaAs0.98Sb0.02): 0.066 m0; 

Effective mass (InAs0.9N0.1): 0.0354 m0; Barrier height for electron: 1.29 eV. 

 

Fig. 3.46 Mesh generated by COMSOL in QDS structure 
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The electron densities are shown in Fig. 3.47 (a) and (b) for ground state and the state 

(1.290138 eV) just above the barrier height, respectively. The electron is totally confined 

in the QDS regime at the ground state and starts traveling out of QDS regime at the 

energy state which is higher than the barrier height (1.29 eV).  

 

 
(a)                         (b) 

Fig. 3.47 Electron densities for ground state (a) and the state just above the barrier height 

(b) in QDS structure 

 

In Fig. 3.48, the energy separations and bandwidth of intermediate band are specified.  

The calculated power conversion efficiency is 51.21% under fully concentrated sunlight 

with Vm 1.39V, and Jm 2.7×10
3 

A/cm
2
 which is very close to the calculated efficiency of 

51.24% based on the semi-analytical approach. The efficiency is 33.46% under one sun 

illumination with Vm of 0.95 V and Jm of 56.6 mA/cm
2
. 
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Fig. 3.48 Energy diagram in InAs0.9N0.1/GaAs0.98Sb0.02 quantum dot supra-crystal along 

[[100]] quasi-crystallographic direction  
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CHAPTER 4 

TRANSPARENT GRAPHENE ELECTRODES FOR NEXT GENERATION 

LIGHT-WEIGHT SOLAR CELLS 

 

Current solar array technologies provide specific energies in the range of 20 - 40 

Watts/kg when the solar array deployment system and the solar array drive are 

considered. Future NASA deep-space exploration missions will require improvements in 

the photovoltaic efficiency of solar panels and power to weight ratio in order to reduce 

the spacecraft weight. Nano-structured semiconductors with excellent mechanical 

strength and light-weight are required to advance the current state of practice. 

Optically transparent is also important for solar cell electrodes to extract power out 

and allow sunlight go through as much as possible. These electrodes are usually made 

from indium tin oxide (ITO), because of its high conductivity and good light 

transmittance. The indium element is becoming scarce and expensive because of the great 

demand by optoelectronic applications such as liquid crystal display (LCD), 

light-emitting diode (LED) and solar cell etc. It is expected to be exhausted in next 

decade. One other major problem of ITO is the migration of indium and oxygen into the 

active region of optoelectronic device to degrade the device performance. This has made 

the search for novel transparent electrode materials with good stability, high transparency 

and excellent conductivity a crucial goal for optoelectronic researchers. 
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4.1 Fabrication and characterization of graphene electrodes 

A novel type of the transparent and light-weight electrodes can be made of single 

layer graphene (SLG), bi-layer graphene (BLG) or few-layer graphene (FLG) for solar 

cell applications and any other applications, which require transparent electrical 

conductors. The electrodes are expected to perform better in the solar cells than the 

conventional transparent conducting oxide (TCO) window electrodes. Graphene is a 

single layer of carbon atoms. It is extremely thin, i.e. only one atomic layer thick, 

optically transparent, chemically inert, thermally reliable and excellent conductor of 

electricity and heat. The extremely high thermal conductivity of graphene was reported 

by Dr. Balandin’s group [1-2]. Graphene is expected to be stable at very high temperature 

up to few thousand degrees Celsius and at the same time be as hard as diamond similar to 

a one dimensional carbon nanotube. The simulated current density endurance of graphene 

can be as high as ~ 10
12

 A/m
2
. It is extremely flexible, i.e. can be bent to different shapes, 

which is important for some specific electric connections. The uniqueness of graphene is 

that it is the only known strictly two-dimensional crystal. Graphene can be relatively 

easily integrated with other materials and devices structures due to its flat (planar) 

geometry and can form good Ohmic contacts.  

The electron mobility of graphene is extraordinary high with the experimentally 

determined values of 15000 cm
2
/Vs at room temperature (RT) and 10

6
 cm

2
/Vs at 

liquid-helium temperature [3]. These unique physical properties make this 

two-dimensional crystal ideally suitable for the optical window electrodes in 

optoelectronic devices. Narrow ribbons made of graphene preserve most of the transport 
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properties of graphene while also allow to open a band gap in this material, which 

changes its optical characteristics. 

The resistivity of conventional ITO is around 0.7 - 1 m�·cm, thus the sheet resistance 

is around 47 - 67 �/� for 150 nm ITO thin film which is the typical thickness in organic 

solar cell application [4]. At the same time, it is principally not possible to reduce the 

thickness of ITO to anything close to the atomic layer thickness of graphene. If one 

hypothetically reduced ITO thickness further down to 0.35 nm (the thickness of 

graphene), the sheet resistance would be around 20 - 30 k�/� which is comparable to the 

reported sheet resistance value of the worst quality graphene made from thermal reduced 

graphene oxide [5]. The resistance of the mechanically exfoliated or epitaxially grown 

graphene is always much lower that that of the chemically produced from graphene oxide. 

This demonstrates the graphene has the resistivity smaller than that of ITO while being 

much superior in terms of chemical and thermal stability over conventional ITO. 

Fig. 4.1 shows SLG, BLG and FLG mechanically exfoliated in our laboratory. The 

exact number of layers has been confirmed by the micro-Raman spectroscopy through the 

2D-band deconvolution method reported by Dr. Balandin’s group [6-9]. The accurate 

procedure for distinguishing the number of graphene layers on arbitrary substrates is done 

through the Raman spectrum features [8-9].  
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Fig. 4.1 Optical microscopy image of single layer, bilayer and few layer graphene 

Micro-Raman spectrums were measured at RT using Renishaw instrument under 488 

nm excitation wavelength in the backscattering configuration [7-9]. Fig. 4.2 shows 

characteristic Raman spectrum with clearly distinguishable G peak and 2D band. The 

position of G peak and shape of 2D band confirm that the examined flake is SLG. The 

disorder-induced D peak is absent in the scattering spectra from High Pressure High 

Temperature (HPHT) graphene (its expected position indicated by an arrow), which 

suggests a high quality of SLG material.  
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Figure 4.2 Raman spectra for identification of graphene and accurate counting of the 

number of atomic layers.  

On top of being the most light-weight, excellent electrical conductor and 

extraordinary heat conductor, graphene offers excellent transparency to the solar 

spectrum. The latter is the crucial requirement for window electrodes, i.e., transparent 

electrodes. We tested the graphene transparency by measuring the Raman spectra from 

the suspended SLG and comparing it with those from the calibration graphite samples. 

The exact procedure for the measurements is outlined in our publications [1-2]. We found 

that the transmittance of suspended SLG test sample for the visible light with the 

wavelength of 488 nm was ~ 95%. This compares well with the conventional ITO. At the 

same time, the amount of conventional ITO material, which needs to be used to provide 

electrical conductance, is much larger than that for the graphene electrodes. Our 

experimental values are in line with the recently reported transmittance data for 10 nm 

thick graphite layers [10]. It was reported in Ref. [10] that the transmittance through the 

graphite layer of 10-nm thickness (corresponding to ~ 28 layers of graphene) is about 

60%. The increase in the number of atomic layers (SLG � BLG � FLG) leads to some 

reduction of the optical transmittance but increased mechanical strength. Each specific 

design should use the optimum number of layers. 

    To test the electrical properties of graphene conductors, Graphene layers have been 

transferred to Si substrates with the electrically insulating oxide films of thickness W 

�0.3 µm grown on top of them. A set of SLG and BLG conductors contacted by platinum 

(Pt) electrodes have been fabricated using Leo XB1540 Focused Ion Beam (FIB) system. 

The absence of leakage current through the oxide layer was verified by applying very 
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high bias (up to ~20 V) between the top electrodes and back gate (metallization on the 

back side of the Si substrate) and ensuring the resulting current is negligibly small. The 

graphene conductors between two metal electrodes on insulating oxide layer, which can 

be considered as prototype graphene interconnects, have been electrically characterized 

in the temperature range T=300 – 500K. The temperature was controlled externally 

through the Signatone probe-station hot chuck. In Fig. 4.3 we present typical 

current-voltage (I-V) characteristics for SLG interconnect fabricated from Highly 

Ordered Pyrolytic Graphite (HOPG) material and BLG interconnect fabricated from 

HPHT material. Fig. 4.4 shows scanning electron microscopy (SEM) images of SLG 

conductor (a) and BLG conductor (b) between two Pt electrodes respectively. The 

electrical properties of interconnects made of HOPG and HPHT graphene were similar 

for the examined set of samples. As one can see the contacts are Ohmic and the current 

increases with increasing temperature. Such a behavior is characteristic for intrinsic 

semiconductors where the electrical conductivity σi obeys the following temperature 

dependence [11] σI ~ exp{-∆Ei/(2kBT)} (here ∆Ei is the band-gap and kB is the 

Boltzmann’s constant). The decreasing resistance of semiconductors with T is due to 

growing concentration of the thermally generated electron-hole pairs. It is influenced by 

the band-gap renormalization and carrier scattering on phonons as the temperature 

changes [11].  
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Figure 4.3 Current – voltage characteristics of graphene electrodes contacted by metal 

wires at different temperatures. The top panel shows the result for bi-layer graphene 

electrodes produced by HTHP method. The bottom panel shows the results for 
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single-layer graphene produced from HOPG graphite. The test results confirm that the 

contacts are Ohmic and that the resistance decreases with temperature. 

1 µm1 µm

 

5 µm5 µm

 

(a) (b) 

Fig. 4.4 Scanning Electron Microscopy images of (a) single layer graphene conductor and 

(b) bi-layer graphene conductor 

It is interesting to note that the measured trend in graphene is opposite of that in bulk 

semimetals of bismuth type (e.g. BixSb1-x, Bi-Ti, Bi-Sn) where resistivity ρ follows the 

law [12] ρ=ρo+AT (here A is a positive constant between (2.3 – 14) x 10-7 Ωcm/K). Such 

dependence for semimetals and metals is explained by the increasing electron – phonon 

scattering at elevated temperature [13]. In metals the number of charge carriers does not 

change with temperature but the interaction with phonons increases. The latter results in 

the temperature dependence of the type R=Ro[1+α(T-To)], where α  is the temperature 

coefficient of resistance. At low temperature resistance is limited by impurities, which 

leads to increasing mobility and decreasing resistance with T. The temperature 

dependence of resistance in bismuth near RT reverses when one makes a nanostructure 

out of it, e.g. nanowire, with the lateral dimensions below some critical value. In this case 

a semimetal – semiconductor transition is induced by quantum confinement, which 
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results in the experimentally observed change in the resistance temperature dependence 

[14].  

The solar concentrators are frequently used with photovoltaic devices to improve the 

energy conversion efficiency. So the typical operating temperature for concentrator 

photovoltaic cells (CPV) is 100 K – 200 K higher than room temperature. The theoretical 

efficiency of the crystalline silicon solar cells with the solar concentrator can increase 

from ~ 30% to approximately ~ 40% with concentrated sunlight. However the 

concentrated light can generate additional amount of heat that will degrade the device 

performance. This explains an additional benefit of having the top transparent electrode 

with the improved electrical conductivity at elevated temperatures for the PV cells with 

solar concentrators. Thus graphene transparent electrodes might be particular useful for 

PV cells and modules with the solar concentrators. Moreover, when the amount of heat 

dissipated in solar cells increases the thermal conductivity of the window electrodes is 

becoming another crucial parameter. The graphene transparent electrodes are unique in 

this sense as well.  

   Fig. 4.5 presents the electrical resistance for SLG and BLG interconnects as a 

function of temperature. The resistances were normalized to their values at RT for better 

comparison. The plot also shows a theoretical curve for the SLG conductor obtained from 

the model recently proposed by Vasko and Ryzhii [15] and re-normalized to RT value for 

better comparison. Our experimentally obtained dependence for SLG is in excellent 

agreement with the calculations. According to the theory proposed in Ref. [15] the 

decrease in resistance at RT and above comes from the thermal generation of carriers 

while the values and shape of the resistance curve are determined by electron and hole 
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scattering on the long and short range disorder and acoustic phonons. Cheianov and Falko 

[16] also predicted a negative linear T dependence of resistivity R(T) in graphene 

described by the expression R(T)=R(0)-(h/e
2
)(4TVo/hv

2
EFτο), where h is the Plank’s 

constant, e is the charge of an electron, EF is the Fermi energy, τo is a backscattering rate 

from atomically sharp defects in graphene lattice, which does not include Coulomb 

scatterers, v is the velocity, and Vo is a characteristic interaction constant [16]. For our 

samples we obtained the following linear analytical approximation for the 

high-temperature normalized resistance of SLG: R(T)/R(T=300K)=1.436 – 0.00147T. 

From the known characteristic velocity in graphene of VF~10
8
 cm/s and the 

experimentally determined temperature when the resistance quenching sets up (~300 – 

350K) we can estimate the correlation length for the disorder scattering in our graphene 

resistors [15], i.e., lc~VFh/(2πTkB), to be around 22 – 25 nm. The origin of the difference 

in the resistance temperature dependence for SLG and BLG requires further theoretical 

and experimental investigation. One should note here that the data in Ref. [15] was 

plotted for maximum R near the neutrality point while Ref. [16] considered the 

“heavily-doped” case. 
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Fig. 4.5 Normalized resistances of SLG and BLG resistors at high temperature 

 

It is illustrative to compare electrical resistance of graphene with that of bulk graphite 

and other carbon materials. It was known for a long time that single graphite crystals are 

good electrical conductors along the graphite planes and very poor ones across with the 

ratio of resistivities above ~104 [17]. There is substantial discrepancy for the reported 

temperature dependence of the electrical resistance in bulk graphite, which likely can be 

attributed to the variations in the material quality. From the data presented in Ref. [18-19], 

the resistance decreases with increasing temperature around RT although in one case the 

decrease in sub-linear while in another case it is superlinear. The high-temperature 

resistance decreases with temperature in the coke base carbon (T=300 – 800K) and 

graphitized lampblack base carbon (T=300 – 2000K) as summarized in Ref. [20] 

although the dependence is very different from what we have measured for graphene. In 
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some types of carbon, e.g. graphitized coke base carbon, the decreasing trend reverses to 

increasing resistivity around 400-500K [20].  

Researchers in Balandin’s group reported that the thermal conductivity of single layer 

graphene is in the range of 4800 – 5300 W/mK [1-2] at RT, which is around 4000 times 

larger than that of conventional ITO electrodes (~ 1.2 W/mK) [21]. It is also much larger 

than the thermal conductivity of diamond – the best bulk solid thermal conductor. The 

extremely high value of the thermal conductivity suggests that graphene can even 

outperform carbon nanotubes (CNTs) in heat conduction. In addition to transporting 

electrical current, the graphene electrodes can also serve as superb heat spreaders and 

remove the heat generated by high energy photons. The extremely high thermal 

conductivity of graphene window electrodes is extremely beneficial for the PV cells 

operated under the highly concentrated sunlight.  

 

4.2 COMSOL simulation of thermal electrical properties of graphene electrodes 

As the electronic industry aggressively moves towards nanometer designs thermal 

issues are becoming increasingly important for the high-end electronic chips. The 

integrated circuit (IC) performance is now limited by the maximum power, which can be 

dissipated without exceeding the maximum junction temperature setup by the reliability 

requirements [22-24]. According to the International Technology Roadmap for 

Semiconductors (ITRS) projections the volumetric heat generation rates within 

interconnects will be approaching P=j
2ρ ~3.3 x 10

7
 W/cm

3
 assuming a current density 

j=3.9x10
6 

A/cm
2
 and a resistivity ρ=2.2 µΩcm. The self-heating problem is aggravated 

by the increased integration densities, faster clock speed, high dissipation power density, 



 105 

increased total thermal boundary resistance of the chip layers, incorporation of the 

alternative dielectric materials with low thermal conductivity values as well as acoustic 

phonon confinement effects in nanometer scale structures [25-27]. 

Concentrated Photovoltaic (CPV) cells have been demonstrated to possess higher PV 

efficiency than those under one sun illumination. But severe self-heating problem is 

caused by the highly concentrated sunlight. One of the approaches to mitigate the 

problem is to incorporate into the solar cell design the materials with low electrical 

resistance and high thermal conductivity for electrodes. Graphene, a single layer of 

carbon atoms arranged in a hexagonal sp
2
 lattice, was proposed for the transparent 

electrodes [28-29] as well as interconnect applications [30-35]. It manifests extremely 

high room temperature (RT) electron mobility as high as ~15000 cm2V-1s-1. Graphene 

also has very low resistivity that can reach a value of ~10
-6

 Ohm-cm [36-37]. This value 

is comparable to that of silver, if not less. The resistivity of graphene is approximately 

twice less than the resistivity of copper, the most widely used material for interconnection 

metal wires. It was also recently discovered that the thermal conductivity of single layer 

graphene is very large and reaches the values of 3080 – 5300 Wm
-1

K
-1

 [1-2]. Such 

thermal conductivity is substantially higher than the thermal conductivity of copper, 

which is 400 Wm-1K-1. It adds validity to the proposed interconnect applications of 

graphene owing to potential benefit for thermal management. In this case, graphene 

interconnects may be used for high-heat flux cooling and help with lateral heat spreading 

and hot-spot removal. The very low resistivity of graphene, coupled with its very high 

thermal conductivity, can be the core of new interconnect technologies, where graphene 

ribbons-planes are used as components of interconnect lines. The interconnect lines, 
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made of graphene, can provide with shorter signal propagation times and, meanwhile, 

efficiently remove heat from devices.  

Investigation of thermal and electrical properties of graphene ribbons is essential for 

advanced interconnect engineering. The electrical current passing through the graphene 

ribbon generates heat by Ohmic heating, which leads to the increasing temperature of the 

ribbon. At the same time, the rising temperature can alter the intrinsic electric 

conductivity of the ribbon. Thus the thermal and electrical properties of the graphene 

ribbon are functionally dependent. In this work we studied effects of Ohmic heating to 

see how the maximum temperature and resistance of the graphene ribbon can be modified 

by changing current densities and dimensions of the ribbon.  

The design of graphene-based interconnect networks can definitely benefit from 

preliminary simulation studies in which some of basic current propagation phenomena 

are modeled. In this work we looked into in-plane direct current propagation through a 

single-layered graphene ribbon. 

COMSOL Multiphysics software package [38] is used to simulate the direct current 

(DC) propagation in the graphene ribbon. The essence of the COMSOL package is that it 

applied a finite element analysis method to solve partial differential equations in closed 

structures. User of the software creates a model of an object with specific geometry, 

internal parameters and boundary conditions. COMSOL divides the modeled object into a 

set of components and solves the differential equation within each component through 

linearization. Specific physics phenomena is described and defined through specific 

software modules. The variables that correspond to the physics laws, characteristic to 

specific modules, can be functionally dependent one on another, thus different modules 
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can be mathematically linked. In our case we utilize physics equations described through 

two modules: Heat Transfer by Conduction and DC Conductive Media.  

The graphene ribbon is simulated as a three-dimensional parallelepiped object with 

finite dimensions. In this simple object the current flows in one direction from one side to 

another, and those sides are thermally connected to heat sinks. The constant thickness of 

the ribbon is assigned to be 0.35 nm. While the geometry is essentially three-dimensional, 

it is assumed that the heat propagates isotropically in two dimensions, in plane parallel to 

the largest surfaces of the 3-D object. The direct current is flowing through the ribbon, 

also, parallel to the largest surfaces of the parallelepiped, but just in one direction from 

one short side to another. Fig. 4.6 shows the ribbon seen from top. L and W indicate the 

length and the width of the ribbon which has a rectangular shape, if seen from top. The 

surfaces are conventionally indexed as 1, 2, 3, and 4. The inward direct current I is shown 

as a plurality of right-to-left arrows directed toward the side 3. 

 

Fig. 4.6 Geometry of the modeled graphene ribbon, viewed from top, with shown 

direction of the inward current. 

 

The direct current conduction in graphene ribbon is described by Ohm’s law as 
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,0)( =−∇⋅∇− eJVd σ          (4.1) 

where d = 0.35 nm is the thickness of the ribbon, �[S/m] is the electric conductivity, V [V] 

is the potential along the ribbon, and J
e
 [A/m

2
] is the external current density. The electric 

field is tangential to the xy-plane, the electric potential varies in the x and y directions and 

is constant in the z direction. 

For simplicity, to define a one-directional current flow, the boundary conditions are 

set in a way that the surfaces 2 and 4 are electrically insulated: 

,0=⋅ Jn           (4.2) 

the surface 1 is grounded to V = 0, and an inward current flow goes through the surface 3: 

,nJJn =⋅−           (4.3) 

where Jn [A/m
2
] is the normal current density and n is the unit vector normal to a surface 

under consideration.   

 The heat conduction by diffusion in the ribbon is expressed using Fourier’s law 

,)( QTk =∇⋅∇−              (4.4) 

where Q [W/m3] is the heat source, T [K] is the temperature along the ribbon, and k 

[Wm
-1

K
-1

] is the thermal conductivity of graphene. Boundaries are set as the surfaces 2 

and 3 are thermally insulated: 

,0)( =∇⋅ Tkn           (4.5) 

and the surfaces 1 and 3 are kept at the constant temperature of the heat sinks T0 = 300 K. 

The direct current creates a heat source Q in the ribbon. Thus, by changing the normal 

current density and the thermal conductivity, one can obtain simulated results for 

electrical and thermal components of the model. 
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We looked at different parameters that might be affected by the direct current and 

consequential Ohmic heating in the ribbon. Through all simulation runs the electric 

conductivity of single-layer graphene was assumed to be temperature dependent: 

,
)(1 0

0

TTd −+
=

σ
σ          (4.6) 

where T0 = 300 K, �0 = 8.35 x 105 S/m, and d = -0.00147 K-1. The parameters 0 and 

d were calculated from fitting the experimental data of resistances of single-layered 

graphene resistors. That experiment was studying a temperature dependent modification 

of the resistances when the temperature of the resistor varied from 300 K to 500 K [39]. 

 The thermal conductivity of single-layer graphene was measured to be approximately 

within the range of 3080 – 5300 Wm
-1

K
-1

 [1-2]. In that experiment the rectangular 5 x 23 

	m graphene flake was used, and it was assumed, for simplicity, that the thermal 

conductivity is independent of the temperature and lateral dimensions of the flake. 

Recently it was theoretically shown that the expected value of the thermal conductivity of 

single-layer graphene is affected by temperature and dimensions of the flake [40]. For 

simulation studies of direct current propagation in graphene we chose two values of the 

thermal conductivity, 3500 Wm
-1

K
-1

 and 5000 Wm
-1

K
-1

, since they are well within the 

experimental range. We, first, fixed the dimensions of the graphene ribbon and set the 

length and the width to be L = 5 	m and W = 1 	m, respectively. According to the theory 

[40], we corrected the thermal conductivity of graphene for the temperature and width 

dependence as 

,
0

0

0
F

F

T

T
kk =             (4.7) 
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where k is the corrected value of the thermal conductivity, k0 is the uncorrected 

(“experimental reference”) value of the thermal conductivity, which equals to either 3500 

Wm-1K-1 or 5000 Wm-1K-1, T is the actual temperature at a particular point on the flake, 

and T0 is the average temperature of the 5 x 23 	m rectangular ribbon, which was used 

when the thermal conductivity was measured experimentally [1-2]. The correction factors 

F0 and F are 
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where kB is the Boltzmann constant, �  is the Planck constant, and 
0

minω  and minω  

are the minimum cut-off phonon frequencies [40]. 

 The minimum cut-off phonon frequency depends on the temperature and the width of 

the ribbon, and it can be expressed as 

,
0

max

0

0

min
dTk

Mvv

B

ω

γ
ω =        (4.10) 

and 

,max

min
dTk

Mvv

B

ω

γ
ω =        (4.11) 
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where d is the actual studied width and d0 = 5 	m is the width of the graphene rectangular 

flake during the experiment. Note that in the equations (4.10) and (4.11) v is the average 

phonon velocity, γ is the Gruneisen parameter, M = 3.986 x 10
-26

 kg is the mass of a 

graphene unit cell, and maxω  is the maximum cut-off phonon frequency. 

 Computing 
0

minω  and minω  can be simplified under an assumption that the 

cut-off frequency is approximately the same for both transverse and longitudinal phonon 

branches, thus only longitudinal branch numeric parameters for v, γ  and maxω  can 

be used. Those values are v = 21.3 km/s, γ = 1.8 and maxω  = 238.5 THz [40]. Then, we 

can write 

,
1433

00

0

min
Td

=ω          (4.12) 

and 

.
1433

min
dT

=ω          (4.13) 

In both (12) and (13) the frequency, the width and the temperature are expressed in THz, 

microns and Kelvins, correspondingly.   

 For every simulation run we corrected the original value of the thermal conductivity, 

3500 Wm
-1

K
-1

 or 5000 Wm
-1

K
-1

, to account for its temperature dependence and 

dependence on the width of the ribbon. The average temperature T0 was found to be 403 

K and 372 K for the width d0 = 5 	m and for the thermal conductivities 3500 Wm
-1

K
-1

 

and 5000 Wm
-1

K
-1

, respectively [41].  



 112 

 Fig. 4.7 and Fig. 4.8 present the results of the simulated electric conductivity and 

temperature along the length of the ribbon. The current density is assigned to be constant 

and equal to Jn = 1.5 x 1011 A/m2. It is seen that the passing current causes heating in the 

ribbon. Subsequently, the heating affects the electric conductivity of the ribbon. The 

temperature of the ribbon has the maximum in the middle of the ribbon, which is 

reasonable, since surfaces 1 and 3 are connected to the heat sinks. The maximum 

temperature of the ribbon is approximately 339 K and is 13 % higher compared to the 

temperatures of the heat sinks (T0 = 300 K). The electric conductivities at the heat sinks 

and in the middle of the ribbon are approximately 8.35 x 10
5
 S/m and 8.86 x 10

5
 S/m, 

correspondingly. The electric conductivity in the middle of the ribbon is 6.1 % larger 

compared to the electric conductivity at the heat sinks. 
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Fig. 4.7 Electric conductivity of the graphene ribbon along the length. The thermal 

conductivity k0 is equal to 5000 Wm-1K-1 and the current density is equal to 1.5 x 1011 

A/m2. 

 

 

Fig. 4.8 Temperature of the graphene ribbon along the length. The thermal conductivity 

k0 is equal to 5000 Wm
-1

K
-1

 and the current density is equal to 1.5 x 10
11

 A/m
2
. 

 

We also looked at how the current density affects the temperature and the resistance of 

the ribbon. Fig. 4.9 shows the maximum temperature (in the middle of the ribbon) as a 

function of the current density. Fig. 4.10 shows the resistance of the ribbon, also, as a 

function of the current density. The minimum value of the current density was set to 1.0 x 

10
11

 A/m
2
. We used 11.0 x 10

11
 A/m

2
 as the maximum value for the current density. As it 

is seen from the plots, the thermal conductivity does not affect either the maximum 

temperature or the resistance as strong as the current density does; the graphs, 

corresponding to the uncorrected thermal conductivity values of 3500 Wm-1K-1 and 5000 

Wm
-1

K
-1

 are fairly close. The current density has a profound effect on both the maximum 

temperature and the resistance. For example, for k0 = 3500 Wm
-1

K
-1

 the temperature is 
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nearly triples by increasing approximately from 325 K to 880 K when the current density 

increases from 1.0 x 1011 A/m2 to 11.0 x 1011 A/m2. Contrary to the temperature, for the 

same range of the current density the resistance drops. For k0 = 3500 Wm-1K-1 the 

resistance decreases by approximately a factor of three from 16.8 kOhm to 6.3 kOhm. 
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Fig. 4.9 Maximum temperature in the middle of the graphene ribbon as a function of the 

current density 
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Fig. 4.10 Resistance of the graphene ribbon as a function of the current density 

The breakdown current density of ~20 nm wide graphene ribbons was measured to be 

on the order of ~10
12

 A/m
2 

[14]. If the 5 	m wide graphene ribbon breaks down at the 

same current density, the maximum temperature does not exceed 900 K even at the 

breakdown point. This maximum temperature is well below of the breakdown 

temperature of carbon nanofiber. That temperature was measured to be 1260 K for ~5 	m 

wide nanofiber, which breaks when the current density equals ~10
10

 A/m
2
 [42]. 

 We decided to investigate how the shape of the ribbon, together with the current 

density, affects the maximum temperature and the resistance of the ribbon. Particularly, it 

was interesting to see how the temperature and the resistance are modified with the 

changing ratio L/W. For those simulation runs the width of the ribbon was fixed to 5 	m 

and the uncorrected thermal conductivity of single-layer graphene was fixed to 5000 

Wm
-1

K
-1

. Three values of the current density were studied: 1 x 10
11

 A/m
2
, 2 x 10

11
 A/m

2
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and 3 x 10
11

 A/m
2
. Fig. 4.11 and Fig. 4.12 show the simulated maximum temperature and 

resistance of the graphene ribbon as functions of the length of the ribbon. The length 

increases from 5 	m to 20 	m. Higher current density results in higher temperature and 

lower resistance. The difference between maximum temperatures increases, as the ribbon 

becomes longer. For the 5 x 5 	m square ribbon, the maximum temperature 

corresponding to the 3 x 10
11

 A/m
2
 current density is 35 % higher compared to the 

maximum temperature corresponding to the 1 x 10
11

 A/m
2
. When the length reaches 20 

	m, the maximum temperature with the 3 x 10
11

 A/m
2
 current density is 80 % higher 

compared to the maximum temperature with current density of 1 x 10
11

 A/m
2
. As the 

length of the ribbon increases, the temperature increases faster with a higher current 

density. When the length of the ribbon changes from 5 	m to 20 	m and the current 

density is 1 x 10
11

 A/m
2
, the temperature increases by 45%. For the 3 x 10

11
 A/m

2
 current 

density and the same change of the length, the temperature doubles.  
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Fig. 4.11 Maximum temperature in the middle of the graphene ribbon as a function of the 

length of the ribbon. The thermal conductivity k0 is equal to 5000 Wm-1K-1. 

 

As for the resistance, it is approximately 3.2 kOhm for the all chosen current densities 

at L = 5 	m. When the current density is 3 x 10
11

 A/m
2
, the resistance increases by 55% 

and tends to saturate when the length reaches 20 	m. For the 1 x 10
11

 A/m
2
 current 

density, when the length is 20 	m, the resistance is 3.4 times higher compared to the 

resistance at L = 5 	m, but, as it is seen from the plot, the resistance likely saturates at 

longer lengths.  

4 6 8 10 12 14 16 18 20 22

4

6

8

10

12

 

 

R
e

s
is

ta
n

c
e

 (
k

Ω
)

Length of Graphene Ribbon (µm)

Current Density, J

1X10
11

 A/m
2

2X10
11

 A/m
2

3X10
11

 A/m
2

 

Fig. 4.12 Resistance of the graphene ribbon as a function of the length of the ribbon. The 

thermal conductivity k0 is equal to 5000 Wm
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    To summarize, electrical resistance of graphene, which is a semi-metal with zero 

band-gap [43], undergoes strong quenching as the temperature exceeds RT. Interestingly, 

this behavior is opposite of that manifested by some technologically important bulk 

semimetals such as bismuth telluride or related alloys widely used in thermoelectrics [12]. 

We have produced a large number of graphene layers by mechanical exfoliation from the 

bulk highly oriented pyrolitic graphite (HOPG) and from the high-pressure 

high-temperature (HPHT) grown material [44]. The single-layer graphene (SLG) and 

bi-layer graphene (BLG) were found with the help of micro-Raman spectroscopy through 

the 2D-band deconvolution procedure [7-9, 45]. We experimentally investigated the 

high-temperature electrical resistance of graphene single and bi-layer conductors.  It was 

found that as the temperature increases from 300 to 500K the resistance of the single- and 

bi-layer graphene interconnects drops substantially. In this sense, despite being semimetal 

with zero-band gap, graphene resistors behave more like intrinsic semiconductors. The 

high-temperature normalized resistance of SLG resistor can be approximated as 

R(T)/R(T=300K)=1.436 – 0.00147T. The observed resistance quenching in graphene 

resistors may have important implications for the proposed applications in interconnects 

and thermal management. The resistance quenching in the relevant temperature rage 

(100-200K above RT) by 30-70% may lead to significant reduction in power dissipation.   

 

Using COMSOL finite element analysis software, we were able to simulate direct 

current propagation in a single-layer graphene ribbon. Such studies are essential for 

design of graphene-based thermal and electrical interconnect networks. The electric 

conductivity in the graphene ribbon is affected by Ohmic heating. Both the maximum 
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temperature and the resistance of the graphene ribbon, when modified by a changing 

current density, weakly depend on graphene thermal conductivity, for its experimentally 

reported range of values. When the width and the length of the graphene ribbon are 

comparable, the resistance weakly depends on the current density. The resistance of the 

ribbon tends to saturate with the increasing current density and length of the ribbon. 
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CHAPTER 5 CONCULSIONS 

 

Intermediate band solar cells with the efficiency exceeding Shockley- Queisser limit 

for a single junction cell have attracted significant attentions recently. Three-dimensional 

regimented array of semiconductor quantum dots, e.g. quantum dot crystal has been 

shown to be capable of implementing the concept of intermediate band solar cells. The 

strong electron wave function overlap resulting in miniband formation allows one to tune 

the band structure and enhance the light absorption and carrier transport. A first 

principles model is used to calculate the electrical properties including carrier energy 

dispersion, electrical conductivity, carrier density of states etc for InAs based quantum 

dots in GaAs based host material. By changing the size of quantum dots, inter-dot 

distances, barrier height, regimentation and doping level, one can tune the electric 

conductivity in this artificial quantum dot crystal over a wide range of values to optimize 

the carrier transport. Meanwhile, miniband separations and miniband bandwidth can also 

be engineered to optimize the photon absorption process. Detailed balance principle is 

used to calculate the power conversion efficiency of intermediate band solar cells. It is 

shown that in InAsN/GaAsSb material system one can achieve a maximum efficiency 

about 50% under fully concentrated sunlight. This efficiency is also confirmed by a three 

dimensional simulation by COMSOL for conical quantum dots.   

A novel configuration of intermediate-band tandem solar cell is proposed. The light 

absorption and carrier transport in the structure are optimized in a way, which is different 

from either the conventional intermediate band solar cells or conventional tandem solar 

cell designs. The physical implementation of the design requires material systems with 
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the negligible valence band offsets and two types of the quantum dot superlattices to 

form the top and bottom subcells. In each subcell, the first electron mini-band is designed 

to be inside the potential well to act as an intermediate band, and the second or higher 

order mini-bands are designed to be at the edge of the conduction band of the spacer 

semiconductor to act as the conduction band. The maximum efficiency of ~ 61% is 

obtained which is much higher than that of conventional IBSC or two-gap tandem cell. 

Graphene as an emerging alternative for transparent electrode in photovoltaic 

applications has been investigated. Single and bi-layer graphene were produced by 

mechanical exfoliation method from highly ordered pyrolytic graphite and high 

temperature high pressure graphite. Micro-Raman spectrum is used to identify the 

number of atomic layers. It is found that as temperature increases from 300 to 500K the 

resistance of the single- and bi-layer graphene electrodes drops down by 30% and 70%, 

respectively. The quenching and temperature dependence of the resistance are explained 

by the thermal generation of the electron-hole pairs and carrier scattering by acoustic 

phonons. The electric current propagation and effects of Ohmic heating in single-layer 

graphene ribbons were simulated by COMSOL. The maximum temperatures and 

resistances of graphene ribbons were studied as functions of graphene’s thermal 

conductivity, electric current density and the geometry of the ribbons. Both the maximum 

temperature and the resistance of the graphene ribbon, when modified by a changing 

current density, weakly depend on graphene thermal conductivity for its experimentally 

reported range of values. The resistance of the ribbon tends to saturate with the 

increasing current density and length of the ribbon. The unique optical, electrical and 
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thermal properties of graphene make it a promising material for transparent electrical 

conductor, heat spreader as well as interconnect material for integrated circuits.  


