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Optimizing Feature Complementarity by Evolution Strategy:
Application to Automatic Speaker Verification

C. Charbuillet, B. Gas, M. Chetouani, J.L. Zarader,
Université Pierre et Marie Curie-Paris6, UMR 7222 CNRS, Institut des Systèmes Intelligents et Robotique (ISIR), Ivry sur Seine, F-94200

France

Abstract

Conventional automatic speaker verification systems are based on cepstral features like Mel-scale Frequency Cepstrum
Coefficient (MFCC), or Linear Predictive Cepstrum Coefficient (LPCC). Recent published works showed that the use
of complementary features can significantly improve the system performances. In this paper, we propose to use an
evolution strategy to optimize the complementarity of two filter bank based feature extractors. Experiments we made
with a state of the art speaker verification system show that significant improvement can be obtained. Compared to
the standard MFCC, an Equal Error Rate (EER) improvement of 11.48% and 21,56% was obtained on the 2005 Nist
SRE and Ntimit databases, respectively. Furthermore, the obtained filter banks picture out the importance of some
specific spectral information for automatic speaker verification.
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1. Introduction

Automatic speaker verification (ASV) is now
extended across several domains. Applications
include security access control, telephone bank-
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mohamed.chetouani@upmc.fr (M. Chetouani),
jean-luc.zarader@upmc.fr (J.L. Zarader).

ing transactions, surveillance, audio-indexing and
forensic speaker recognition. The front-end of
state of the art speaker verification systems is
based on the estimation of the spectral envelope
of the short term signal, e.g. Mel-scale Frequency
Cepstrum Coefficient (MFCC), or Linear Pre-
dictive Cepstrum Coefficient (LPCC) (Reynolds,
2002). However, these methods were initially de-
signed for speech recognition and, consequently,
they are not the most suitable for speaker recogni-
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tion tasks. To improve ASV performances, several
approaches have been proposed to optimize the
feature extractor for a specific task (Katagiri et al.,
1998). These methods consist of simultaneously
learning the parameters of both the feature ex-
tractor and the classifier (Chetouani et al., 2005).
These procedures are based on the optimization
of a criterion, which can be the Maximization of
the Mutual Information (MMI) (Torkkola, 2003)
or the Minimization of the Classification Error
(Miyajima et al., 2001).

In this paper we propose to use an Evolution
Strategy (ES) to design a feature extraction system
adapted to the speaker verification task.

Recent progress in speaker verification has cre-
ated interest in new and challenging tasks. To in-
crease utility in forensic application, the Nist 2004,
2005 and 2006 speaker recognition evaluations
have added cross-channel and cross-language
tasks (Przybocki et al., 2006). Research has been
supported by the creation of the Mixer and Read-
ing Corpora by the Linguistic Data Consortium
(Cieri et al., 2006). Most of the systems used for
these evaluations are based on the state of the art
cepstral Gaussian Mixture Model using a Univer-
sal Background Model (GMM-UBM) system. Re-
cent improvements were obtained by the means
of three different classification approaches: dis-
criminative techniques based on support vector
machines (SVM) (Campbell et al., 2004), channel
compensation in model space (Yin et al., 2006), and
integration of high level information (Reynolds
et al., 2003). Feature transformation techniques
were also well exploited to remove cross-channel
effects. These include well-known and widely
used blind transformation such as cepstral mean
subtraction, RASTA filtering, spectral subtraction
and feature warping (Pelecanos and Sridharan,
2001). More recently, model based feature trans-
formations were proposed by Reynolds et al.
(2003) and by Vair et al. (2006) with feature map-
ping and channel factor based feature transform
approaches, respectively.
Feature extraction still remains widely based on
the estimation of the cepstral envelope of the short
term signal. Feature extraction methods described
in the Nist literature are MFCC (Mel Frequency
Cepstrum Coefficient), LPCC (Linear Predictive
Cepstrum Coefficient) and PLP (Perceptual Lin-
ear Predictive). However, it should be noted that

Figure 1. Complementary feature extraction optimization

MFCC is the most used method of feature extrac-
tion.

Currently we have an alternative and increas-
ingly used approach which consists of fusing
heterogeneous systems. These approaches can
be classified into two categories: fusion of sys-
tems using different classifiers (Farrell et al., 1998)
and fusion of systems based upon different fea-
tures. Our study deals with the second principle.
Complementarity of the LPCC and MFCC were
pointed out by Zhiyou et al. (2003) and later on
by Campbell et al. (2007). Poh Hoon Thian et al.
(2004) showed that significant improvements can
be obtained by combining Linear Frequency Cep-
stral Coefficient (LFCC) with spectral subband
centroid features.

In this article, we propose to use an evolution
strategy to optimize the complementarity of fea-
ture extractors. This approach is illustrated by
Fig. 1. The main contributions of our work are the
following:

– we propose an algorithm that optimizes the fea-
ture extraction complementarity of two speaker
verification systems,

– we applied this algorithm to the optimization
of the filter banks of cepstral feature extrac-
tors. Experiments we made using different op-
timization conditions show the existence of a
unique solution. This allows us to depict the
importance of specific spectral information for
speaker verification,

– the obtained feature extraction system can be
easily integrated on a state of the art speaker
verification system by an appropriate tuning of
the LFCC feature extractor.
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This article is structured as follows: a descrip-
tion of the proposed algorithm is given in section
2. Section 3 presents the experiments we made and
the obtained results. The conclusion and the per-
spectives of this study are given in section 4.

2. Proposed algorithm

Evolutionary Algorithms (EAs) are nature-
inspired optimization methods. The basic idea is
that of ”natural selection”, i.e. the principle of ”the
survival of the fittest”. This class of algorithms has
been successfully applied to the speech process-
ing domain, in particular with the use of Genetic
algorithm (GA). Chin-Teng et al. (2000) proposed
to use GA to the feature transformation prob-
lem for speech recognition and Zamalloa et al.
(2006) worked on a GA based feature selection
for speaker recognition. In the later study, a GA is
used to select the most important characteristics
of the cepstral feature vector to reduce the system
complexity.

In this paper, we propose an Evolution Strategy
(ES) (Beyer and Schwefel, 2002) that optimizes
the complementarity of two feature extractors. We
present an application to the optimization of the
filter bank of two cepstral feature extractors.

This section is organized as follow: first the op-
timization criterion we used is presented in sec-
tion 2.1. Then, the ES used to minimize the pre-
sented criterion is described in section 2.2. Finally,
the proposed algorithm is discussed and the re-
lated works are presented in section 2.3 .

2.1. Optimization criterion

The principle of our approach is to fuse two
speaker verification systems based on complemen-
tary feature extractors. The fusion we used is a
weighted sum between two GMM based speaker
verification systems. This fusion is given by:

L f = αL1 + (1 − α)L2 (1)

where L1 and L2 are respectively the log likelihood
(LLK) produced by the two GMM systems to fuse,
L f is the resulting LLK and α ∈ [0; 1] is the fusion
weight.

The performance measure we used is the Equal
Error Rate (see section 3.2.3). In the rest of this
paper, the EER obtained by the evaluation of the
system S on the database B will be given by:

EERB[S] (2)

In a generic way, the optimal fusion of the two
systems S1 and S2 on a database B can be repre-
sented by:

S f = S1 ⊕
B S2 (3)

where S f is the system resulting of the optimal fu-
sion of the system S1 and S2 and B is the database
used for the fusion tuning. In our case, the es-
timation of the weight α is made to minimize
EERB[S f ]. This is done by testing all α values in
[0; 1] with a step of 0.001.

Let S(C1) and S(C2) be two speaker verification
systems based on the feature extractors C1 and C2.
The aim of our algorithm is to find C1 and C2
which minimize the Feature Complementary Cri-
terion (FC-Criterion) defined by:

EERBV [S(C1) ⊕
BC S(C2)] (4)

whereBV is a validation database andBC is a cross
validation one. These two databases must be in-
dependent to represent real word application. The
next subsection describes the algorithm we used
to minimize this criterion.

2.2. Evolution strategy for complementary
optimization

Our method is based on the evolution of two
populations (P1 and P2) of feature extractors un-
der a mutation, evaluation and selection loop. This
method is described by Algorithm 1.

2.2.1. Population definition
Each individual of the populations represents

a linear filter bank, defined by its minimum and
maximum frequencies:

a =

{
y = {Fmin,Fmax} ∈ R

2

F ∈ R
(5)

where a represents an individual, Fmin and Fmax
are the minimum and maximum frequencies of the
filter bank and F represents the fitness. The two
populations of filter banks are defined by:
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Algorithm 1 Evolution strategy for complemen-
tary optimization

1: t := 0
2: initialize(Pt=0

1 )
3: initialize(Pt=0

2 )
4: while stop criterion do
5: P̃1

t
:= mutation(Pt

1)

6: P̃2
t

:= mutation(Pt
2)

7: {P̂1
t
, P̂2

t
} := evaluation(P̃1

t
, P̃2

t
)

8: P
t+1
1 := selection(P̂1

t
)

9: P
t+1
2 := selection(P̂2

t
)

10: t := t + 1
11: end while

P1 = {a1
1, ..., a

1
λ}

P2 = {a2
1, ..., a

2
λ}

(6)

where λ is the number of individuals.

2.2.2. Initialization
The first step of the algorithm consists of a ran-

dom initialization of the y vector of each individ-
ual. The initialization method we used is given by:

y := [U(0,Fe/2),U(0,Fe/2)]
y := sort(y)

(7)

where U(a, b) represents a random variable uni-
formly distributed on [a; b] and Fe is the sampling
frequency of the signals. The sort function aims at
ensuring Fmin < Fmax.

2.2.3. Mutation
The mutation operator aims at exploring the

search space. It consists of a short random varia-
tion applied to each individual of the population.
The mutation method we used is given by:

ỹ := y + r · [N(0, 1),N(0, 1)] (8)

where N(0, 1) is a random variable with standard
normal distribution and r represents the mutation
rate.

2.2.4. Evaluation
The evaluation operator represents the main

contribution of our algorithm. At each generation,
all combinations of feature extractors are evalu-
ated and the resulting Equal Error Rates (EER)
are memorized. At the end of this process, the
fitness of an individual is defined as the lowest

EER obtained (e.g. the EER corresponding to the
best combination including this feature extractor).
Consequently, complementary couples of filter
banks tend to emerge. This operator is given by
Algorithm 2:

Algorithm 2 Evaluation operator

1: E ∈ R2λ

2: for i = 1 to λ do
3: for j = 1 to λ do
4: E(i, j) := EERBEV [S(a1

i ) ⊕BEV S(a2
j )]

5: end for
6: end for
7: for i = 1 to λ do
8: F1

i := min
j

[E(i, j)]

9: end for
10: for j = 1 to λ do
11: F2

j := min
i

[(E(i, j)]

12: end for

Line n◦4 of Algorithm 2 refers to a reduced version
of the FC-Criterion defined by equation 4. Here,
the same database BEV (called evolution database)
is used both for fusion tuning and EER estimation.
This approximation strongly reduces the compu-
tational cost of our algorithm. As we will see in
section 3.4, the solution obtained by the use of this
reduced criterion satisfactorily generalizes accord-
ing to the FC-Criterion. S(a1

i ) represents a speaker
verification system using the filter bank defined
by the ith individual of population P1 and F1

i rep-
resents the fitness of this individual (ditto for P2).

2.2.5. Selection
The Selection operator picks out the µ best fea-

ture extractors of the current population. These in-
dividuals are then cloned according to the evalu-
ation results to produce the new generation Pt+1

composed of λ individuals. The selection opera-
tor we used is given by Algorithm 3. In this pseu-
docode, U(0, 1) (line 5) represents a random vari-
able uniformly distributed on [0; 1].

2.3. Related works

The evolution strategy we use is directly derived
from the multimembered (µ/ρ, λ)-ES describes by
Beyer and Schwefel (2002). λ is the number of off-
spring, µ is the number of parents and ρ refers to
the number of parents involved in the procreation

4
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Algorithm 3 Selection operator
1: Select the µ bests individuals:
P̆

t = {a1, ..., aµ} , µ < λ
2: Normalize the fitness of P̆t to [0; 0.5]
3: while number of individual of Pt+1 < λ do
4: for i = 1 to µ do
5: if Fi < U(0, 1) then
6: P

t+1 Add
← ai

7: end if
8: end for
9: end while

of one offspring during the recombining process.
We use the simplest case without recombination
ρ = 1 (cloning), usually denoted by (µ, λ)-ES. As
we will see, this simple ES version satisfactorily
solves our optimization problem.

2.4. Minimizing the over fitting effects

The over fitting effect is a common problem in
machine learning (Mitchell, 1997). To avoid this
effect, several approaches were proposed for evo-
lutionary computation such as cross validation
(CV), early stopping (ES), complexity reduction
(CR), noise addition (NA) or random sampling
technique (RST): Paris et al. (2004), Yi and Khosh-
goftaar (2004), Ross (2000). In our application we
combined the cross validation and random sam-
pling technique described in the following:

RST consists in using a randomly selected sub-
set of training data to evaluate the individual’s
performance. This subset is extracted from the
global train database (describes in section 3.2). Each
generation of individuals is evaluated on a new
subset.

CV technique consists in evaluating the gener-
alization capacity of an individual by testing it on
data which does not belong to the training nor to
the test database.

Each generation of individuals is evaluated on
a new subset extracted using the RST technique.
For each generation we evaluate and memorize the
performances of the best individual of the popu-
lation on a cross validation base. The algorithm
is stopped when a stagnation of the performances
is observed. Then, the best individual of the best
generation on the cross validation base is selected

and evaluated on the test database.

3. Experiments

3.1. Speaker verification system

All experiments we made are based on a state of
the art Gaussian Mixture Model based on Univer-
sal Background Model (GMM-UBM) speaker ver-
ification system. This system, is the LIA SpkDet
provided by the University of Avignon 1 , France.

3.1.1. Front-end
First, the speech signal is segmented into frames

by a 20 ms window processing at 10 ms frame rate.
Next, cepstral feature vectors are extracted from
the speech frames. The first derivatives are then
added to the feature vectors. Last, a speech activ-
ity detector (SAD) is used to discard silence/noise
frames.

3.1.2. GMM system
The system used for ES filter bank evaluations

is a GMM with diagonal covariance matrix com-
posed of 16 mixture components. The use of this re-
duced system was imposed by the computational
cost of ES. The evaluations of the filter banks ob-
tained by ES are done using a GMM system using
different number of mixture components (16, 32,
64, 128, 256, 512, and 1024).

3.1.3. Baseline systems
We used two different baseline systems to com-

pare the results obtained by ES. These systems are
based on the standard LFCC and MFCC feature
extractors using 24 filters and 16 cepstrum coeffi-
cients. The linear and the Mel scaled filter bank are
scaled to the [300Hz; 3400Hz] frequency interval.

3.1.4. Computational cost
The computational cost of a filter bank evalua-

tion during the evolution process with a 16 mix-
ture components system is of about 10 minutes
on a 3GHz Pentium computer. Consequently, the
computational cost of an evolution run of 40 indi-
vidual during 50 generations is of about 17 days.
For our experiment we used a cluster system of

1 LIA web site: http://www.lia.univ-avignon.fr
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8 × 3GHz computers, able to reduce the computa-
tional cost to approximately 2 days.

3.2. Databases and evaluation protocol

Two different corpus were used for our experi-
ments. The main one, the 2005 Nist SRE database,
was used for the filter bank evolution. We evalu-
ated the performances of the obtained filter banks
on both the 2005 Nist SRE database and the Ntimit
one. These two databases are detailed in the fol-
lowing.

3.2.1. The 2005 Nist databases
The 2005 Nist corpus is extracted from the

Mixer and Transcript Reading Corpora (Cieri
et al., 2006). This corpus is dedicated to cross-
channel and cross-language speaker recognition
research. It is composed of conversational tele-
phone speech passed through different channels
(land-line, cordless or cellular) and eight different
types of handsets. The number of utterances pro-
duced by each speaker vary from 1 to 30 with an
average of 8. Signals are sampled to 8 kHz. We
used for our experiments utterances of 2min 30s
corresponding to the 1conv4w-1conv4w 2005 Nist
SRE evaluation plan.
The dataset we used for the filter bank evaluation
during the evolution process (called evolution
database) is made up using the random sampling
technique described in section 2.4. At each gen-
eration signals from 10 males and 10 females are
extracted from a global train database of 30 males
and 30 females. These extracted signals com-
pose the evolution databases. The cross validation
database is composed of signals from 30 males
and 30 females. The validation database is made
up of 100 males and 100 females. It is important
to point out that the speakers involved in these
three databases are different.
Speaker models were trained using one utterance
of 2min 30s per speaker. The rest of the utterances
were used as tests. Experiments were performed
by testing all the models with all the test utter-
ances. Table 1 shows the number of true tests and
imposter tests for each database.

3.2.2. The Ntimit databases
The NTIMIT database is composed of clean

speech signals from the TIMIT database recorded

Table 1
Number of claimant and imposter trials for the 2005 Nist database

Database true tests imposter tests total

Global train 622 17541 18163

Evolution ≈200 ≈1800 ≈2000

Cross validation 631 18316 18947

Validation 1332 115610 116942

Table 2
Number of claimant and imposter trials for the Ntimit database

Database true tests imposter tests total

Cross validation 200 9800 10000

Validation 334 30804 31138

over local and long-distance telephone loops. Each
sentence was played through an ”artificial mouth”
coupled to a carbon-button telephone handset.
The speech was transmitted through a local or
long-distance central office and looped back for
recording. Even if signals are sampled to 16kHz,
useful bandwidth is reduced to 300-3400kHz. 10
utterances of 3s were recorded for each speaker.
We used 168 speakers of the test portion of
the database for the Ntimit evaluation database.
Speaker models were trained using 8 utterances
totalizing 24s. The remaining two utterances of
3s each were individually used as tests. We used
50 males and 50 females of the train portion of
the Ntimit database to create the cross validation
database. Experiments were performed by testing
all the models with all the test utterances. Table 2
shows the number of true tests and imposter tests
for each database.

3.2.3. Performance measures
Speaker verification performances are reported

using two different measures: The Equal Error
Rate (EER) and the Detection Cost Function (DCF)
used for the Nist SRE evaluation. These measures
are derived from the false acceptation probabil-
ity PFA(θ) and the false-reject probability PFR(θ)
of the verification system. These probabilities are
functions of the decision threshold θ.
The well known EER is defined by the false ac-
ceptation probability PFA(θ0) corresponding to a
decision threshold θ0 verifying PFA(θ0) = PFR(θ0).
The DCF is defined by the following weighted
sum:

6
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DCF =
CMiss · PFR · Ptarget + CFA · PFA · (1 − Ptarget)

NormFact
(9)

where CMiss = 10 and CFA = 1 are the relative costs
of detection errors and Ptarget = 0.01 is the a pri-
ori probability of the specified target speaker. This
cost function is normalized by NormFact = 0.1 so
that a system with no discriminative capability is
assigned a cost of 1.0. The values of these parame-
ters are given by the Nist SRE evaluation plan. The
optimal decision threshold is calculated to mini-
mize the DCF.

3.3. Evolution

We present in this section a set of 3 different evo-
lution runs. These experiments were done using
the ES settings given by Table 3. This parameters
are defined on section 2.2. It is important to notice
that the initial conditions (i.e. initial populations)
of these 3 evolution runs were different.

Table 3
ES parameters

population size (λ) 20

number of selected individuals (µ) 5

mutation rate (r) 300Hz

Fig. 2 shows the evolution of the Fmin and
Fmax parameters from the initialization to the 60th

generation. We report in this figure parameters
from the µ selected parents of each generation
for the 3 evolution runs. We can notice that all
these experiments converge to a unique solution.
Population P1 specializes on large filter banks
([300Hz; 3400Hz]) whereas population P2 focuses
on a short spectrum zone ([400Hz; 1300Hz]). In
the new section, the best filter banks of these 3
evolution runs are evaluated.

3.4. Filter banks evaluation

During the evolution, we evaluate the best indi-
vidual of each generation on the cross validation
database and memorize it. The evolution strategy
is stopped when a stabilization of the population
performance is observed. Then the best individual
of the evolution is selected and tested on the test
databases. We present here the best pair of filter

banks obtained during the 3 evolution runs pre-
sented bellow, named {Fb1.a;Fb1.b},{Fb2.a;Fb2.b}
and {Fb3.a;Fb3.b}. Table 4 presents their charac-
teristics and Fig. 4 presents their performances on
the Nist and Ntimit validation bases. Filter banks
Fb3.a and Fb3.b are illustrated by Fig. 3. To inter-
pret the following results, it is important to recall
the condition used for the evolution:

– the database used for the filter bank evolution is
exclusively extracted from the 2005 Nist corpus;

– the GMM system used has 16 mixture compo-
nents;

– the evaluation criterion used is the EER.

Several experiments were made to evaluate pos-
sible overfitting of the evolution condition. These
experiments were made using the following con-
ditions:

– the databases used for the tests are extracted
from the 2005 Nist and the Ntimit corpus;

– filter banks are evaluated on GMM system using
a number of mixture components of 16 and more
(16 to 1024);

– performance measures used are both the EER
and the DCF.

The presented results were made with real
world conditions: for each test, the fusion weight
α was estimate by the use of a cross validation
database according to the FC-Criterion defined
in section 2.1. The cross validation databases
used for the fusion tuning are corpus dependent
(Nist/Ntimit) and are detailed in section 3.2.
Table 4
Filter bank characteristics

Filter bank Fmin (Hz) Fmax (Hz)

Fb1.a 251 3278

Fb1.b 549 1349

Fb2.a 298 3294

Fb2.b 454 1270

Fb3.a 282 3168

Fb3.b 376 1270

The results we obtained show significant im-
provements compared to baseline systems. On the
2005 Nist database, filter banks Fb3 obtained a
relative EER improvement of 10.8% compared to
the LFCC and of 11.48% compared to the MFCC

7
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(a) Population P1 : Initialization (b) Population P1 : Generation 1 to 30 (c) Population P1 : Generation 31 to 60

(d) Population P2 : Initialization (e) Population P2 : Generation 1 to 30 (f) Population P2 : Generation 31 to 60

Figure 2. Evolution of Fmin and Fmax for each population

systems. The DCF relative improvements are re-
spectively of 6.19% and 6.37%. On the Ntimit
database, filter banks Fb3 obtained a relative EER
improvement of 22.0% compared to the LFCC and
of 21.56% compared to the MFCC systems. The
DCF relative improvements are of 19.96% and
14.09% respectively. The relative improvement
measure we used is given by:

BestEER[Sb] − BestEER[Si]
BestEER[Sb]

× 100 (10)

where Sb is a baseline system, Si is the improved
system and BestEER[] represents the best EER ob-
tained according to the GMM complexity (same
thing for DCF).

It is important to recall that the amount of data
available for the speaker model training is of 24s
for the Ntimit database and of 2min 30s for the
Nist database. The amount of data available for the
model test is of 3s and of 2min 30s, respectively.
The complementary information provided by the
short filter bank seems to be more useful when a
small amount of data is available.

Figure 3. Filter bank Fb3.a (top) and Fb3.b (bottom)

4. Conclusion

In this paper, we proposed to use an Evolution
Strategy (ES) to optimize the feature extraction
system based on two complementary filter banks
(CFB). The obtained CFB showed significant im-
provements on both the 2005 Nist and the Ntimit
databases. Moreover, repetition of the optimiza-
tion showed the robustness of the obtained solu-
tion according to ES initial conditions. The singu-
larity and the characteristics of the obtained solu-
tions allowed us to conclude that the frequency
domain defined by [376Hz; 1270Hz] contains im-
portant complementary speaker information.

The obtained improvements show that the tra-
ditional LFCC or MFCC feature extraction meth-

8
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(a) Results on the 2005 Nist database (EER) (b) Results on the 2005 Nist database (DCF)

(c) Results on the Ntimit database (EER) (d) Results on the Ntimit database (DCF)

Figure 4. Results obtained on the 2005 Nist and Ntimit databases

ods are not able to provide an optimal cepstral
representation for speaker verification. This was
already pointed out by the researches of Campbell
et al. (2007) which prove that significant improve-
ments can be obtained by fusing two complemen-
tary cepstral systems based on LPCC and MFCC
features, when the channel effects are removed.
Thus, the following questions arise: can we ob-
tain similar performances with a single feature
extractor? Or, if this is not the case, should we
reconsider the structure of conventional speaker
verification systems?

Our future works will consist in exploring the
second hypothesis by investigating the following
problems:
– How many feature extractors should be used for

an optimal cepstral representation?

– Which is the optimal way of combining these
different features?
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