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Abstract: As one of the important artificial intelligence fields, brain-like computing attempts to
give machines a higher intelligence level by studying and simulating the cognitive principles of
the human brain. A spiking neural network (SNN) is one of the research directions of brain-like
computing, characterized by better biogenesis and stronger computing power than the traditional
neural network. A liquid state machine (LSM) is a neural computing model with a recurrent network
structure based on SNN. In this paper, a learning algorithm based on an evolutionary membrane
algorithm is proposed to optimize the neural structure and hyperparameters of an LSM. First, the
object of the proposed algorithm is designed according to the neural structure and hyperparameters
of the LSM. Second, the reaction rules of the proposed algorithm are employed to discover the best
neural structure and hyperparameters of the LSM. Third, the membrane structure is that the skin
membrane contains several elementary membranes to speed up the search of the proposed algorithm.
In the simulation experiment, effectiveness verification is carried out on the MNIST and KTH datasets.
In terms of the MNIST datasets, the best test results of the proposed algorithm with 500, 1000 and
2000 spiking neurons are 86.8%, 90.6% and 90.8%, respectively. The best test results of the proposed
algorithm on KTH with 500, 1000 and 2000 spiking neurons are 82.9%, 85.3% and 86.3%, respectively.
The simulation results show that the proposed algorithm has a more competitive advantage than
other experimental algorithms.

Keywords: evolutionary membrane algorithm; liquid state machines; P systems; spiking neural
network; supervised classification

MSC: 68T20; 68W50

1. Introduction

As a third-generation artificial neural network, a spiking neural network (SNN) is
one of the important research fields in brain-like computing and artificial intelligence [1].
The neurons of SNN need to transmit spikes one after the other, and these spikes form a
spike sequence. The spike sequence contains time information because the time interval
between each spike is not fixed, which cannot be expressed by traditional artificial neural
networks [2]. In addition, each neuron in the SNN only needs to perform calculations
when it receives a spike, so the power consumption is lower and the calculation speed
is faster, while the traditional artificial neural network needs to be calculated layer by
layer, and the calculation amount is much larger [3]. The SNN has great potential to
solve real-time and power consumption problems of traditional deep learning models,
and it contains many advantages, such as higher biological rationality, computational
efficiency, and more efficient computing models. However, the training efficiency of the
existing SNN learning algorithm is low, and its effect is not as good as the deep learning
model, resulting in the low practicability of the current SNN and hindering its further
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development [4]. The traditional artificial neural network has been fully developed with
the help of mathematical tools such as statistics and optimization, and the training effect is
currently better than that of the SNN [5]. In recent years, the SNN has attracted the wide
attention of many scholars because of its neuron model, which is very close to biology, as
the information processing unit. Compared with the traditional artificial neural network
based on analog signals for information exchange [6], the SNN uses the time coding of
neuron firing to realize the representation and transmission of information, which can
show the rich dynamic characteristics of real biological systems. The SNN has better
biological plausibility and imitates the information processing methods of biological neural
networks, and has achieved great success in the fields of pattern recognition, automatic
control, machine learning, associative memory, and other aspects, which reflects their broad
application prospects [7-10].

A liquid state machine is a highly biomimetic neural computational model based on
the SNN [11]. The liquid layer in its network structure is formed by recursive connection of
several neurons, which is called a reservoir. The process of computing the network structure
is called Reservoir Computing. Since the reservoir endows the liquid state machine with
real-time computing capabilities and rich dynamic characteristics, existing research results
show that it performs particularly well in terms of computational speed and computational
accuracy [12,13]. Therefore, the in-depth study of the dynamic properties of SNNs is of
great significance for the computational power of liquid state machines.

The method of optimizing the reservoir of the liquid state machine has encountered
failures from a theoretical level, so some scholars have begun to employ the stochastic
method to simplify the reservoir. Rajan et al. analyzed how the state structure of the
neurons affects the internal structure of the reservoir based on the input. Although the
existing complex optimizations have achieved certain success, they are mostly used for
theoretical analysis [14]. Wieland et al. analyzed the ring topology with an isolated neuron
in the reservoir, and the neurons are not connected to each other. The result is that a
forward network connected by dendrites and axons is sufficient to meet the accuracy
requirements of the task [15]. Chen et al. addressed this gap in the field of artificial
networks by analyzing networks trained to perform memory and pattern generation
tasks and used the dynamical objects as anchors to study the effect of learning on their
emergence [16]. However, the methodology for optimizing the reservoir of the liquid
state machine is not successful, and new theories are urgently needed to construct some
reservoir optimization methods suitable for the liquid state machine, such as spiking
coding, network structure and hyperparameter learning. Existing learning algorithms
are still inefficient, especially in solving practical problems. The simulation effect is not
ideal, resulting in low practicability of liquid state machines. In order to solve the above
problems more effectively, many scholars try to use evolutionary algorithms to optimize
the liquid state machines because these methods can still find the optimal solution without
prior knowledge. Currently, some evolutionary algorithms, such as genetic algorithms
(GA) [17] and the covariance matrix adaptive evolution strategy (CMA-ES) [18], are utilized
to adaptively learn the configuring network structure and hyperparameters of liquid
state machines.

The liquid state machine has good self-learning ability, and evolutionary algorithms
have adaptive abilities. An evolutionary algorithm is a robust method which can adapt
to different problems in different environments and can obtain satisfactory and effective
solutions in most cases [19]. These algorithms have been used for solving scheduling
for program segments, social network contact tracing, strongly connected components in
digraphs and many other problems [19-21]. Evolutionary algorithms give an encoding
scheme to the entire parameter space of the optimization problem to be solved instead
of directly dealing with the specific parameters of the problem. Instead of starting from
a single initial point, they search from a set of initial points. The information of the
objective function value is used in the search, and it is not necessary to use the derivative
information of the objective function or the special knowledge related to the specific
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problem. Evolutionary algorithms have a wide range of applications, a high degree of non-
linearity, easy modification and parallelism [20,21]. Therefore, the organic combination of
these two algorithms is beneficial to the liquid state machine to automatically learn network
weights, network structure and other hyperparameters according to the input data. More
specifically, the hyperparameters of the liquid machine are encoded as the solutions of an
evolutionary algorithm in a multidimensional solution space. These solutions are optimized
using the evolutionary rules of evolutionary algorithms until optimal hyperparameters
are found. It can be seen that the liquid state machine model based on evolutionary
algorithm is more suitable for solving practical problems. Therefore, many scholars have
conducted a lot of work based on the combination of the two algorithms mentioned
above. Ju et al. proposed a genetic-algorithm-based approach to evolve liquid filters from
minimal structures with no connections to optimized kernels with minimal numbers of
synapses and high classification accuracy [22]. This approach helps to design optimal
LSMs with reduced computational complexity. The results obtained using this genetic
programming approach suggest that the evolutionary distribution of synaptic weights is
similar in shape to that found in cortical circuits. Reynolds et al. employs liquid state
machines and genetic algorithms to develop useful networks that can be deployed on
neuromorphic hardware. Building on past work on reservoir computation and genetic
algorithms, the authors demonstrated the power of combining these two techniques, and
the advantages it can provide compared to manually tuning reservoirs for classification
tasks [23]. Zhou et al. presented a surrogate-assisted evolutionary search method for
optimizing the hyperparameters and neural architecture of LSM reservoirs using CMA-
ES [18]. To reduce the search space, the architecture of the liquid state machine is encoded
by connection probabilities together with hyperparameters in the spiking neuron model.
To improve computational efficiency, a Gaussian process is adopted as a proxy for auxiliary
CMA-ES. Tian et al. proposed a neural architecture search (NAS)-based framework to
explore the architecture and parameter design space of dataset-oriented automatic liquid
state machine models [24]. To handle the exponentially growing design space, the authors
employ a three-step search for LSMs, including a multi-liquid architecture search with
parallel and serial hierarchical topologies, variation in the number of neurons in each
liquid and parameter searches such as the percent connectivity and the excitability ratio of
neurons in each fluid. Li et al. proposed a multi-objective LSM/Network-on-Chip (NoC)
architecture co-design framework that quickly and efficiently explores the design space of
LSM/NoC to generate an optimal the architecture of liquid state machines with low latency
on an NoC-based platform [25].

Although these models have been successfully applied to solve problems in scientific
research and engineering practice and these experiences are very useful for improving
the generalization performance of liquid state machines, there are still some shortcomings
in the training and design phases [9,26]. To solve the above problems, this paper mainly
explores an improved evolutionary membrane algorithm to optimize the network struc-
ture and the hyperparameters of the liquid state machine . Membrane systems provide
a rich framework for solving optimization problems. In view of the good parallelism,
distribution and non-determinism of membrane computing, traditional optimization algo-
rithms can be combined with membrane computing, traditional optimization algorithms
can be used locally and the global optimal solution can be gradually searched through
the communication between membranes. Using the well-preserved solutions of the skin
membrane to guide the evolution of the inner membrane population can accelerate the
convergence of the population, and this strategy takes into account both the convergence
and distribution of the population. More specifically, membrane systems consist of objects,
reaction rules and membrane structures. During the computation of membrane systems,
objects are evolved according to reaction rules, and the nested membrane structure can
also be changed. Objects are stored in regions separated by membranes, and reaction rules
employ local search algorithms to evolve these objects. Objects in different membranes
can be exchanged by applying transport rules. The membrane algorithm based on the
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mechanism of the membrane system has better advantages than other metaheuristic evolu-
tionary algorithms, and is very suitable for solving complex optimization problems. It is
these mechanisms that make membrane algorithms based on membrane systems ideal for
solving complex problems. Based on our previous work [27,28], this paper aims to study
the objects, rules and membrane structures of learning algorithms based on evolutionary
membrane algorithms to further improve the generalization performance of liquid state
machines. Then, the proposed learning algorithm is used to solve the standard image
classification dataset MINIST, a handwritten character set, and Human Action Recognition
using the KTH Dataset. Finally, the proposed algorithm is compared with state-of-the-art
algorithms to verify its effectiveness. The experimental results show that the algorithm
outperforms similar learning algorithms in classification accuracy.
The main contributions of this paper can be summarized as follows:

¢  There are few studies on evolutionary algorithms for optimizing the hyperparameters
of liquid state machines.

e For the first time, an improved evolutionary membrane algorithm is used as a learning
algorithm for a liquid state machine.

*  According to the hyperparameters of the liquid state machine, three elements of an
evolutionary membrane algorithm are implemented, including objects, reaction rules
and membrane structures.

* In our experiments, we demonstrate that the results of the proposed algorithm are
highly competitive with those of the experimental algorithms. Simulation results
verify the effectiveness of the proposed algorithm as a learning algorithm for the
hyperparameters of a liquid state machine.

The rest of this paper is summarized below. Section 2 discusses the concept of the
liquid state machines and the evolutionary membrane algorithm. Section 3 describes the
proposed algorithm in detail, especially how to design objects, reaction rules and membrane
structures to optimize the neural structure and hyperparameters of liquid state machines.
In Section 4, the proposed algorithm is compared with the state-of-the-art algorithms,
and the simulation results are evaluated and discussed. Finally, Section 5 summarizes the
conclusions of this paper.

2. Theoretical Background

This section presents the theoretical knowledge of this work, including liquid state
machines and evolutionary membrane algorithms.

2.1. Liquid State Machine

Liquid state machines have been proposed to simulate the complex process by which
neurons process dynamic information [13]. In the biological nervous system, the internal
activity of neurons is dynamic. To some extent, a stable state can only be a “dead” state.
This has aroused the research interest of scholars. Scholars will find a model that does not
depend on a steady state and can perform real-time computations as a research goal in the
field of neurocomputing science [17]. More specifically, when analyzing the computational
power of the human brain, scholars often focus on the processing of static input signals.
Signals transmitted in reality have complex structures that vary over time, which is why
neurons have the ability to process these signals in real time. However, processing dynamic
and complex inputs in real-time in the real world is not an easy task, which has kept
researchers in computer science and other fields striving in this direction. As a result, there
is growing interest in the ability of the nervous system to dynamically process information.

Liquid state machines have the advantage of handling time-varying time series and
outputting results in real time, which is related to its special network structure. The liquid
state machine mainly consists of three parts, as shown in Figure 1, including the spike-
encoding layer (input component), the liquid layer (usually a random sparsely connected
recurrent neural network) and the readout layer (output component).
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Figure 1. An example of the learning process of the spike neural network supervised
learning algorithm.

Based on the liquid machine structure in Figure 1, we describe its working principle
as follows:

The connection from the spiking coding layer to the liquid layer is determined ran-
domly. Neurons in the spiking coding layer can be connected to all neurons in the liquid
layer or to some neurons in the liquid layer. When neurons in the liquid layer receive
input from the spiking coding layer, they respond to the input signal, and then use a filter
function to convert the response of the liquid layer into a high-dimensional state, called the
liquid state. It can also be said that the role of the liquid layer is to complete the mapping
from the input layer to the output layer. The data are projected into a higher-dimensional
space that is more distinguishable than the original space. Among them, the connection
weights of the liquid layer and the output layer are trained for specific tasks, and finally,
the liquid state is converted into the desired output value through the output neurons
of the output layer. It is particularly worth noting that during the calculation, once the
connection weights of the liquid layer are determined, they will not change; only the
output weights will be trained. More specifically, suppose that the input of the liquid state
machine is #(t) in the spiking coding layer, which is a function of time. The output of
the liquid state machine is y(t), which consists of the readout layer and the softmax layer.
The neural state of the liquid state machine is a vector M (#) composed of the firing states of
all neurons, and the role of the liquid layer is to map u(t) to xM(t). It should be noted that
assuming the current time is t, x™(t) is not only related to the current input u(t) but also
related to the input in t' < t, so the liquid layer has memory capabilities. The source of
memory ability is that the neurons in the liquid layer are recursively connected. Through
this recursive connection, the spiking input influence will continue to be transmitted in
the liquid layer for a certain period of time before disappearing. Because the liquid layer
has the ability to absorb time information, the output layer no longer needs to know the
relevant spiking input before time # to be able to train the output. The output layer is fM.
Unlike the liquid layer, the output layer is memoryless. fM maps xM(t) to y(t) by a certain
learning algorithm.

2.2. Evolutionary Membrane Algorithm

Inspired by the structure and dynamic activity of living cells, tissues or organs, the mem-
brane computing as the abstracted distributed parallel computing models was first proposed
by Paun. Figure 2 is a schematic diagram of a membrane computational model, which
consists of objects, reaction rules and membrane structures. The specific model of membrane
computing is also called the membrane system or the P system. The research on membrane
computing mainly includes theoretical research and application research [29-31].
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Figure 2. A membrane computational model.

Based on a membrane system, the membrane algorithm was first proposed to solve
the traveling salesman problem by Nishida in 2006 [32]. Although the membrane algorithm
has achieved many achievements since it was proposed, there are still many directions for
improvement in its research. At present, there are many excellent membrane algorithms
that can find excellent solutions within a certain period of time. Zhang et al. presented a hy-
brid approach based on the appropriate combination of the differential evolution algorithm
and tissue P systems to solve a class of constrained manufacturing parameter optimization
problems [33]. Niu et al. proposed a novel membrane algorithm based on ant colony
optimization. The proposed algorithm adopts the membrane system of non-deterministic
distributed parallel framework, and the sub-algorithm of the basic membrane is ant colony
optimization [34]. Peng et al. proposed a multiobjective clustering framework to deal
with fuzzy clustering problem by designing a tissue-like membrane system with a special
cell structure [35]. Orozco-Rosas et al. proposed two path-planning algorithms based on
membrane computing [36,37]. One of them is a hybrid algorithm based on a membrane
pseudo-bacterial potential field, which uses a combination of the structure and rules of
membrane computing. Another algorithm is a membrane evolutionary artificial potential
field approach for solving the mobile robot path-planning problem. They achieve high per-
formance, yielding competitive results for autonomous mobile robot navigation in complex
and real scenarios. Song et al. proposed a new multi-membrane search algorithm (MSA)
based on biological cell behavior [38]. The results show that the MSA has efficient conver-
gence capabilities on unimodal functions and multimodal functions. Tian et al. proposed a
new hybrid heuristic algorithm for solving a job shop scheduling problem inspired by the
tissue-like membrane system [39]. Niu et al. proposed a membrane-inspired multi-objective
algorithm (MIMOA) [40]. MIMOA is characterized by a parallel distributed framework
with two operation subsystems and one control subsystem, respectively. Liu et al. proposed
an improved membrane algorithm for solving multimodal multiobjective problems based
on the framework of P system [41]. The simulation results show that compared with
other experimental algorithms, the proposed algorithm has a competitive advantage in
solving all 22 multimodal benchmark test problems in CEC2019. In addition, in the indirect
application of the membrane algorithm, fruitful results have been achieved in the field of
combinatorial optimization such as clustering [42,43], neural networks [28] and so on.

3. Proposed Framework

The algorithm proposed in this paper is used to optimize the network structure and
hyperparameters of liquid state machines. According to the membrane structure of the
membrane algorithm, it is divided into two stages, including the genetic algorithm of
global exploration and the firework algorithm of local optimization. In the skin membrane,
the genetic algorithm is used to search for the global optimal result, and the object is guided
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to develop in the area where the optimal solution may exist but the samples are relatively
sparse. In the elementary membrane, the fireworks algorithm is used as a local exploration
in order to improve the robustness, approximation accuracy and construction efficiency of
the candidate object. The specific steps of the proposed algorithm are discussed as follows.

Figure 3 introduces the training process of the liquid state machine based on the

proposed algorithm framework.
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Figure 3. LSM design based on the evolutionary algorithm framework.

The procedure in Figure 3 can be explained as follows:

The datasets need to be coded as the spiking input sequence of the liquid state machine;
The hyperparameters and the neural structure of the liquid state machine are coded
as the decision variables of the proposed algorithm;

The optimum for the design of the liquid state machine is found by the constant
searching of the proposed algorithm;

The output spiking of the liquid state machine is loaded into the Readout layer, and the
Readout layer will transfer the spiking sequence into the prediction results;
According to the accuracy_score between the prediction results and the actual results,
the proposed algorithm is called to generate new hyperparameters and the neural
structure of the liquid state machine until the optimal prediction result is obtained.

Figure 4 shows the flowchart of the proposed algorithm.
The specific implementation details of the proposed algorithm will be further described

and explained in the following section.
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Figure 4. The flowchart of the proposed algorithm.

3.1. Membrane Structure

In the proposed algorithm, a structure is chosen in the outer membrane, named the
skin membrane, that includes several elementary membranes. This structure represents a
logical division of the search space, which facilitates parallel searches. However, in this
paper, the structure is implemented in a serial fashion. The membrane region may have
several objects, which are the decision variables of the hyperparameters of the liquid state
machine. The object is similar to the chemical substance in the membrane: it can swim
freely in the region of the membrane. In the proposed algorithm, the reaction rule of the
membrane simulates the swimming process of the object. Therefore, the swimming process
of the object is understood as finding the optimal solution. According to the literature [18],
a total of nine hyperparameters are selected to encode the architecture and parameters
of LSM. These parameters include A, Pp,—r, Aen—R, Tu—E, Tu—1, Agg, Ag1, Ajg and Aypy.
The problem of setting hyperparameters is transformed into an optimization problem.
More specifically, an object contains these nine hyperparameter dimensions. Before the
object is used, it needs to be initialized according to Equation (1):

0;j = ol + (" =o'y xr
1<i<I @
1<j<D
where [ represents the total number of objects; D is the dimension of a decision variable; o; ;

is the value of the j-th dimension in the i-th object; o is the lower boundary; 0" represents
the upper boundary; and r denotes a random number between 0 and 1.
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3.2. Reaction Rules

There are two reaction rules in the proposed algorithm. These reaction rules include
a genetic algorithm and a fireworks algorithm. In the skin membrane, the genetic algo-
rithm [44] is employed to find the global objects when all the objects from the membrane are
evolved. The fireworks algorithm [45] is then introduced to evolve the objects in the region
of the membrane. The pseudocode of the fireworks algorithm is described in Algorithm 1.
The specific implementation form of the fireworks algorithm is referenced in [45]. The
proposed algorithm uses the explosion radius and the explosion sparks of the fireworks
algorithm to improve the balance of exploitation and exploration for the candidate objects.

Algorithm 1 Pseudocode for the calling logic of fireworks algorithm.

1: Randomly select n locations, each position corresponds to a membrane region with
objects

2: m is a constant used to adjust the amount of sparks produced by the explosion
3: while Meet the end condition? do
4 Set off n objects at the respective n membranes
5: fori=1:ndo
6: Calculate the number of sparks that the object yields:s;
7: Obtain locations of §; sparks of the object in the current membrane
8: end for
9: fork=1:mdo
10: Randomly select an object
11: Generate a specific spark for the object
12: end for
13: Select the best location and keep it for next explosion generation
14: Randomly select n — 1 locations from the two types of sparks and the current objects

15: end while
16: return O

At first, a certain number of objects need to be initialized in the feasible region (),
and the fitness value of these objects is evaluated. In order to distinguish objects from
different locations, objects with better fitness values can obtain more resources and generate
more sparks in a smaller area, and have a strong local search capability for the location of
the object. On the contrary, objects with poor fitness values can only acquire relatively few
resources, generate fewer sparks in a larger area and have a certain global search capability.

In order to achieve the purpose of object differentiation, the explosion radius of
each object and the number of sparks produced by the explosion are calculated based on
their fitness value relative to the other objects in the membrane region. For an object o;,
the calculation formula for the explosion radius A; is shown in Equation (2):

A f(oi)_fmin"‘g
A= TR (F(00) — foin) 7 @

where f,;, = min(f(0;)),i=1,2,---,N is the minimum fitness in the current membrane;
A is a constant, used to adjust the radius of the explosion; and ¢ is the minimum amount
for a machine to avoid division by zero.

The number of explosion sparks S; is calculated according to Equation (3):

5= Mx — Jmx —flo) Te ©)
Yit1 (fmax — f(0i)) +¢
where fiax = max(f(0;)),i =1,2,---,N is the maximum fitness in the current membrane.

M is a constant used to adjust the number of sparks produced by the explosion. ¢ is the
minimum amount of a machine to avoid division by zero.
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In order to increase the diversity of the object, the proposed algorithm introduces a
mutation operator to generate a mutation object. The process of generating the Gaussian
mutation object is described as follows: first, an object 0; is randomly selected from the
membrane, and then a certain number of dimensions of the object are randomly selected to
perform the Gaussian mutation operation. Performing Gaussian mutation operation on the
selected dimension k of object o; is shown in Equation (4):

Ojk = O X e 4)

where e N(1,1), N(1,1) represents a Gaussian distribution with a mean of 1 and a variance
of 1.

4. Experimental Studies

Brian2, which is an open source, highly flexible and dynamically scalable simulation
tool, is employed to simulate LSM, which is a spike neural network implemented with
Python3. MNIST and KTH are selected as the benchmark datasets to analyze the perfor-
mance of the proposed algorithm and provide insights. First, we describe the benchmark
function and evaluation indicator used in the experiment. Second, we give a brief com-
parison of the latest experimental algorithms and provide the experimental setup used
in this study. Finally, the comparison results of experimental algorithms under MNIST
are discussed.

4.1. Benchmark Datasets and Evaluation Indicators

This section presents two benchmark datasets, an evaluation metric and experimental
conditions. These benchmark datasets consist of the MNIST and KTH datasets.

4.1.1. Benchmark Datasets

The MNIST dataset comes from the National Institute of Standards and Technology
(NIST). The training set is composed of 250 handwritten numbers from different people,
of which 50% are high school students and 50% are from the population Census Bureau
(the Census Bureau) staff. The test set is also the same proportion of handwritten digital
data. The MNIST handwritten character set is a standard image classification dataset,
containing 70,000 gray-scale images of handwritten digits, of which 60,000 are the training
dataset and 10,000 are the test set; the size of each image is 28 x 28. As shown in Figure 5,
the image classification dataset is composed of 0 to 9. We obtained the MNIST dataset from
http://yann.lecun.com/exdb/mnist/ (accessed on 17 April 2022). The dataset contains
four files, namelym training set images, training set labels, test set images and test set labels.
The details of these files are described below:

1.  The compressed file name of the training set images is train-images-idx3-ubyte.gz,
the file size is 9.9 MB and the file contains 60,000 samples.

2. The compressed file name of the training set labels is train-labels-idx1-ubyte.gz, the file
size is 29 KB and the file contains 60,000 labels.

3. The compressed file name of the test set images is t10k-images-idx3-ubyte.gz, the file
size is 1.6 MB and the file contains 10,000 samples.

4. The compressed file name of the test set labels is t10k-labels-idx1-ubyte.gz, the file
size is 5 KB and the file contains 10,000 labels.

From MINIST, we randomly select 3000 and 500 as the number of training data and
test data, respectively. Each datum here is a 28 x 28 matrix. In addition, we randomly select
another 500 samples from the training data as validation data. To find the best network
prediction model, the training dataset is employed to train the hyperparameters of liquid
state machines by the experimental algorithms. The validation data are used to evaluate
the performance of the liquid state machine during the optimization process. To validate
the prediction model obtained by the experimental algorithm, the test dataset is used to
demonstrate the performance of the experimental algorithms in providing the best solution,
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which serves as the final accuracy score of the model. Here, the 28 x 28 matrix is converted
into a 784 x 1 vector as the input of the liquid state machine.

The label is 0 The label is 1 The label is 2 The label is 3 The label is 4
0 0 0 0

A0l A3

0 25 0 25 0 25 0 25 0 25

The label is 5 The label is 6 The label is 7 The label is 8 The label is 9
0 0 0 0 0

SEART AR ANY N5

0 25 0 25 0 25 0 25 0 25

Figure 5. An example of some 0-9 numbers of MNIST parsed by Python.

The release of the KTH dataset in 2004 was a milestone in the field of computer vision.
The KTH dataset includes a total of 2391 video samples of 6 types of actions (walking,
jogging, running, boxing, hand waving and hand clapping) completed by 25 people in 4
different scenarios, which was the largest human action dataset recorded at that time. It is
possible to systematically evaluate the performance of different algorithms on the input
data. The video samples in the dataset include scale changes, clothing changes and lighting
changes, but the background is relatively simple and the camera is fixed. All sequences are
stored in AVI file format and are available online (https://www.csc.kth.se/cvap/actions/
(accessed on accessed on 17 April 2022)). Each combination has 25 x 6 x 4 = 600 video files
with 25 themes, 6 actions and 4 scenes. Each file contains approximately four subsequences
that were used as sequences in our experiments. Each file is subdivided into sequences by
start_frame and end_frame, and a list of all sequences is in “00sequences.txt”.

The KTH dataset is divided into a training set (8 people), a validation set (8 people)
and a test set (9 people) with respect to subjects. LSM is trained on the training set, while
the validation set is used to evaluate the performance of LSM. The recognition results of
LSM are obtained on the test set.

4.1.2. Evaluation Indicators

The accuracy_score is employed to evaluate the performance of all experimental
algorithms. In multi-label classification, this indicator is used as the proportion of the
predicted results that exactly match the corresponding actual results. Its expression is
shown in Equation (5):

accuracy_score = (5)

where m is the number of predicted results that exactly match the corresponding actual
results. L is the number of real target classification results.

4.1.3. Experimental Conditions

Four experimental algorithms, including BO [46], GA [44], CMA-ES [47] and GP-
assisted CMA-ES [18], are employed to evaluate the performance of the proposed algo-
rithm. The solving performances of all experimental algorithms are calculated by the
accuracy_score.

All experiments were run on Windows 10 Pro with a Dual Intel Xeon Platinum
8160 processor (33 M cache, 2.10 GHz), 160 GB of physical RAM and two Xeon CPUs
containing 48 parallel cores and 96 threads. All experimental algorithms were implemented
in Pycharm community with Python 3.10.
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All comparison algorithms were initialized according to the parameters given in the
literature. The proposed algorithm was initialized according to Equation (6):
{Oi,j|1 S 1 S 10,1 S ] S 5},
o)1, [2]2, -/ [sls]o,

5 !

H _ {O — LiJO]',OZ‘,]' — Oi,j’ (6)
0ij — [oi]j, loil; — 0i,
o = lohl1, [2J2, -+, [5)slo. }

where [T denotes a membrane system; [o[1]1, [2]2, - - - , [5]5]o represents that the skin mem-
brane contains five elementary membranes; 0; ; indicates the i-th object in the region of the

5
j-thmembrane; and O — [J o; consists of all objects from the different membranes. The rule
i

of 0;; = 0:» jis the reaction rules by executing the fireworks algorithm and the genetic

algorithms. [Jo — [o[1]1, [2]2,- - - , [5]5]0 represents a change in the membrane structure from
a skin membrane to a structure comprising multiple elementary membranes.

4.2. Comparing the Results of All Experimental Algorithms on MINIST

The performance of the proposed algorithm is evaluated by the accuracy_score value
on MINIST and compared with four experimental algorithms.

4.2.1. Comparing Results with 500 Spiking Neurons on MINIST

These neurons include 400 excitatory neurons and 100 inhibitory neurons. Each
experimental algorithm can achieve good results in the training phase. In the validation
and testing stages, some experimental algorithms perform well, but the proposed algorithm
achieves better results on the training datasets, the validation datasets, and the test datasets.
In Table 1, the training results of all experimental algorithms have a correct rate of more than
90%. The proposed algorithm obtains the best training and testing results. However, the
GA achieves the best results in the validation dataset.

Table 1. Simulated results of all experimental algorithms with 500 spiking neurons on MINIST.

Accuracy_Score BO [46] GA [44] CMA-ES [47] GP-Assisted CMA-ES [18] Proposed Algorithm

Train 91.2% 90.2% 90.8% 91.5% 92.2%
Validation 85.1% 84.4% 84.6% 85.2%
Test 86.2% 81.2% 85.2% 85.4% 86.8%

4.2.2. Comparing Results with 1000 Spiking Neurons on MINIST

The above results may be related to the use of a small number of spiking neurons,
and the following will increase the number of spiking neurons in the liquid state machine
to 1000, of which the number of excitatory neurons is 800 and the number of inhibitory
neurons is 200.

Table 2 shows the simulated results of four state-of-the-art algorithms and the pro-
posed algorithm. We can see from the results in Table 2 that the simulation results of all
experimental algorithms can be improved when the number of spiking neurons in the lig-
uid state machines is increased. On the training datasets and testing datasets, the proposed
algorithm can still achieve better results than other experimental algorithms. However, on
the validation datasets, the GP-assisted CMA-ES attained the best accuracy_score.
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Table 2. Simulated results of all experimental algorithms with 1000 spiking neurons on MINIST.

Accuracy_Score BO [46] GA [44] CMA-ES [47] GP-Assisted CMA-ES [18] Proposed Algorithm

Train 96.5% 97.3% 91.6% 96.5% 98.6%
Validation 87.1% 87.6% 82.1% 89.4% 89.6%
Test 89.6% 89.8% 88.2% 90.4% 90.6%

4.2.3. Comparing Results with 2000 Spiking Neurons on MINIST

To verify the advantages of the proposed algorithm, we increase the number of spiking
neurons of liquid state machines to 2000, and these neurons consist of 1600 excitatory
neurons and 400 inhibitory neurons. We conduct experiments and compare the quantitative
results with other experimental algorithms.

Table 3 gives the comparison results of all experimental algorithms on the MINIST
datasets with 2000 spiking neurons. It can be seen that the proposed algorithm outperforms
other algorithms on the training datasets. We can easily see that the GP-assisted CMA-ES
algorithm outperforms BO, GA and CMA-ES. CMA-ES also achieves good results on the
test datasets. Compared to other algorithms, BO has the worst results on all datasets.

Table 3. Simulated results of all experimental algorithms with 2000 spiking neurons on MINIST.

Accuracy_Score BO [46] GA [44] CMA-ES [47] GP-Assisted CMA-ES [18] Proposed Algorithm

Train 98.9% 99.8% 99.5% 99.2% 99.9%
Validation 88.1% 88.8% 88.2% 89.1% 88.6%
Test 89.6% 90.6% 91.4% 89.6% 90.8%

4.3. Comparing the Results of All Experimental Algorithms on KTH

In order to further verify the effectiveness of the proposed algorithm, the following
experiments select the prediction results of all experimental algorithms on the KTH dataset.

4.3.1. Comparing Results with 500 Spiking Neurons on KTH

The simulated results of all experimental algorithms are attained on the KTH datasets
with 500 neurons. These neurons consist of 400 excitatory neurons and 100 inhibitory
neurons. As can be seen from Table 4, the results of all experimental algorithms except CMA-
ES on the training set are similar. The proposed algorithm outperforms these experimental
algorithms on datasets of different stages.

Table 4. Simulated results of all experimental algorithms with 500 spiking neurons on KTH.

Accuracy_Score BO [46] GA [44] CMA-ES [47] GP-Assisted CMA-ES [18] Proposed Algorithm

Train 89.8% 90.1% 86.3% 91.1% 91.7%
Validation 81.9% 82.1% 78.9% 84.4% 84.7%
Test 80.1% 80.4% 77.4% 82.5% 82.9%

4.3.2. Comparing Results with 1000 Spiking Neurons on KTH

In order to further compare the differences between these experimental algorithms in
optimizing the structure and hyperparameters of the liquid state machine, the number of
spiking neurons in the liquid state machine is increased to 1000. The number of excitatory
neurons is 800, and the number of inhibitory neurons is 200. Table 5 shows the experimental
results of four state-of-the-art algorithms and the proposed algorithm. In Table 5, we can see
from the results that the experimental results of these algorithms has been improved. On the
different datasets, the proposed algorithm can still achieve the best results in comparison
with the other experimental algorithms.
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Table 5. Simulated results of all experimental algorithms with 1000 spiking neurons on KTH.

Accuracy_SCORE BO [46] GA [44] CMA-ES [47] GP-Assisted CMA-ES [18] Proposed Algorithm

Train 93.8% 94.1% 91.8% 96.3% 97.1%
Validation 84.0% 84.3% 82.4% 86.3% 86.6%
Test 83.3% 83.5% 81.7% 84.9% 85.3%

4.3.3. Comparing Results with 2000 Spiking Neurons on KTH

In this experimental section, the number of spiking neurons in liquid state machines
include 1600 excitatory neurons and 400 inhibitory neurons.

Table 6 gives the quantitative results with other experimental algorithms. It can be
seen that the proposed algorithm still outperforms other experimental algorithms on the
different datasets.

Table 6. Simulated results of all experimental algorithms with 2000 spiking neurons on KTH.

Accuracy_Score BO [46] GA [44] CMA-ES [47] GP-Assisted CMA-ES [18] Proposed Algorithm
Train 96.7% 96.9% 95.3% 98.1% 98.8%
Validation 85.8% 86.0% 84.2% 87.2% 87.5%
Test 85.4% 85.6% 83.6% 85.9% 86.3%

4.4. Discussion

In order to verify the advantages of the proposed algorithm in optimizing the liquid
state machine, we designed two experiments on the MINIST and KTH datasets. The neu-
rons of the liquid state machine have three values of 500, 1000 and 2000 in these two
experiments. In the above experimental scenarios, four experimental algorithms are com-
pared with the proposed algorithm. Based on the above experimental results, we can think
that the proposed algorithm outperforms these experimental algorithms on datasets of
different stages, and the membrane structure and reaction rules can help the proposed
algorithm to improve the accuracy_score results. We can easily find that the proposed
algorithm has a better accuracy_score. On the MNIST dataset, it can be seen from the results
in Tables 1-3 that the proposed algorithm has a high performance in the training dataset
and validation. Part of the results achieved good results in the test dataset. However,
on the liquid state machine model with a large number of spiking neurons, the prediction
accuracy of the proposed algorithm is not significantly better than that of the comparison
algorithm. In other words, the advantages of the proposed algorithm are more pronounced
on liquid state machines with a small number of spiking neurons. To show the convergence
speed of the proposed algorithm, Figure 6 presents the convergence curves of the proposed
algorithm with 500, 1000 and 2000 neurons for solving the MINIST dataset. The proposed
algorithm with different numbers of neurons can converge in around 100 generations.
On the training dataset, the proposed algorithm with a larger number of neurons has a
better value for the accuracy_score. On the validation and test datasets, the proposed
algorithm achieves similar results with different numbers of neurons, especially 1000 and
2000 neurons. The proposed algorithm with 500 neurons is worse than the algorithms with
1000 and 2000 neurons.

On the KTH dataset, from the results in Tables 4-6, the proposed algorithm can achieve
the best results in the different stages. Figure 7 presents the convergence curves of the
proposed algorithm with 500, 1000 and 2000 neurons for solving the KTH dataset. The pro-
posed algorithm with different numbers of neurons can converge in around 80 generations.
On the training dataset, the proposed algorithm with 500 neurons has a bad accuracy_score.
This experimental result shows that the number of neurons is too small, and the liquid
state machine is prone to overfitting. On validation and test datasets, the proposed al-
gorithm achieves similar results with different numbers of neurons, especially 1000 and
2000 neurons. The proposed algorithm with 500 neurons yields slightly worse results
compared to 1000 and 2000 neurons. Overall, liquid state machines with more neurons
obtain better results.
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Figure 6. Convergence curve of the proposed algorithm for solving MINIST in training, validation
and testing.
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Figure 7. Convergence curve of the proposed algorithm for solving KTH in training, validation
and testing.

It is precisely because these mechanisms can balance the relationship between explo-
ration and exploitation well that they can help the proposed algorithm to approach the
global optimum and avoid local optimum and finally find the optimal hyperparameters of
the liquid state machine. Therefore, the proposed algorithm effectively utilizes objects, re-
action rules and membrane structures and is effective for optimizing the network structure
and hyperparameters of liquid state machines.

5. Conclusions and Future Work

This paper demonstrates that using the evolutionary membrane algorithm to optimize
the network structure and hyperparameters of the liquid state machine model improves
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its prediction accuracy more effectively than other experimental algorithms setting these
network hyperparameters. When these hyperparameters of the liquid state machine model
are changed using the proposed algorithm, the classification ability of the liquid state
machine is improved. More specifically, on the MNIST datasets, the best test results of the
proposed algorithm with 500, 1000 and 2000 spiking neurons are 86.8%, 90.6% and 90.8%,
respectively. The best test results of the proposed algorithm on the KTH dataset with 500,
1000 and 2000 spiking neurons are 82.9%, 85.3% and 86.3%, respectively.

From the simulation results, it can be seen that the improved evolutionary membrane
algorithm is effective in optimizing the network structure and hyperparameters of liquid
state machines. The proposed algorithm outperforms four state-of-the-art experimental
algorithms in varying numbers of spiking neurons of liquid state machines. The results
obtained by the proposed algorithm are related to the object, reaction rule and membrane
structure of the evolutionary membrane algorithm. These mechanisms of the evolutionary
membrane algorithm can achieve a balance of exploration and exploitation, which helps
the proposed algorithm to jump out of the local optimal hyperparameters of the liquid state
machine and then find the best hyperparameters for the liquid state machine. From this,
we can conclude that the application of the evolutionary membrane algorithm can im-
prove the prediction accuracy of the liquid state machine. The proposed algorithm is not
sensitive to the changes in various parameters and is suitable for scientific research and
engineering practice.

Before the proposed model can be successfully applied to various tasks, there are still
many problems to be solved, including the improvement in the evolutionary membrane
algorithm, the encoding mechanism of the parameters of the liquid machine, and the design
of its output layer, etc. The mentioned problem can be solved using various metaheuristic
approaches such as chemical reaction optimization [20,48], harmony search [49], grey wolf
optimization [21] and others.
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