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Abstract— An extension of Distance-Aware Collision Avoidance
Protocol (DACAP) [1] is proposed that permits its implementation
in large networks where maximal connectivity is not available.
The technique proposed increases the energy efficiency by opti-
mizing the transmission power of the nodes. The optimal power is
the minimal power that still guarantees connectivity between each
node and the sink. Simulation results show that this transmission
power also results in throughput maximization. For a network
of nodes uniformly distributed within a rectangular grid, the
optimal transmission range can be determined as a function of the
node density. A closed form approximation for this dependence
is obtained.

Index Terms— MAC, power control, optimal transmission
range, underwater acoustic networks, energy efficiency, through-
put.

I. INTRODUCTION

Underwater acoustic networks present several challenges
for the design of medium access control (MAC) protocols.
First, latency is very high because of the low speed of sound
(nominally 1500 m/s). Additionally, attenuation depends both
on the distance l and the frequency of the signal f , as

A(l, f) = lk · a(f)l (1)

where k is the spreading factor and a(f) is the absorption
coefficient, which increases with frequency. As a consequence,
bandwidth is limited, and it decreases with transmission dis-
tance [2]. Finally, because the network lifetime depends on
the batteries of the nodes, minimizing energy consumption is
an important design goal.

In this paper we are focusing on random channel access,
which is useful in scenarios with a large number of nodes,
which transmit in a bursty manner at a relatively low duty cy-
cle. Aloha is the predecessor and the basis of many contention
oriented protocols [3]. However, its high collision rate requires
too much power in underwater acoustic systems [1]. At the
same time, because of the high latency, carrier sensing is not
reliable. For this reason, MACA (Multiple Access with Col-
lision Avoidance) [4] type of protocols have been considered
for underwater networks. MACA is based on an exchange of
RTS/CTS (request to send / clear to send) commands that se-
cure the communication channel. This protocol has been used
in an experimental underwater network [5]. Current research is
focusing on MACA type protocols such as S-FAMA (Slotted-
Floor Acquisition Multiple Access) [6], PCAP (Propagation-
delay-tolerant Collision-Avoidance Protocol) [7] and DACAP
(Distance-Aware Collision Avoidance Protocol) [1]. Another
approach considered for channel sharing in emergy-limited
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Fig. 1. Simulation scenario: 25 km2 , 16 relays (circles), three AUVs
(triangles with associated trajectories) and one sink (square in the middle).

underwater acoustic networks is that of sleeping schedules [8],
[9].

DACAP offers good throughput performance, and, unlike
S-FAMA, it is suitable for asynchronous nodes. DACAP was
designed for applications with and without acknowledgments.
However, it was only analyzed for maximally connected
networks with fixed nodes. Maximal connectivity is achieved
when any node can communicate with any other node via a
single hop.

Our goal is to extend DACAP to situations without maximal
connectivity, so as to make it scalable to networks with large
coverage. In doing so, we aim to optimize the transmission
power so as to minimize the overall power consumption.
Optimization of the transmission range was considered in [10]
for terrestrial radio networks; however, no similar analyses are
available for underwater acoustic networks.

The paper is organized as follows. In Sec.II, DACAP is
overviewed. In Sec.III, optimization of the transmission range
is discussed and simulation results are presented. Sec.IV.
establishes the relationship between transmission range and
node density for a network with uniform node distribution.
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Fig. 2. Total energy consumption using the DACAP protocol with acknowl-
edgments for different transmission ranges. Simulation time is 1000 seconds.

II. OVERVIEW OF DACAP

DACAP is a MAC protocol that has recently been pro-
posed for underwater networks. This protocol implements a
mechanism for avoiding packet collisions, thus maximizing
the network throughput. In addition, it does not require the
nodes to be synchronous. The DACAP protocol is based on
the following steps:

• Upon receiving an RTS, a node sends CTS, and waits
for a data packet. If during waiting, another RTS is
overheard, the node sends a short warning to its partner.

• Upon receiving a CTS, a node waits for some time before
transmitting the data packet. If during the waiting time
another CTS is overheard, or if a warning arrives, the
transmission is postponed by a random back-off time.

The waiting time is a function of the round-trip delay, which
is proportional to the distance between the nodes and can
be estimated after the handshake. DACAP capitalizes on the
receiver’s tolerance to interference when the transmitter and
receivers are closer than the transmission range. The details
of the protocol can be found in [1].

III. ENERGY CONSUMPTION, THROUGHPUT, AND THE

OPTIMAL TRANSMISSION RANGE

We look at a scenario with a certain density of randomly
distributed nodes, both mobile and fixed (see Fig.1). The nodes
are assumed to transmit at the same power.

If the transmission power is large enough, then maximal
connectivity is obtained, but the level of interference is high,
causing a reduction in throughput. Reducing the transmission
power thus has several implications. First, the total power
consumption of the network is lower, since the power required
to transmit a signal over multiple short hops is less than
the power needed to transmit a signal over a single long
hop. Secondly, interference levels are also lower, implying
fewer collisions, and fewer postponements in transmission.
However, the power cannot be reduced beyond the point
where connectivity is lost. Hence, there is a trade-off in
choosing the power level that still guarantees some degree
of connectivity, but minimizes the overall power consumption

and the interference levels. Note that as the power level is
lowered from that needed to establish maximal connectivity,
multi-hop routing becomes necessary.

We look at the shortest path routing and we ask the
following question: Is there an optimal transmission power
to be used by the nodes? We address this question from the
viewpoint of minimizing the total power consumption and
maximizing the total throughput.

The performance of the network is assessed by measuring
the total energy consumption and the total throughput for
different offered loads. The transmission power P is related
to the transmission range R approximately as

P = SNR · A(fc, R) · N(fc) · B (2)

where N(fc) is the power spectral density of the noise,
evaluated as in [2], A(fc, R) is the attenuation as defined by
the expression (1) and B is the system bandwidth around the
center frequency fc. The throughput, T , is defined as

T =
n · td
ttot

(3)

where n refers to the number of correctly received packets, td
is the data packet length and ttot is the total time needed on
average to successfully transmit the n packets. Averaging is
performed over a number of different random deployments.

The total offered load, L, is determined by the packet arrival
rate, λg [packets/second], and the number of information
generating nodes, N , as

L = N · λg · td (4)

Packet arrivals are modeled as a Poisson process.
Simulation was conducted for an underwater network con-

sisting of 20 nodes, 16 of which are relays, randomly placed
over an area of 25 km2, three are information-generating
mobile nodes, and one is a common sink. The total network
area is divided into 16 squares and a relay is placed randomly
within a square according to the uniform distribution. Hence,
the density of relays is 0.64 nodes per square kilometer.

In the simulation, the data packets are generated by the
mobile node and all are destined to the sink, while the fixed
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Fig. 3. Total throughput using the DACAP protocol with acknowledgments
for different transmission ranges. Simulation time is 1000 seconds.



nodes act as relays. On the down-link, the sink sends data
packets to the mobile nodes through the network of relays.
Hence, the total number of information generating nodes is
N = 4.

It is assumed that all the information generating nodes have
the same rate λg . The center frequency used to evaluate the
attenuation and the noise power is fc = 35kHz, and the
bandwidth is B = 1kHz. The duration of the data packet
is td = 2 seconds. The total simulation time was set to 1000
seconds of network time.

Fig.2. and Fig.3. illustrate the results of the simulation.
Fig.2 shows the total energy consumed by all the nodes in
the network during the simulation. The point labeled ‘max-
imal connectivity’ corresponds to the transmission range of
7 km, which is sufficient to provide one-hop connectivity
between maximally separated nodes within the 5x5 km area.
No routing is needed in this case, but the energy consump-
tion is high. As the transmission range decreases, so does
the energy consumption. Multi-hoping becomes necessary,
which we accomplish using shortest path routing between
the nodes. Since the relays are fixed, multi-hoping is easily
implemented using pre-computed routing tables. The point
labeled ‘minimal connectivity’ corresponds to the minimal
transmission range for which connectivity is still guaranteed.
Energy consumption is minimal at this transmission range.
Hence, the optimal transmission range that minimizes the
overall energy consumption is the range that corresponds to
minimal connectivity. Reducing the transmission range beyond
this point results in the loss of connectivity for some nodes.
Simulation results demonstrate that substantial savings (about
65dB) in total power are available in the power-controlled
scenario as compared to the maximally connected one.

Fig.3. shows the total throughput as a function of the
total offered load, achieved with different transmission ranges.
Each curve corresponds to a different transmission range.
We observe that as the transmission range decreases from
the 7 km to the 5.3 km, 3.6 km and 1.5 km, the through-
put performance improves. The throughput is maximized
in the case of the minimal transmission range. Hence, the
optimal transmission range–one that corresponds to minimal
connectivity–simultaneoulsy results in maximal throughput
and minimal energy consumption. This interesting observation
further motivates the use of power control in underwater
acoustic networks.

IV. RELATIONSHIP BETWEEN OPTIMAL TRANSMISSION

RANGE AND NODE DENSITY

To determine the optimal transmission range, Ropt, one
can start with the maximal transmission range and iteratively
reduce it until minimal connectivity is reached. In the scenario
presented in Fig.1., Ropt is 1.5 km. The optimal power can
be obtained using this value of Ropt in the expression (2).

The optimal transmission range can also be estimated from
the node positions. Fig.4. illustrates this procedure for a
network with six nodes and maximal inter-node distance of
7.5 km. Shown in the figure are the possible connections
between the nodes corresponding to four different transmission

0 1 2 3 4 5
0

1

2

3

4

5

6

7

8

Number of relays per square kilometer

T
ra

ns
m

is
si

on
 r

an
ge

 [k
m

]

Upper limit
Average
Avg. approx.
Maximum
Max. approx.
Minimum
Min. approx.

Fig. 5. Optimal transmission range at which minimal connectivity is achieved
for different relay densities.

power levels. In a maximally connected network (a), a node
can communicate with any other node in a single hop. In the
scenario (b) some paths need multi-hoping. In a minimally
connected scenario (c), the optimal transmission range Ropt

can be calculated as the longest distance of the routing graph.
If transmission power is further reduced, connectivity can not
be guaranteed for all nodes, as illustrated in the scenario (d).

In practice, the optimal power can be computed centrally
or in a distributed fashion. For a given density, a grid size is
defined and a node is uniformly located within its grid. In this
case, the optimal transmission range can be determined as a
function of the relay density.

Fig.5. shows the average optimal transmission range as a
function of the relay density (circles) for the network topology
as that of Fig.1. Averaging is performed over 1000 random
deployments. Shown also in the figure are the maximum (tri-
angles) and the minimum (squares) of the optimal transmission
range. The three values (average, maximum and minimum)
clearly follow some trend, and this fact can be used to obtain
closed form approximations. In particular, the average optimal
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Fig. 6. Optimal transmission power at which minimal connectivity is
achieved for different relay densities.



a) Maximal connectivity − tx range = 7.5km
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c) Minimal connectivity − tx range = 4.5 km
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d) Loss of connectivity − tx range = 3.5 km
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Fig. 4. Connectivity changes depending on the transmission power. Solid lines indicate shortest path routes from the sink (square on the right) to each of
the nodes (circles). Dashed lines indicate other possible connections between relays.

transmission range can be approximated as

1.25√
ρ

(5)

where ρ is the density given in the number of relays per square
kilometer. In addition, the maximum and the minimum can be
approximated as

1.25
3
√

ρ2
+ 0.5 (6)

and
1√
ρ

(7)

respectively. These approximations are shown in solid lines.
The approximation for the minimal radius has an intuitive
analytical explanation – it corresponds to placing each node
in the center of its square. The approximation for the maximal
radius, however, does not have a similar explanation. Maximal
separation between two nodes is

√
5
ρ , which places an upper

bound on the average maximal radius. This bound is shown
in a dashed line in Fig.5.

Once the transmission range is defined, transmission power
can be calculated from the expression (2). Fig.6. shows the
transmission power corresponding to the average (circles),
maximum (triangles) and minimum (squares) optimal trans-
mission ranges, as well as the approximations obtained using
the transmission range from the expressions (5), (6) and (7).

These approximations provide a simple tool that can be used
to estimate the optimal transmission range in practical systems
with a large number of nodes where measurement of inter-node
distances may be difficult.

V. CONCLUSION

In this paper, power adjustment for DACAP has been
discussed with the goal of making this MAC layer protocol
applicable to an underwater acoustic network with arbitrary
coverage. By changing the transmission power, energy con-
sumption can be minimized and simultaneously throughput
can be maximized. The optimal transmission power is found
to be that power which corresponds to minimal connectivity.
In a practical system, power control can be implemented in a
distributed manner based on the knowledge or the measure-
ment of inter-node distances. For a network with uniform node
distribution the optimal transmission power can be determined
as a function of the node density.
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