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In recent years, the increase in textual data production has meant that researchers require faster text analysis techniques and software to reliably 
produce knowledge for the scientific–nursing community. Automatic text data analysis opens the frontiers to a new research area combining the 
depth of analysis typical of qualitative research and the stability of measurements required for quantitative studies. Thanks to the statistical–com-
putational approach, it proposes to study more or less extensive written texts produced in natural language to reveal lexical and linguistic worlds and 
extract useful and meaningful information for researchers. This article aims to provide an overview of this methodology, which has been rarely used 
in the nursing community to date.
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Learning objectives
• Describe a methodological approach to textual data that overcomes common problems in traditional qualitative analysis

• Describe a multimethod technique to enhance methodological rigour, reliability, and rapidity in textual data analysis
• Develop a strategy to overcome issues related to the treatment of complex qualitative data such as natural language and extensive collections 

of texts (i.e. Big Data)
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Introduction
Qualitative research is widely used in nursing and caring sciences to gen-
erate knowledge about human phenomena by considering in-depth, 
context-driven details.4,5 The main potential of qualitative research 
lies in exploring the complex meanings of social phenomena experi-
enced by individuals in their natural context.6 Supported by standard 
scientific criteria, checklists, and guidelines, such as the commonly 
used COREQ checklist, amongst others,7–11 qualitative research meth-
ods involve the systematic collection, organization, and interpretation 
of text derived from documents, discourses, or observations.12 Data 
are analysed using step-by-step processes, following precise procedural 
rules to ensure reliability.9,13 It is considered a real investment in study-
ing complex phenomena or constructing a new theory.

Although qualitative analysis is excellent in comparing different per-
spectives of the same phenomenon by adding meaning to the quantitative 

value,6 some authors report that researchers have often experienced 
time-consuming and costly data analysis techniques.3,14,15 For 
examples, researchers usually deal with many pages of qualitative data 
offering unique stories and perspectives; in contrast to faster quantita-
tive methods, they have to read texts several times to extract codes 
and get close enough to the meaning units and themes, trying to retain 
the integrity of each respondent’s story.11,16,17 Patterns, themes, and 
categories do not emerge on their own but demand intellectual work, 
and it becomes more challenging when dealing with profuse and un-
structured textual data, such as Big Data or natural language (NL).18,19

Actually, some of the best-known software for qualitative analysis 
(e.g. ATLAS, NVivo) provide some features that facilitate the research-
er in data analysis but they are only available for a semi-automatic ana-
lysis. It means that they assist the researcher in coding and extracting 
meaning units and themes, but they typically do not analyse the data 
automatically; instead, they make them more manageable and easier 
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to handle.13 Moreover, managing a large amount of data runs the risk of 
mistakes in analysis and interpretation, and except for some features, 
analysis and interpretation of qualitative data are consequentially still la-
borious for the researcher.11 Finally, there is ample evidence of the dif-
ficulty for researchers to extract latent content (Box 1), except by 
adopting laborious analysis techniques.3 Although there are a lot of 
great strengths to conventional approaches to qualitative data, it is still 
little is known about the practical use of newer data analysis techniques 
and their strengths and pitfalls in the analysis of complex qualitative 
data, and there are few published studies.20,21

Adopting an innovative multimethod approach (Box 1) connecting 
qualitative data and quantitative analysis helped by sophisticated soft-
ware that automatically analyses data (such as IRaMuTeQ, Lexico, 
and T-Lab) allows qualitative researchers to take advantage of various 
strategies and ensure rigour, rapidity, and originality of in-depth qualita-
tive data analysis.5,22 Moreover, it can help overtake issues that led to 
the researcher’s influence on data interpretation and help analyse 

data collected from larger and more representative samples. This is a 
need that also emerges in cardiovascular nursing, an area in which 
many qualitative studies have been conducted. Examples include the 
lived experience of living with cardiovascular disease,23 the processes 
of heart failure trajectory,24 and cultural orientation in cardiovascular 
disease recovery.21,25

Concerning technological development and the increase of electron-
ic sources, automatic analysis of textual data (AATD) could represent a 
substantial innovation in qualitative research. Maintaining the hermen-
eutic character and the typical characteristics of qualitative research, 
it is able to increase qualitative analysis’ credibility and trustworthiness 
compared with traditional methods,22,26,27 considering latent dimen-
sion extractions and context analysis in data interpretation.28 Little is 
known about the practical use of AADT and its strengths and pitfalls 
in supporting the complexity of qualitative data analysis in nursing sci-
ence. This article aims to shed light on this new and exciting area of re-
search and to give an overview of the usefulness of AATD in nursing 
studies, which is still little known to nurse researchers.29–31

Overview of the methodology
First developed by Reinert,32 ‘AATD proposes a qualitative analysis 
strongly integrated with the quantitative one to ensure the stability 
of the measures’.2 The process aims to extract the underlying real- 
world lexical corpora (Box 1) of entire documents (e.g. interviews, 
monologues, debates),33 by applying statistics on textual data from an 
exploratory–descriptive perspective1 and using software that can ana-
lyse texts automatically.2

Statistical measurements are applied following Fraire’s Exploratory 
Multidimensional Data Analysis model (EMDA),1 in which multivariate 
variable-driven statistics allow the interpretation of complex phe-
nomena (such as disease-related phenomena) related to the context. 
EMDA includes several types of statistical techniques, such as factor-
ial analysis (e.g. Principal Component Analysis and simple and mul-
tiple Correspondence Analysis), and classifier methods, such as 
Classificatory Hierarchical Dendrograms.2 Thanks to factorial analysis it 
is possible to extract words’ or classes of words’s proximity through 
their projection on a factorial plane, allowing for the exploration of lexical 
profiles and latent semantic dimensions.34–36 By the use of clustering, 
that is an unsupervised process based on algorythms, it is possible 
to classify texts with similar vocabulary.2,37 Text Mining (TM) and 
Latent Semantic Analysis (LSA) provide for the information extrac-
tion and the meanings attribution. Specifically, TM encodes unstruc-
tured textual data, automatically associates information, and extracts 
relevant meanings.18,38–40 Latent semantic analysis is an advanced TM 
approach41,42 providing for not only the text’s explicit information 
for extraction, but also the semantic structures that are partially hid-
den by the randomness of word placement (latent information), pro-
moting the recognition of more relevant meanings.43,44

Finally, thanks to the use of sophisticated software, it is possible to 
generate graphs that, with immediate impact, describe word proximi-
ties, similarities, distances, contrasts, and thematic patterns that emerge 
by applying statistics. It allows a more significant amount of distinct ana-
lyses based on the same corpus of data.37,46

Amongst the advantages offered by AATD, firstly, it is possible to 
overcome issues related to the different interpretations of the same 
texts.47 Secondly, it allows for the reliable analysis of extensive collec-
tions of texts and complex qualitative data (i.e. Big Data and 
Natural Language) without prior reading. Finally, this approach makes 
it possible to compare single parts of the same text and different texts, 
a procedure that traditional methods cannot perform.2 It is essential to 
emphasize that software automatically analyses data without eliminat-
ing or replacing the researcher’s role.27 Instead, the researcher plays 
a central role in making data robust for both analysis and interpretation 

Box 1 Table of definitions1

Multidimensional 

analysis

Multidimensional analysis of textual data is a set 

of statistical techniques for analysing large 

amounts of data from different points of view 
(dimensions) to interpret complex 

phenomena. It is characterized by the joint 

observation of k variables (v.) over n statistical 
units (v.). The multidimensional analysis 

includes three groups of statistical methods: 

(1) classificatory (cluster analyses); (2) factorial 
for two-way tables (principal component 

analysis, simple and multiple correspondence 

analysis, multidimensional scaling, etc.); and (3) 
analysis for multiple tables (three-way and 

multi-way data analyses). These are analyses 

with a solid computational basis and, 
therefore, only possible with computers and 

the appropriate advanced software.1,2

Lexical corpora/ 

corpus

Collection of text (i.e. interviews, journal articles, 

book chapters) considered consistent and 

relevant to be studied from some point of 
view or property.2

Latent dimensions/ 

content

Latent content is not directly observable and 

consists of the interpretation of the meaning 

underlying the text. 
Differently from the manifest content, which 

easily emerges from the text (it is defined as 

‘close to the text’), the latent content (defined 
as ‘distant from the text’) refers to something 

like the ‘red thread’ between the lines. 

During analysis, the researcher often begins by 
sorting the manifest content coded into 

categories and continues to look for latent 

content and formulates it as themes at various 
levels. In this way, the researcher takes 

different scientific positions depending on the 

study’s objective.3
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that, guided by theoretical frameworks, allow researchers to develop 
themes and identify multiple subjectivities without preconceived 
ideas.28,48–50 However, scientific rigour and complete efficiency in man-
aging and retrieving qualitative data will depend on the researcher’s 
knowledge of the software and its functionality, their mastery of com-
puter technology, and their ability to analyse organized data.22,27

Concerning the disadvantages of the method, decontextualization of 
words could occur if context analysis is not done correctly, as research-
ers work first on words and then on concepts. As a result, researchers 
might find it challenging to catch linguistic ambiguities if they are not ad-
equately trained. Finally, the possible excess of automaticity and stand-
ardization of processes could be questioned. While it strengthens the 
rigour and trustworthiness of research, traditional qualitative research-
ers might find it difficult to accept the quantification of qualitative phe-
nomena and concepts and the translation of texts and words into 
numbers and indices.

However, it is also true that we can affirm the two-dimensionality of 
research data. In a sense, all data are qualitative: all the data we collect 
correspond to subjective, psychic, and cultural phenomena that we try 
to translate into words to form empirical bases helpful in explaining so-
cial phenomena and controlling our theories. But we could also say that 
all data are quantitative because it is always possible to convert the lan-
guage of words into the language of numbers through a process of en-
coding and then, in turn, lead the numbers (or rather the measures) and 
the relationships identified amongst the numbers back to interpreta-
tions and explanations that can be nothing more than ordered se-
quences of words endowed with meaning.28

Step-by-step approach
According to Fraire,1 there are seven essential steps to carrying out 
EMDA (Central illustration). The first four steps are the preliminary 
phases in which data must be organized for analysis.

Step one: in this phase, the investigator defines the object and pur-
pose of the research, the material, and data collection to address all 
the further analysis.

Step two is called ‘a priori coding’. In this phase, researchers start 
working on data. All texts collected (i.e. the set of interviews or articles) 
are organized into a single document, called ‘textual corpus’, corre-
sponding to the initial data matrix. In this phase, some pre-processing 
and processing operations on text (normalization, lexicalization, and 
lemmatization) are required to permit the software to recognize words 
and work on them. Normalization aims to remove typos and standard-
ize spaces, apostrophes, and accents; through lemmatization, it is pos-
sible to recognize the grammatical categories and lead the words to 
their basic form, useful, for example, for word counting; lexicalization 
is needed to identify composed words and transform them into one 
by placing an underscore between them. Then, according to the aim, 
the corpus can be subdivided into smaller units by putting metadata lines 
between them. Smaller units could be single texts (i.e. an interview or a 
single chapter of a book), fragments (i.e. the single answer to a question 
or a paragraph), and elementary sense units (single words). Metadata 
lines (i.e. **** *n_1, **** n_2 up to **** *n_21) are command lines cre-
ated by external variables, according to the aim. For example, if your 
corpus is composed of interviews or focus group discussions, you can 
run the analysis based on the questions, themes treated, or interviewers’ 
characteristics. Instead, if you have a corpus of journal articles or book 
chapters, your command line can present variables related to ‘journal’ or 
‘book’ references. These command lines will permit the selection of the 
variable guiding the multivariate analysis described later.

Step three: this is called ‘a posteriori coding’. It is about lexicometric 
(or lexical) analysis, which means a first statistical description called ‘lex-
ical balance’. It is based on the primary standard criteria (e.g. frequency, 
co-occurrences, and proximity of the words) of the initial data matrix 
and provides a descriptive overview of your text. From this analysis, you 

can obtain three primary data: the total number of occurrences (i.e. fre-
quency of words) determining the corpus size (N ), the largeness of vo-
cabulary (V ) (i.e. the number of unique words in the text), and the 
number of Hapax (H ) (words occurring only once in the text or rare 
forms). According to Bolasco,50 to proceed to multidimensional ana-
lysis, some prerequisites lead to consistency, and statistical reliability 
must be satisfied. For these reasons, some indices, such as linguistic rich-
ness (V/N ) providing information about the language richness, percent-
age of Hapax, and the number of total occurrences in the text (at least 
25 000 needed), must be calculated.

Step four: the initial data matrix (based on segment frequencies) is 
coded into contingency tables compatible with multivariate analysis 
on which statistical measures and TM will be applied.

Once the preliminary steps have been completed, the researcher 
proceeds with the multidimensional analysis with the following three 
steps.

Step five consists of the ‘choice of the measure’ to apply to the just- 
produced contingency tables. It is very similar to quantitative, multidi-
mensional analysis but adapted to the type of data table (contingency 
in this case). The most used statistical measures the researcher can 
choose are the scalar product, cosine (standardized measure), and chi- 
square (χ2). The choice of measure depends on the aim of the analysis 
and the type of matrix (lexical or textual) the researcher wants to work 
on. For further information, see ‘The Automatic Analysis of Texts. 
Doing Research with Text Mining’ by Bolasco.2

Step six: this step enables the development of multidimensional sta-
tistics (i.e. clustering and factorial plans).

Step seven: This step returns the summary outputs of the results, 
both numerical (eigenvalues, factorial weights, factorial scores, trajec-
tories, etc.) and graphical (graphs of factorial plans, correlation circles, 
dendrograms, etc.).1

Software
There are several software packages for data analysis. The most com-
monly used by researchers are IRaMuTeQ 0.7 alpha 2,51 Taltac,52

Lexico,53 and T-Lab.54 Given the complex and technical discussion of 
single software descriptions and their selection criteria (not feasible 
in the article), the authors refer to Bolasco’s2 papers or software web-
sites for a more in-depth discussion.

Example of exploratory 
multidimensional data analysis in 
the cardiovascular field
Although EMDA is just beginning to make its way into the nursing field, 
to our knowledge, only one study has been published in the cardiovas-
cular field.21 The authors applied multidimensional statistics on intervie-
wees to investigate caregivers’ needs and the challenges of individuals 
with heart failure related to their sociodemographic characteristics. 
Applying EMDA, it was possible to obtain findings associated with so-
ciodemographic characteristics, such as country of origin, age, gender, 
and the kind of informal caregiving relationship with the patient, high-
lighting that they are continually trying to cope with their social isolation 
and deteriorating health.

Reporting
Since the AADT is a multimethod approach that originates from quali-
tative data and provides structured information, a scientific paper needs 
to primarily report the descriptive indices of the analysis related to the 
lexical balance. Moving on to the description of the graphs, the 
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classificatory hierarchical dendrogram must be discussed in terms of 
class relationships, the theme that emerged, and the percentage of vari-
ance covered by each class. Factorial plans, showing, respectively, 
words’ and classes of words’ proximity projections, need to be de-
scribed from both lexical and textual points of view, and the relation-
ships that emerge from the content of the graphs must be 
interpreted in terms of meaning.34,45 It is essential to report the factors 
extracted and their percentage of variance covered.

Visualization
For further clarification of the practical use of the entire process of EMDA 
on textual data, readers can refer to the article ‘The nurse in the mirror: 

image of the female nurse during the Italian fascist period’,20 where also 
graphs and their respective interpretations are clearly shown.

Conclusion
Nursing is recognized as a human science because it understands ex-
periences as humans live them. Automatic analysis of textual data is a 
versatile, person-centred strategy that allows us to study relationships 
between previously unobserved questions and subgroups. Although 
AADT exploits computational strategies and statistical measurements 
with methodological rigour increasing the reliability of the analysis, it 
should not be conducted without full consideration of theory, previous 
research, and the clinical relevance of the results.5,27,29

Central illustration
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