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An optoelectronic router with a shuffle exchange network is presented and enhanced by adding 

micro-optical-electrical mechanical systems (MOEMS) in the network to add the ability to reconfigure 

the shuffle network. The MOEMS described here are fully connected any-to-any crossbar switches. 

The added reconfigurability gives the opportunity to adapt for different common application 

characteristics. Two representative application models are described, where the first has symmetric 

properties and the second has asymmetric properties. The router system is simulated with the specified 

applications and an analysis of the results is carried out. By using MOEMS in the optical network, and 

thus reconfigurability, over 50% increased throughput performance and decreased average packet delay 

is obtained for the given application. Network congestions are shown to be avoided throughout the 

system if reconfigurability is used. 
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1.  Introduction 

In the community of reconfigurable systems, optics are still relatively unproven, particularly in the domain 

of telecommunications. Optics are in the verge of achieving the requirements that are needed in order to be 

considered in reconfigurable computer and communication architectures, especially when it comes to 

micro-optical-electrical mechanical systems (MOEMS). For quite some time MOEMS devices has been 

regarded too unstable, too expensive etc. Reports and articles [1-5] now claim that the former flaws of 

MOEMS are changed to strengths instead. Even the avionics industry is now contemplating to use MOEMS 

devices in next generation reconfigurable computer architectures [6] as reliability reports prove less than 37 

failures over 1 million operating hours [7].  

This article describes how MOEMS crossbar devices can be used in optoelectronic routers to avoid traffic 
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congestions for certain application domains, i.e. increase the overall throughput. The application domain 

targeted spans from homogenously distributed traffic patterns to unevenly distributed traffic patterns, e.g. 

video-on-demand, embedded parallel processing (radar signal processing and radio base stations signal 

processing), etc. These applications have a strong tendency of being heavily congested at some specific areas 

in the system as the traffic loads increase. In order to prove the gain of adding reconfigurability by using 

MOEMS in the backbone network a simulation and an analysis of the router system has been carried out. The 

optical MOEMS crossbar switch is used to reconfigure the shuffle exchange network, as seen in Figure 1, to 

fit the application characteristics. Hence, through reconfigurability, the router system has the ability to adapt 

for the current traffic conditions to increase the overall throughput. As an example, assume that the traffic 

from an electronic crossbar on the input side changes to be mostly destined to a specific electronic crossbar on 

the output side. The shuffle network can then be adapted to have more lines than normally between this pair 

of input and output crossbars. By simulating both the network architecture with reconfigurability and without, 

a comparison of the two is obtained. 
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Figure 1: The general overview of the router. 

Often, network traffic with asymmetric traffic patterns are relayed over routers and switches. These traffic 

patterns, or applications, do not change dramatically with each packet that is sent. High Definition-TV is one 

representative example of this kind of application, where an established connection lasts over a relatively long 

time, and the traffic might be concentrated to specific living areas or only from a few video sources. The 

overall communication pattern can change depending on, e.g., what the time of the day it is or depending on 

who is broadcasting the most popular TV program for the moment. The applications considered here follow a 

dataflow pattern that typically congests a local area in the system and a dataflow that does not change very 

often over the duration of a larger time span. Many types of these traffic patterns exist but for clarity we have 

chosen regular, but still asymmetric traffic patterns for the analysis in this paper, as follows.  



In order to model the asymmetry in the application behavior we have a model for the dataflow. First, 

consider an application that has a homogenous distributed traffic pattern, a so called symmetric application. 

By symmetric we imply that all the traffic that enters an input switch board, in overall, is equally spread to all 

of the output switch boards. Hence, at full traffic load the ideal backplane should have all network resources 

evenly distributed because the application follows the appropriate behavior for that particular network type, or 

vice versa. However, as the application becomes more asymmetric, i.e. the board-to-board (or input to output 

crossbar) load becomes more imbalanced, the backplane ceases to suite the application and the throughput 

performance will drop as the traffic intensity increases. The bandwidth required may be extremely high or it 

may be very moderate. This property of the application is said to be asymmetric. In turn, this asymmetry will 

lead to problems such as; buffer overloads, backplane links working at maximum while other backplane links 

are used very modestly, etc. To avoid these problems the backplane needs to be adjusted or reconfigured, to fit 

the current traffic flow. This reconfigurability is achieved, as described in Section 3, by use of MOEMS 

devices which are described in Section 2.  

All these different demands present a delicate problem since it is very hard to satisfy all of the varying 

demands with one static network type. This makes the use of MOEMS components very appealing, since they 

can provide robustness and compact solutions to a low cost and adds support for the varying asymmetric 

traffic patterns that can emerge in the application. In our previous work [8, 9] we have investigated how 

optical network architectures can be incorporated into parallel computing and communication systems. We 

have showed that the power of reconfigurability in communication equipment is best applied in the backplane 

where the highest gain is achieved to the lowest cost [9].  

2.  Optical Components 

The switch boards are interconnected by using standard multimode fiber ribbons [10] or laminated fibers 

[11-14] for easy mounting and coupling. The fibers would then not have to wear their thick surrounding jackets 

and all the fibers would be placed in one physical plane, i.e. a foil. The advantage of using this technology is to 

save space and make coupling easier. On the other hand, standard fiber ribbon solutions can instead be used 

where up to 72 fibers can be integrated in one physical cable [15].  

VCSELs [16] are used for transmission of light and equal amount of photo-detectors is used at the receiver 

end, i.e. N unidirectional optical communication lines from the input switch boards to the optical MOEMS 

switch, and then from the MOEMS crossbar to the receiving output switch boards at the output stage.  

Optical transmissions are made by using standard low-cost VCSELs with a typical wavelength of 850 nm 

and with a maximum bit rate of 10 Gbit/s [11, 17]. 

The optical components are pop-up MOEMS with 8  8, 16  16 or 32  32 mirrors, as illustrated in 

Figure 2. The actuated flip-flop mirrors are monolithically integrated on a silicon chip. By pushing a selected 



mirror, the collimated light is redirected to the desired output port as shown in Figure 2. The micro-actuated 

flip-flop switch mirror consists of a mirror (usually gold or aluminum) that provides a reflective surface to the 

incoming light beam. This mirror is in turn anchored on the silicon substrate. In the MOEMS discussed here, the 

optical beams move in a 2-dimensional space where each mirror is controlled to be in either down-position (no 

beam bounce) or up-position (beam bounce). This technology is seen to achieve low light-loss, low crosstalk, 

and low polarization dependence. One disadvantage with this technology is the relatively long reconfiguration 

time, which is in the order of milliseconds. The MOEMS should, however, in our case only be used to 

reconfigure the network, they should not be regarded as packet switches.  

 

Figure 2: An NN optical switch with pop-up mirrors, i.e. N2 MOEMS mirrors. 

Because these devices steer light beams they are bit rate independent, wavelength (i.e. channel) independent 

as well as protocol independent. This means that 80 or more wavelengths are possible at 10 Gbit/s per fiber 

wire, i.e. 800 Gbit/s in total per fiber wire [18]. Significantly important is that each device in a MOEMS system 

is relatively large so this technology does not push the limits of lithography and wafer fabrication processes. In 

general, last generation semiconductor processing equipment can be used.  

The 2-dimensional MOEMS described here brings compact solutions for small or medium-sized systems. 

The disadvantage with the 2-dimensional MOEMS is that N2 mirrors are needed in an N  N switch. A more 

scalable solution is to let the beams travel in 3-dimensional space and to use mirrors for which the angle can 

be controlled in two axes. In an N  N switch, two arrays of size N  N are used. Each beam will first 

bounce on an input specific mirror in the first array and then on an output specific mirror in the second array. 

Reports show that 112  112 switches with the capacity of 35.8 Tbit/s are possible and reliable [19]. Agilent 

announced a fully non-blocking 32  32 switch in March 2000 [20] and Lucent Technologies announced a 

238  238 switches based on the 3-dimensional MOEMS technology with 56 644 possible connections [21], 

while switch sizes of 1024  1024 are prototyped and 4096  4096 port MEMS are considered to be reality in 

the next few following years. Due to the relatively low signal attenuation of 2 dB in today’s MOEMS devices, 

G. Shen et al. [20] have showed that multistage MOEMS switches also are possible. This low attenuation is 

significantly important since it reduces the power requirements of the optical transmitters and receivers; hence 

the cost is also reduced [21]. 



3.  Architectural Description 

In this section we present the basic router architecture to then extent it with reconfigurability next. The 

router mainly consists of switch boards mounted and cooled in a large rack. The switch boards are 

interconnected to each other through a backplane interconnection network with a kind of all-to-all network 

topology. Generally, a switch board consists of several smaller network switches which in turn are 

interconnected internally on one board. As the number of I/Os increases several crossbars might be used to 

implement a single switch board. Here, an entire switch board is approximated to one single electrical 

crossbar switch for the following reason: in comparison to the backplane the communication internally on one 

switch board is faster. Hence, for the ease of reasoning a switch board will be defined as a single crossbar 

switch throughout this paper, as depicted in Figure 3. A switch board is modeled as an ideal crossbar with 

zero-delay internal communication transfers and infinite output port buffer sizes within the scope of this paper. 

All packets from the inputs are transferred to the output buffer (output port queue on the board) with the 

correct routing to an output switch board and with the least number of packets in the queue, i.e. least occupied 

buffer slots.  
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Figure 3: The switching board with buffers (queues). 

As illustrated in Figure 4, the input switch boards are interconnected through a backplane network to the 

output switch boards. Hence, a shuffle exchange network is created with M input switch boards and M output 

switch boards, where each switch board holds N physical input wires and N physical output wires. Here, we 

will assume a router size of M = 4, i.e. two columns of switch boards where each column hold M switch 

boards, and N = 16, i.e. 64 × 64 inputs/outputs for the complete system. The interconnection network between 

the two stages is hereafter denoted as the backplane or network.   

For a switch node with N = 16 outputs, four physical wires are connected to each of the output switches. 

This intuitively implicates that the router is optimized for evenly distributed applications, so called symmetric 

applications. If the network traffic has asymmetric properties as described in Section 4, the performance will 



decrease drastically as the traffic load increases. Reconfigurability in the backbone network can avoid these 

drawbacks. The symmetric network will be used for comparisons reasons, in order to see what gains can be 

achieved.  
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Figure 4: The symmetric topology for the backbone network. 

As described earlier the interconnection network is of all-to-all type. What distinguishes our network is that 

reconfigurability is attained by using MOEMS devices. This gives the shuffle exchange network the ability to 

adapt to the traffic conditions and application characteristics. Reconfigurability by use of MOEMS devices can 

significantly improve performance as the network is given the possibility to adapt for the asymmetry in the 

application. By applying a MOEMS switch to the network backbone as showed in Figure 5, increased 

throughput capacity can be obtained as further explained in Section 4. If N = 16, the router size is 64 input ports 

times 64 output ports. Four 32  32 two dimensional (planar) MOEMS switches can be used to form a 64  64 

non-blocking optical switch and for larger port counts (outside the scope of this paper) three dimensional 

MOEMS switches can be used.  

Two different traffic patterns (applications) are modeled and applied to the different system solutions 

which allow us to extract some conclusions about the designs. If the overall traffic tendency is evenly 



distributed, i.e. strictly symmetric, 25% of the overall traffic on one single input switch board will go straight 

forward to its neighboring (with the same index number) output switch board. This application is denoted as 

the symmetric application. Similarly, if the overall traffic from one input switch board where N – M + 1 

network links are routed to the corresponding output switch board with the same index number M, and the 

remaining traffic is equally distributed to the rest of the outgoing switch boards. This is an extremely 

asymmetric application, hereafter denoted as the asymmetric application. In this case where M = 4 and N = 16 

we will in overall have 13 network links going to the output switch board with the same index number M, as 

clarified in Figure 5, when the system has maximum traffic load.   
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Figure 5: The reconfigured shuffle network, now with asymmetric properties. 

In reality, the asymmetric cases can represent, e.g., networks in which the proposed system is a network 

router where a video on demand server sends mostly to some specific parts of the network for the moment. 

The reconfigurable network can adapt to the applications described above by reconfiguring the optical 

crossbar switch to fit the current traffic conditions. This inherently implies that for the symmetric application 

the MOEMS is configured according to the basic all-to-all setup since the symmetric application represents a 

traditional network type that works sufficiently well for most applications. If the traffic characteristics are 

according to the asymmetric application the MOEMS will be configured so that 13 wires from an input switch 

board are routed to its neighboring output switchboard (with the same index number) and one network link to 

each of the remaining three output switch boards. Similarly, the MOEMS is configured accordingly 

throughout the backplane.  



4.  A Case Study Analysis  

The application models chosen for the analysis consist of periodic traffic with a period Tperiod, and where 

the traffic intensity is increased by increasing the number of logical channels traversing the system. All 

physical input wires are subjected with the same number of logical channels and as the number of channels 

per wire increases the traffic intensity also increases proportionally. Already established logical channels are 

preserved unchanged as more channels are added, i.e. when simulating higher traffic intensity.  

The simulator works on the packet transmission level, where buffer sizes are regarded infinite. The packet 

size is constant and the transmission time of one packet is defined as one time unit. At the start of the 

simulation each logical channel is assigned an offset delay before the first period start. Each channel’s offset 

value is randomly generated, with an even distribution, within the range between zero and Tperiod. 

The two applications described previously are targeted to the system. Throughput, average packet delay 

and average delay per input buffer are measured and analyzed (see definitions below). These parameters are 

not measured from the simulation start since the traffic congestion has not settled. Instead they are measured 

from simulation time unit 400 up to 1000. The throughput is defined as total number of packets on average 

that has exited the router per time unit and physical wire. The period Tperiod = 20, while the amount of 

generated packets per period is set to C = 1. Inherently, a maximum of 20 logical channels are possible on one 

single physical input wire. The average packet delay is defined as the average delay of all packets delivered to 

any output. Finally, the average delay per input buffer is defined as the average delay of all packets from one 

specific input buffer that has exited on any output port.  

In Figure 6 it can be clearly noted that when the application is asymmetric the backplane network is 

congested at around 6 logical channels per physical link where each physical wire can hold a maximum of 20 

channels. I.e. the backplane is congested at around 30% of the theoretical maximum link capacity. At this 

point the throughput clearly increases with a slower rate. In fact, it never reaches above 45% throughput.  
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Figure 6: Throughput for the symmetric network (left) and for asymmetric network (right). 



The throughput is normalized where 1 (or 100%) represents maximum load. Further, when the network is 

reconfigured to fit the asymmetry of the application the throughput increases linearly all the way to nearly 

100% as shown to the right in Figure 6. Hence, a dramatic performance gain is achieved after 30% network 

load. At maximum load more than 50% performance gain can be attained when our reconfigurable shuffle 

network is used.  

If we look at the average packet delay when the symmetric network is used it can be noted that the delay 

escalates heavily at 30% traffic intensity (6 logical channels per physical wire), see Figure 7. That indicates 

that some buffers are overloaded and the system is saturated. When the network is of asymmetric type 

according to the current application model the average packet delay increases fairly linear, and never grows as 

rapidly as in the symmetric case.  
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Figure 7: Packet delay for the symmetric network (left) and the asymmetric network (right). 

It is also interesting to see what input buffers stalls (i.e. heavily congests) the system first, since a drastic 

increase in occupied slots in an input buffer is an indicator of what bandwidth bottlenecks the network has. In 

other words, if a particular buffer increases radically in number of packets held, the corresponding network 

link is congested itself and the board-to-board bandwidth is insufficient. In Figure 8 it can be seen that some 

of the buffers are congested earlier then others and these buffers are the ones that increases the average packet 

delay as well as decreases the throughput. For the symmetric network, again, it can be seen that at around 

30% traffic load some of the buffers are saturated. Actually, there are 16 links (4 × 4) that are saturated. Those 

are the ones that are not sufficient to meet the overall board-to-board bandwidth that the pipelined traffic 

requires. In the case of using the asymmetric network the buffers are more evenly filled and no buffer 

becomes so populated that it can not recover from the situation. The network is more evenly congested 

throughout its resources. Therefore, it can be concluded that the resources for the asymmetric network are 

more properly used, for the given application, than in the symmetric case.  
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Figure 8: Average buffer delay for the symmetric (left) and the asymmetric network (right). 

5.  Conclusions 

An optoelectronic switch and router system has been described. The system uses MOEMS devices to 

achieve reconfigurability in the backplane network which gives the opportunity to adapt the shuffle exchange 

network to asymmetric application characteristics. Models of the applications have been created and 

simulations have been carried out. From the analysis of these results it is showed that significant performance 

increase can be obtained if the backbone network is reconfigurable. This conclusion is made by measuring 

throughput, average packet delay and investigating what network links are subjected to severe congestion. 

This shows the potential of MOEMS devices in reconfigurable networking for the next generation high 

capacity routers. 
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