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Introduction

Orbifolds lie at the intersection of many different areas of mathematics, includ-
ing algebraic and differential geometry, topology, algebra, and string theory,
among others. What is more, although the word “orbifold” was coined rel-
atively recently,1 orbifolds actually have a much longer history. In algebraic
geometry, for instance, their study goes back at least to the Italian school un-
der the guise of varieties with quotient singularities. Indeed, surface quotient
singularities have been studied in algebraic geometry for more than a hundred
years, and remain an interesting topic today. As with any other singular variety,
an algebraic geometer aims to remove the singularities from an orbifold by
either deformation or resolution. A deformation changes the defining equation
of the singularities, whereas a resolution removes a singularity by blowing it up.
Using combinations of these two techniques, one can associate many smooth
varieties to a given singular one. In complex dimension two, there is a natural
notion of a minimal resolution, but in general it is more difficult to understand
the relationships between all the different desingularizations.

Orbifolds made an appearance in more recent advances towards Mori’s
birational geometric program in the 1980s. For Gorenstein singularities, the
higher-dimensional analog of the minimal condition is the famous crepant

resolution, which is minimal with respect to the canonical classes. A whole
zoo of problems surrounds the relationship between crepant resolutions and
Gorenstein orbifolds: this is often referred to as McKay correspondence. The
McKay correspondence is an important motivation for this book; in complex di-
mension two it was solved by McKay himself. The higher-dimensional version
has attracted increasing attention among algebraic geometers, and the existence
of crepant resolutions in the dimension three case was eventually solved by an

1 According to Thurston [148], it was the result of a democratic process in his seminar.

vii



viii Introduction

array of authors. Unfortunately, though, a Gorenstein orbifold of dimension
four or more does not possess a crepant resolution in general. Perhaps the
best-known example of a higher-dimensional crepant resolution is the Hilbert
scheme of points of an algebraic surface, which forms a crepant resolution of
its symmetric product. Understanding the cohomology of the Hilbert scheme of
points has been an interesting problem in algebraic geometry for a considerable
length of time.

Besides resolution, deformation also plays an important role in the classifi-
cation of algebraic varieties. For instance, a famous conjecture of Reid [129]
known as Reid’s fantasy asserts that any two Calabi–Yau 3-folds are connected
to each other by a sequence of resolutions or deformations. However, deforma-
tions are harder to study than resolutions. In fact, the relationship between the
topology of a deformation of an orbifold and that of the orbifold itself is one
of the major unresolved questions in orbifold theory.

The roots of orbifolds in algebraic geometry must also include the theory
of stacks, which aims to deal with singular spaces by enlarging the concept of
“space” rather than finding smooth desingularizations. The idea of an algebraic
stack goes back to Deligne and Mumford [40] and Artin [7]. These early papers
already show the need for the stack technology in fully understanding moduli
problems, particularly the moduli stack of curves. Orbifolds are special cases
of topological stacks, corresponding to “differentiable Deligne and Mumford
stacks” in the terminology of [109].

Many of the orbifold cohomology theories we will study in this book have
roots in and connections to cohomology theories for stacks. The book [90] of
Laumon and Moret-Bailly is a good general reference for the latter. Orbifold
Chen–Ruan cohomology, on the other hand, is closely connected to quantum
cohomology – it is the classical limit of an orbifold quantum cohomology
also due to Chen–Ruan. Of course, stacks also play an important role in the
quantum cohomology of smooth spaces, since moduli stacks of maps from
curves are of central importance in defining these invariants. For more on
quantum cohomology, we refer the reader to McDuff and Salamon [107]; the
original works of Kontsevich and Manin [87, 88], further developed in an
algebraic context by Behrend [19] with Manin [21] and Fantechi [20], have
also been very influential.

Stacks have begun to be studied in earnest by topologists and others outside
of algebraic geometry, both in relation to orbifolds and in other areas. For
instance, topological modular forms (tmf), a hot topic in homotopy theory,
have a great deal to do with the moduli stack of elliptic curves [58].

Outside of algebraic geometry, orbifolds were first introduced into topol-
ogy and differential geometry in the 1950s by Satake [138, 139], who called
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them V-manifolds. Satake described orbifolds as topological spaces generaliz-
ing smooth manifolds. In the same work, many concepts in smooth manifold
theory such as de Rham cohomology, characteristic classes, and the Gauss–
Bonnet theorem were generalized to V-manifolds. Although they are a useful
concept for such problems as finite transformation groups, V-manifolds form a
straightforward generalization of smooth manifolds, and can hardly be treated
as a subject in their own right. This was reflected in the first twenty years of
their existence. Perhaps the first inkling in the topological literature of addi-
tional features worthy of independent interest arose in Kawasaki’s V-manifold

index theorem [84, 85] where the index is expressed as a summation over the
contribution of fixed point sets, instead of via a single integral as in the smooth
case. This was the first appearance of the twisted sectors, about which we will
have much more to say later.

In the late 1970s, V-manifolds were used seriously by Thurston in his ge-
ometrization program for 3-manifolds. In particular, Thurston invented the
notion of an orbifold fundamental group, which was the first true invariant
of an orbifold structure in the topological literature.2 As noted above, it was
during this period that the name V-manifold was replaced by the word orbifold.
Important foundational work by Haefliger [64–68] and others inspired by folia-
tion theory led to a reformulation of orbifolds using the language of groupoids.
Of course, groupoids had also long played a central role in the development
of the theory of stacks outlined above. Hence the rich techniques of groupoids
can also be brought to bear on orbifold theory; in particular the work of
Moerdijk [111–113] has been highly influential in developing this point of
view. As a consequence of this, fundamental algebraic topological invariants
such as classifying spaces, cohomology, bundles, and so forth have been de-
veloped for orbifolds.

Although orbifolds were already clearly important objects in mathematics,
interest in them was dramatically increased by their role in string theory. In
1985, Dixon, Harvey, Vafa, and Witten built a conformal field theory model
on singular spaces such as T

6/G, the quotient of the six-dimensional torus
by a smooth action of a finite group. In conformal field theory, one associates
a Hilbert space and its operators to a manifold. For orbifolds, they made a
surprising discovery: the Hilbert space constructed in the traditional fashion
is not consistent, in the sense that its partition function is not modular. To
recover modularity, they introduced additional Hilbert space factors to build a

2 Of course, in algebraic geometry, invariants of orbifold structures (in the guise of stacks)
appeared much earlier. For instance, Mumford’s calculation of the Picard group of the moduli
stack of elliptic curves [117] was published in 1965.
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stringy Hilbert space. They called these factors twisted sectors, which intuitively
represent the contribution of singularities. In this way, they were able to build a
smooth stringy theory out of a singular space. Orbifold conformal field theory
is very important in mathematics and is an impressive subject in its own right.
In this book, however, our emphasis will rather be on topological and geometric
information.

The main topological invariant obtained from orbifold conformal field theory
is the orbifold Euler number. If an orbifold admits a crepant resolution, the
string theory of the crepant resolution and the orbifold’s string theory are
thought to lie in the same family of string theories. Therefore, the orbifold
Euler number should be the same as the ordinary Euler number of a crepant
resolution. A successful effort to prove this statement was launched by Roan
[131, 132], Batyrev and Dais [17], Reid [130] and others. In the process,
the orbifold Euler number was extended to an orbifold Hodge number. Using
intuition from physics, Zaslow [164] essentially discovered the correct stringy
cohomology group for a global quotient using ad hoc methods. There was
a very effective motivic integration program by Denef and Loeser [41, 42]
and Batyrev [14, 16] (following ideas of Kontsevich [86]) that systematically
established the equality of these numbers for crepant resolutions. On the other
hand, motivic integration was not successful in dealing with finer structures,
such as cohomology and its ring structure.

In this book we will focus on explaining how this problem was dealt with in
the joint work of one of the authors (Ruan) with Chen [38]. Instead of guessing
the correct formulation for the cohomology of a crepant resolution from orbifold
data, Chen and Ruan approached the problem from the sigma-model quantum
cohomology point of view, where the starting point is the space of maps from
a Riemann surface to an orbifold. The heart of this approach is a correct theory
of orbifold morphisms, together with a classification of those having domain an
orbifold Riemann surface. The most surprising development is the appearance
of a new object – the inertia orbifold – arising naturally as the target of an
evaluation map, where for smooth manifolds one would simply recover the
manifold itself. The key conceptual observation is that the components of the
inertia orbifold should be considered the geometric realization of the conformal
theoretic twisted sectors. This realization led to the successful construction of
an orbifold quantum cohomology theory [37], and its classical limit leads to
a new cohomology theory for orbifolds. The result has been a new wave of
activity in the study of orbifolds. One of the main goals of this book is to
give an account of Chen–Ruan cohomology which is accessible to students.
In particular, a detailed treatment of orbifold morphisms is one of our basic
themes.
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Besides appearing in Chen–Ruan cohomology, the inertia orbifold has led
to interesting developments in other orbifold theories. For instance, as first
discussed in [5], the twisted sectors play a big part in orbifold K-theory and
twisted orbifold K-theory. Twisted K-theory is a rapidly advancing field; there
are now many types of twisting to consider, as well as interesting connections
to physics [8, 54, 56].

We have formulated a basic framework that will allow a graduate student
to grasp those essential aspects of the theory which play a role in the work
described above. We have also made an effort to develop the background from
a variety of viewpoints. In Chapter 1, we describe orbifolds very explicitly,
using their manifold-like properties, their incarnations as groupoids, and, last
but not least, their aspect as singular spaces in algebraic geometry. In Chapter 2,
we develop the classical notions of cohomology, bundles, and morphisms for
orbifolds using the techniques of Lie groupoid theory. In Chapter 3, we de-
scribe an approach to orbibundles and (twisted) K-theory using methods from
equivariant algebraic topology. In Chapter 4, the heart of this book, we develop
the Chen–Ruan cohomology theory using the technical background developed
in the previous chapters. Finally, in Chapter 5 we describe some significant
calculations for this cohomology theory.

As the theory of orbifolds involves mathematics from such diverse areas, we
have made a selection of topics and viewpoints from a large and rather opaque
menu of options. As a consequence, we have doubtless left out important work
by many authors, for which we must blame our ignorance. Likewise, some
technical points have been slightly tweaked to make the text more readable.
We urge the reader to consult the original references.

It is a pleasure for us to thank the Department of Mathematics at the Univer-
sity of Wisconsin-Madison for its hospitality and wonderful working conditions
over many years. All three of us have mixed feelings about saying farewell to
such a marvelous place, but we must move on. We also thank the National
Science Foundation for its support over the years. Last but not least, all three
authors want to thank their wives for their patient support during the preparation
of this manuscript. This text is dedicated to them.





1

Foundations

1.1 Classical effective orbifolds

Orbifolds are traditionally viewed as singular spaces that are locally modeled

on a quotient of a smooth manifold by the action of a finite group. In algebraic

geometry, they are often referred to as varieties with quotient singularities. This

second point of view treats an orbifold singularity as an intrinsic structure of

the space. For example, a codimension one orbifold singularity can be treated

as smooth, since we can remove it by an analytic change of coordinates. This

point of view is still important when we consider resolutions or deformations

of orbifolds. However, when working in the topological realm, it is often more

useful to treat the singularities as an additional structure – an orbifold structure –

on an underlying space in the same way that we think of a smooth structure as

an additional structure on a topological manifold. In particular, a topological

space is allowed to have several different orbifold structures. Our introduction

to orbifolds will reflect this latter viewpoint; the reader may also wish to consult

the excellent introductions given by Moerdijk [112, 113].

The original definition of an orbifold was due to Satake [139], who called

them V -manifolds. To start with, we will provide a definition of effective orb-

ifolds equivalent to Satake’s original one. Afterwards, we will provide a refine-

ment which will encompass the more modern view of these objects. Namely,

we will also seek to explain their definition using the language of groupoids,

which, although it has the drawback of abstractness, does have important tech-

nical advantages. For one thing, it allows us to easily deal with ineffective

orbifolds, which are generically singular. Such orbifolds are unavoidable in

nature. For instance, the moduli stack of elliptic curves [117] (see Exam-

ple 1.17) has a Z/2Z singularity at a generic point. The definition below appears

in [113].

1



2 Foundations

Definition 1.1 Let X be a topological space, and fix n ≥ 0.

� An n-dimensional orbifold chart on X is given by a connected open subset

Ũ ⊆ Rn, a finite group G of smooth automorphisms of Ũ , and a map φ :

Ũ → X so that φ is G-invariant and induces a homeomorphism of Ũ/G onto

an open subset U ⊆ X.
� An embedding λ : (Ũ ,G, φ) →֒ (Ṽ , H,ψ) between two such charts is a

smooth embedding λ : Ũ →֒ Ṽ with ψλ = φ.
� An orbifold atlas on X is a family U = {(Ũ ,G, φ)} of such charts, which

cover X and are locally compatible: given any two charts (Ũ ,G, φ) for

U = φ(Ũ ) ⊆ X and (Ṽ , H,ψ) for V ⊆ X, and a point x ∈ U ∩ V , there

exists an open neighborhood W ⊆ U ∩ V of x and a chart (W̃ ,K,μ) for W

such that there are embeddings (W̃ ,K,μ) →֒ (Ũ ,G, φ) and (W̃ ,K,μ) →֒

(Ṽ , H,ψ).
� An atlas U is said to refine another atlas V if for every chart in U there

exists an embedding into some chart of V . Two orbifold atlases are said to be

equivalent if they have a common refinement.

We are now ready to provide a definition equivalent to the classical definition

of an effective orbifold.

Definition 1.2 An effective orbifold X of dimension n is a paracompact Haus-

dorff space X equipped with an equivalence class [U] of n-dimensional orbifold

atlases.

There are some important points to consider about this definition, which we

now list. Throughout this section we will always assume that our orbifolds are

effective.

1. We are assuming that for each chart (Ũ ,G, φ), the group G is acting

smoothly and effectively1 on Ũ . In particular G will act freely on a dense

open subset of Ũ .

2. Note that since smooth actions are locally smooth (see [31, p. 308]), any

orbifold has an atlas consisting of linear charts, by which we mean charts of

the form (Rn,G, φ), where G acts on Rn via an orthogonal representation

G ⊂ O(n).

3. The following is an important technical result for the study of orbifolds

(the proof appears in [113]): given two embeddings of orbifold charts λ,μ :

(Ũ ,G, φ) →֒ (Ṽ , H,ψ), there exists a unique h ∈ H such that μ = h · λ.

1 Recall that a group action is effective if gx = x for all x implies that g is the identity. For basic
results on topological and Lie group actions, we refer the reader to Bredon [31] and tom Dieck
[152].
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4. As a consequence of the above, an embedding of orbifold charts λ :

(Ũ ,G, φ) →֒ (Ṽ , H,ψ) induces an injective group homomorphism, also

denoted by λ : G →֒ H . Indeed, any g ∈ G can be regarded as an embed-

ding from (Ũ ,G, φ) into itself. Hence for the two embeddings λ and λ · g,

there exists a unique h ∈ H such that λ · g = h · λ. We denote this element

h = λ(g); clearly this correspondence defines the desired monomorphism.

5. Another key technical point is the following: given an embedding as above,

if h ∈ H is such that λ(Ũ ) ∩ h · λ(Ũ ) �= ∅, then h ∈ im λ, and so λ(Ũ )

= h · λ(Ũ ).

6. If (Ũ ,G, φ) and (Ṽ , H,ψ) are two charts for the same orbifold struc-

ture on X, and if Ũ is simply connected, then there exists an embedding

(Ũ ,G, φ) →֒ (Ṽ , H,ψ) whenever φ(Ũ ) ⊂ ψ(Ṽ ).

7. Every orbifold atlas for X is contained in a unique maximal one, and two

orbifold atlases are equivalent if and only if they are contained in the same

maximal one. As with manifolds, we tend to work with a maximal atlas.

8. If the finite group actions on all the charts are free, then X is locally

Euclidean, hence a manifold.

Next we define the notion of smooth maps between orbifolds.

Definition 1.3 Let X = (X,U) and Y = (Y,V) be orbifolds. A map f : X →

Y is said to be smooth if for any point x ∈ X there are charts (Ũ ,G, φ) around

x and (Ṽ , H,ψ) around f (x), with the property that f maps U = φ(Ũ ) into

V = ψ(Ṽ ) and can be lifted to a smooth map f̃ : Ũ → Ṽ with ψf̃ = f φ.

Using this we can define the notion of diffeomorphism of orbifolds.

Definition 1.4 Two orbifolds X and Y are diffeomorphic if there are smooth

maps of orbifolds f : X → Y and g : Y → X with f ◦ g = 1Y and g ◦ f

= 1X.

A more stringent definition for maps between orbifolds is required if we

wish to preserve fiber bundles (as well as sheaf-theoretic constructions) on

orbifolds. The notion of an orbifold morphism will be introduced when we

discuss orbibundles; for now we just wish to mention that a diffeomorphism

of orbifolds is in fact an orbifold morphism, a fact that ensures that orbifold

equivalence behaves as expected.

Let X denote the underlying space of an orbifold X , and let x ∈ X. If

(Ũ ,G, φ) is a chart such that x = φ(y) ∈ φ(Ũ ), let Gy ⊆ G denote the isotropy

subgroup for the point y. We claim that up to conjugation, this group does not de-

pend on the choice of chart. Indeed, if we used a different chart, say (Ṽ , H,ψ),

then by our definition we can find a third chart (W̃ ,K,μ) around x together with
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embeddings λ1 : (W̃ ,K,μ) →֒ (Ũ ,G, φ) and λ2 : (W̃ ,K,μ) →֒ (Ṽ , H,ψ).

As we have seen, these inclusions are equivariant with respect to the induced

injective group homomorphisms; hence the embeddings induce inclusions

Ky →֒ Gy and Ky →֒ Hy . Now applying property 5 discussed above, we see

that these maps must also be onto, hence we have an isomorphism Hy
∼= Gy .

Note that if we chose a different preimage y ′, then Gy is conjugate to Gy ′ .

Based on this, we can introduce the notion of a local group at a point x ∈ X.

Definition 1.5 Let x ∈ X, where X = (X,U) is an orbifold. If (Ũ ,G,ψ) is

any local chart around x = ψ(y), we define the local group at x as

Gx = {g ∈ G | gy = y}.

This group is uniquely determined up to conjugacy in G.

We now use the notion of local group to define the singular set of the orbifold.

Definition 1.6 For an orbifold X = (X,U), we define its singular set as

�(X ) = {x ∈ X | Gx �= 1}.

This subspace will play an important role in what follows.

Before discussing any further general facts about orbifolds, it seems useful

to discuss the most natural source of examples for orbifolds, namely, compact

transformation groups. Let G denote a compact Lie group acting smoothly,

effectively and almost freely (i.e., with finite stabilizers) on a smooth manifold

M . Again using the fact that smooth actions on manifolds are locally smooth,

we see that given x ∈ M with isotropy subgroup Gx , there exists a chart

U ∼= Rn containing x that is Gx-invariant. The orbifold charts are then simply

(U,Gx, π ), where π : U → U/Gx is the projection map. Note that the quotient

space X = M/G is automatically paracompact and Hausdorff. We give this

important situation a name.

Definition 1.7 An effective quotient orbifold X = (X,U) is an orbifold given

as the quotient of a smooth, effective, almost free action of a compact Lie

group G on a smooth manifold M; here X = M/G and U is constructed from

a manifold atlas using the locally smooth structure.

An especially attractive situation arises when the group G is finite; following

established tradition, we single out this state of affairs.

Definition 1.8 If a finite group G acts smoothly and effectively on a smooth

manifold M , the associated orbifoldX = (M/G,U) is called an effective global

quotient.
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More generally, if we have a compact Lie group acting smoothly and almost

freely on a manifold M , then there is a group extension

1 → G0 → G → Geff → 1,

where G0 ⊂ G is a finite group and Geff acts effectively on M . Although the orbit

spaces M/G and M/Geff are identical, the reader should note that the structure

on X = M/G associated to the full G action will not be a classical orbifold,

as the constant kernel G0 will appear in all the charts. However, the main

properties associated to orbifolds easily apply to this situation, an indication

that perhaps a more flexible notion of orbifold is required – we will return to

this question in Section 1.4. For a concrete example of this phenomenon, see

Example 1.17.

1.2 Examples

Orbifolds are of interest from several different points of view, including repre-

sentation theory, algebraic geometry, physics, and topology. One reason for this

is the existence of many interesting examples constructed from different fields

of mathematics. Many new phenomena (and subsequent new theorems) were

first observed in these key examples, and they are at the heart of this subject.

Given a finite group G acting smoothly on a compact manifold M , the

quotient M/G is perhaps the most natural example of an orbifold. We will

list a number of examples which are significant in the literature, all of which

arise as global quotients of an n-torus. To put them in context, we first describe

a general procedure for constructing group actions on Tn = (S1)n. The group

GLn(Z) acts by matrix multiplication on Rn, taking the lattice Zn to itself. This

then induces an action on Tn = (R/Z)n. In fact, one can easily show that the

map induced by looking at the action in homology, � : Aut(Tn) → GLn(Z),

is a split surjection. In particular, if G ⊂ GLn(Z) is a finite subgroup, then this

defines an effective G-action on Tn. Note that by construction the G-action

lifts to a proper action of a discrete group Ŵ on Rn; this is an example of a

crystallographic group, and it is easy to see that it fits into a group extension

of the form 1 → (Z)n → Ŵ → G → 1. The first three examples are all special

cases of this construction, but are worthy of special attention due to their role

in geometry and physics (we refer the reader to [4] for a detailed discussion of

this class of examples).

Example 1.9 Let X = T4/(Z/2Z), where the action is generated by the invo-

lution τ defined by

τ (eit1 , eit2 , eit3 , eit4 ) = (e−it1 , e−it2 , e−it3 , e−it4 ).
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Note that under the construction above, τ corresponds to the matrix −I . This

orbifold is called the Kummer surface, and it has sixteen isolated singular

points.

Example 1.10 Let T6 = C3/Ŵ, where Ŵ is the lattice of integral points. Con-

sider (Z/2Z)2 acting on T6 via a lifted action on C3, where the generators σ1

and σ2 act as follows:

σ1(z1, z2, z3) = (−z1,−z2, z3),

σ2(z1, z2, z3) = (−z1, z2,−z3),

σ1σ2(z1, z2, z3) = (z1,−z2,−z3).

Our example is X = T6/(Z/2Z)2. This example was considered by Vafa and

Witten [155].

Example 1.11 Let X = T6/(Z/4Z). Here, the generator κ of Z/4Z acts on T6

by

κ(z1, z2, z3) = (−z1, iz2, iz3).

This example has been studied by Joyce in [75], where he constructed five

different desingularizations of this singular space. The importance of this ac-

complishment lies in its relation to a conjecture of Vafa and Witten, which we

discuss in Chapter 4.

Algebraic geometry is another important source of examples of orbifolds.

Our first example of this type is the celebrated mirror quintic.

Example 1.12 Suppose that Y is a degree five hypersurface of CP 4 given by

a homogeneous equation

z5
0 + z5

1 + z5
2 + z5

3 + z5
4 + φz0z1z2z3z4 = 0, (1.1)

where φ is a generic constant. Then Y admits an action of (Z/5Z)3. Indeed,

let λ be a primitive fifth root of unity, and let the generators e1, e2, and e3 of

(Z/5Z)3 act as follows:

e1(z0, z1, z2, z3, z4) = (λz0, z1, z2, z3, λ
−1z4),

e2(z0, z1, z2, z3, z4) = (z0, λz1, z2, z3, λ
−1z4),

e3(z0, z1, z2, z3, z4) = (z0, z1, λz2, z3, λ
−1z4).

The quotient X = Y/(Z/5Z)3 is called the mirror quintic.

Example 1.13 Suppose that M is a smooth manifold. One can form the sym-

metric product Xn = Mn/Sn, where the symmetric group Sn acts on Mn by
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permuting coordinates. Tuples of points have isotropy according to how many

repetitions they contain, with the diagonal being the fixed point set. This set

of examples has attracted a lot of attention, especially in algebraic geometry.

For the special case when M is an algebraic surface, Xn admits a beautiful

resolution, namely the Hilbert scheme of points of length n, denoted X[n]. We

will revisit this example later, particularly in Chapter 5.

Example 1.14 Let G be a finite subgroup of GLn(C) and let X = Cn/G; this

is a singular complex manifold called a quotient singularity.X has the structure

of an algebraic variety, arising from the algebra of G-invariant polynomials on

Cn. These examples occupy an important place in algebraic geometry related

to McKay correspondence. In later applications, it will often be important to

assume that G ⊂ SLn(C), in which case Cn/G is said to be Gorenstein. We

note in passing that the Gorenstein condition is essentially the local version of

the definition of SL-orbifolds given on page 15.

Example 1.15 Consider

S2n+1 =

{
(z0, . . . , zn) |

∑

i

|zi |
2 = 1

}
⊆ Cn+1,

then we can let λ ∈ S1 act on it by

λ(z0, . . . , zn) = (λa0z0, . . . , λ
anzn),

where the ai are coprime integers. The quotient

WP(a0, . . . , an) = S2n+1/S1

is called a weighted projective space, and it plays the role of the usual projective

space in orbifold theory. WP(1, a), is the famous teardrop, which is the easiest

example of a non-global quotient orbifold. We will use the orbifold fundamental

group to establish this later.

Example 1.16 Generalizing from the teardrop to other two-dimensional orb-

ifolds leads us to consider orbifold Riemann surfaces, a fundamental class of

examples that are not hard to describe. We need only specify the (isolated)

singular points and the order of the local group at each one. If xi is a singular

point with order mi , it is understood that the local chart at xi is D/Zmi
where

D is a small disk around zero and the action is e ◦ z = λz for e the generator

of Zmi
and λmi = 1.

Suppose that an orbifold Riemann surface � has genus g and k singular

points. Thurston [149] has shown that it is a global quotient if and only if

g + 2k ≥ 3 or g = 0 and k = 2 with m1 = m2. In any case, an orbifold Riemann
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surface is always a quotient orbifold, as it can be expressed as X3/S1, where

X3 is a 3-manifold called a Seifert fiber manifold (see [140] for more on Seifert

manifolds).

Example 1.17 Besides considering orbifold structures on a single surface, we

can also consider various moduli spaces – or rather, moduli stacks – of (non-

orbifold) curves. As we noted in the introduction to this chapter, these were

among the first orbifolds in which the importance of the additional structure

(such as isotropy groups) became evident [7]. For simplicity, we describe the

orbifold structure on the moduli space of elliptic curves.

For our purposes, elliptic curves may be defined to be those tori C/L

obtained as the quotient of the complex numbers C by a lattice of the form

L = Z + Zτ ⊂ C∗, where τ ∈ C∗ satisfies im τ > 0. Suppose we have two

elliptic curves C/L and C/L′, specified by elements τ and τ ′ in the Poincaré

upper half plane H = {z ∈ C | im z > 0}. Then C/L and C/L′ are isomorphic

if there is a matrix in SL2(Z) that takes τ to τ ′, where the action is given

by
(

a b

c d

)
τ =

aτ + b

cτ + d
.

The moduli stack or orbifold of elliptic curves is then the quotient H/SL2(Z).

This is a two-dimensional orbifold, although since the matrix − Id fixes every

point of H , the action is not effective. We could, however, replace G = SL2(Z)

by Geff = PSL2(Z) = SL2(Z)/(± Id) to obtain an associated effective orb-

ifold. The only points with additional isotropy are the two points corresponding

to τ = i and τ = e2πi/3 (which correspond to the square and hexagonal lattices,

respectively). The first is fixed by a cyclic subgroup of SL2(Z) having order 4,

while the second is fixed by one of order 6.

In Chapter 4, we will see that understanding certain moduli stacks involving

orbifold Riemann surfaces is central to Chen–Ruan cohomology.

Example 1.18 Suppose that (Z,ω) is a symplectic manifold admitting a

Hamiltonian action of the torus Tk . This means that the torus is acting ef-

fectively by symplectomorphisms, and that there is a moment map μ : Z → t
∗,

where t
∗ ∼= Rk is the dual of the Lie algebra t of Tk . Any v ∈ t generates a

one-parameter subgroup. Differentiating the action of this one-parameter sub-

group, one obtains a vector field Xv on Z. The moment map is then related to

the action by requiring the equation

ω(Xv, X) = dμ(X)(v)

to hold for each X ∈ T Z.
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One would like to study Z/Tk as a symplectic space, but of course even if

the quotient space is smooth, it will often fail to be symplectic: for instance,

it could have odd dimension. To remedy this, take a regular value c ∈ Rk of

μ. Then μ−1(c) is a smooth submanifold of Z, and one can show that Tk

acts on it. The quotient μ−1(c)/Tk will always have a symplectic structure,

although it is usually only an orbifold and not a manifold. This orbifold is

called the symplectic reduction or symplectic quotient of Z, and is denoted

by Z//Tk .

The symplectic quotient depends on the choice of the regular value c. If we

vary c, there is a chamber structure for Z//Tk in the following sense. Namely,

we can divide Rk into subsets called chambers so that inside each chamber,

Z//Tk remains the same. When we cross a wall separating two chambers,

Z//Tk will undergo a surgery operation similar to a flip in algebraic geometry.

The relation between the topology of Z and that of Z//Tk and the relation

between symplectic quotients in different chambers have long been interesting

problems in symplectic geometry – see [62] for more information.

The construction of the symplectic quotient has an analog in algebraic ge-

ometry called the geometric invariant theory (GIT) quotient. Instead of Tk , one

has the complex torus (C∗)k . The existence of an action by (C∗)k is equivalent

to the condition that the induced action of Tk be Hamiltonian. The choice of

c corresponds to the choice of an ample line bundle L such that the action of

(C∗)k lifts to the total space of L. Taking the level set μ−1(c) corresponds to

the choice of semi-stable orbits.

Example 1.19 The above construction can be used to construct explicit exam-

ples. A convenient class of examples are toric varieties, where Z = Cr . The

combinatorial datum used to define a Hamiltonian toric action is called a fan.

Most explicit examples arising in algebraic geometry are complete intersections

of toric varieties.

Example 1.20 Let G denote a Lie group with only finitely many compo-

nents. Then G has a maximal compact subgroup K , unique up to conju-

gacy, and the homogeneous space X = G/K is diffeomorphic to Rd , where

d = dim G − dim K . Now let Ŵ ⊂ G denote a discrete subgroup. Ŵ has a natu-

ral left action on this homogeneous space; moreover, it is easy to check that this

is a proper action, due to the compactness of K . Consequently, all the stabilizers

Ŵx ⊆ Ŵ are finite, and each x ∈ X has a neighborhood U such that γU ∩ U = ∅

for γ ∈ Ŵ \ Ŵx . Clearly, this defines an orbifold structure on the quotient space

X/Ŵ. We will call this type of example an arithmetic orbifold; they are of funda-

mental interest in many areas of mathematics, including topology and number



10 Foundations

theory. Perhaps the favorite example is the orbifold associated to SLn(Z), where

the associated symmetric space on which it acts is SLn(R)/SOn
∼= Rd , with

d = 1
2
n(n − 1).

1.3 Comparing orbifolds to manifolds

One of the reasons for the interest in orbifolds is that they have geometric

properties akin to those of manifolds. A central topic in orbifold theory has

been to elucidate the appropriate adaptations of results from manifold theory

to situations involving finite group quotient singularities.

Given an orbifold X = (X,U) let us first consider how the charts are glued

together to yield the space X. Given (Ũ ,G, φ) and (Ṽ , H,ψ) with x ∈ U ∩ V ,

there is by definition a third chart (W̃ ,K,μ) and embeddings λ1, λ2 from this

chart into the other two. Here W is an open set with x ∈ W ⊂ U ∩ V . These

embeddings give rise to diffeomorphisms λ−1
1 : λ1(W̃ ) → W̃ and λ2 : W̃ →

λ2(W̃ ), which can be composed to provide an equivariant diffeomorphism

λ2λ
−1
1 : λ1(W̃ ) → λ2(W̃ ) between an open set in Ũ and an open set in Ṽ .

The word “equivariant” needs some explanation: we are using the fact that an

embedding is an equivariant map with respect to its associated injective group

homomorphism, and that the local group K associated to W̃ is isomorphic to

the local groups associated to its images. Hence we can regard λ2λ
−1
1 as an

equivariant diffeomorphism of K-spaces. We can then proceed to glue Ũ/G

and Ṽ /H according to the induced homeomorphism of subsets, i.e., identify

φ(ũ) ∼ ψ(ṽ) if λ2λ
−1
1 (ũ) = ṽ. Now let

Y =
⊔

Ũ∈U

(Ũ/G)/ ∼

be the space obtained by performing these identifications on the orbifold atlas.

The maps φ : Ũ → X induce a homeomorphism � : Y → X.

This procedure is, of course, an analog of what takes place for manifolds,

except that our gluing maps are slightly more subtle. It is worth noting that we

can think of λ2λ
−1
1 as a transition function. Given another λ′

1 and λ′
2, we have

seen that there must exist unique g ∈ G and h ∈ H such that λ′
1 = gλ1 and

λ′
2 = hλ2. Hence the resulting transition function is hλ2λ

−1
1 g−1. This can be

restated as follows: there is a transitive G × H action on the set of all of these

transition functions.

We now use this explicit approach to construct a tangent bundle for an

orbifold X . Given a chart (Ũ ,G, φ), we can consider the tangent bundle T Ũ ;

note that by assumption G acts smoothly on Ũ , hence it will also act smoothly
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on T Ũ . Indeed, if (ũ, v) is a typical element there, then g(ũ, v) = (gũ,Dgũ(v)).

Moreover, the projection map T Ũ → Ũ is equivariant, from which we obtain

a natural projection p : T Ũ/G → U by using the map φ. Next we describe

the fibers of this map. If x = φ(x̃) ∈ U , then

p−1(x) = {G(z, v) | z = x̃} ⊂ T Ũ/G.

We claim that this fiber is homeomorphic to Tx̃Ũ/Gx , where as before Gx

denotes the local group at x, i.e., the isotropy subgroup of the G-action at x̃. De-

fine f : p−1(x) → Tx̃Ũ/Gx by f (G(x̃, v)) = Gxv. Then G(x̃, v) = G(x̃, w)

if and only if there exists a g ∈ G such that g(x̃, v) = (x̃, w), and this happens

if and only if g ∈ Gx and Dx̃g(v) = w. This is equivalent to the assertion that

Gxv = Gxw. So f is both well defined and injective. Continuity and surjectiv-

ity are clear, establishing our claim. What this shows is that we have constructed

(locally) a bundle-like object where the fiber is no longer a vector space, but

rather a quotient of the form Rn/G0, where G0 ⊂ GLn(R) is a finite group.

It should now be clear how to construct the tangent bundle on an orbifold

X = (X,U): we simply need to glue together the bundles defined over the

charts. Our resulting space will be an orbifold, with an atlas T U comprising lo-

cal charts (T Ũ,G, π ) over T U = T Ũ/G for each (Ũ ,G, φ) ∈ U . We observe

that the gluing maps λ12 = λ2λ
−1
1 we discussed earlier are smooth, so we can

use the transition functions Dλ12 : T λ1(W̃ ) → T λ2(W̃ ) to glue T Ũ/G → U

to T Ṽ /H → V . In other words, we define the space T X as an identification

space
⊔

Ũ∈U (T Ũ/G)/ ∼, where we give it the minimal topology that will

make the natural maps T Ũ/G → T X homeomorphisms onto open subsets of

T X. We summarize this in the next proposition.

Proposition 1.21 The tangent bundle of an n-dimensional orbifold X , denoted

by TX = (T X, T U), has the structure of a 2n-dimensional orbifold. Moreover,

the natural projection p : T X → X defines a smooth map of orbifolds, with

fibers p−1(x) ∼= Tx̃Ũ/Gx .

In bundle theory, one of the classical constructions arising from a vector

bundle is the associated principal GLn(R) bundle. In the case of a paracompact

Hausdorff base space, we can reduce the structural group to O(n) by introducing

a fiberwise inner product. This construction applied to a manifold M gives

rise to a principal O(n)-bundle, known as the frame bundle of M; its total

space Fr(M) is a manifold endowed with a free, smooth O(n)-action such that

Fr(M)/O(n) ∼= M . We now proceed to adapt this construction to orbifolds

using the basic method of constructing a principal bundle from a vector bundle,

namely, by replacing the fibers with their automorphism groups as explained

by Steenrod in [146].



12 Foundations

In this case, given a local chart (Ũ ,G, φ) we choose a G-invariant inner

product on T Ũ . We can then construct the manifold

Fr(Ũ ) = {(x̃, B) | B ∈ O(Tx̃Ũ )}

and consider the induced left G-action on it:

g(x̃, B) = (gx̃,Dgx̃B).

Since we have assumed that the G-action on Ũ is effective, the G-action on

frames is free, and so the quotient Fr(Ũ )/G is a smooth manifold. It has

a right O(n) action inherited from the natural translation action on Fr(Ũ ),

given by [x̃, B]A = [x̃, BA]. Note that this action is transitive on fibers; in-

deed, [x̃, A] = [x̃, I ]A. The isotropy subgroup for this orbit consists of those

orthogonal matrices A such that (x̃, A) = (gx̃,Dgx̃) for some g ∈ G. This

simply means that g ∈ Gx and A = Dgx̃ ; the differential establishes an injec-

tion Gx → O(Tx̃Ũ ). We conclude that Gx is precisely the isotropy subgroup

of this action, and that the fiber is simply the associated homogeneous space

O(n)/Gx . If we take the quotient by this action in Fr(Ũ )/G, we obtain (up to

isomorphism) the natural projection Fr(Ũ )/G → U .

Now we proceed as before, and glue these local charts using the appropriate

transition functions.

Definition 1.22 The frame bundle of an orbifoldX = (X,U) is the space Fr(X )

obtained by gluing the local charts Fr(Ũ )/G → U using the O(n)-transition

functions obtained from the tangent bundle of X.

This object has some useful properties, which we now summarize.

Theorem 1.23 For a given orbifoldX , its frame bundle Fr(X ) is a smooth man-

ifold with a smooth, effective, and almost free O(n)-action. The original orbifold

X is naturally isomorphic to the resulting quotient orbifold Fr(X )/O(n).

Proof We have already remarked that Fr(X ) is locally Euclidean. By gluing the

local frame bundles as indicated, we obtain a compatible O(n)-action on the

whole space. We know that the isotropy is finite, and acts non-trivially on

the tangent space to Fr(X ) due to the effectiveness hypothesis on the original

orbifold. The local charts obtained for the quotient space Fr(X )/O(n) are of

course equivalent to those for X; indeed, locally this quotient is of the form

V ×G O(n) → V/G, where G ⊂ O(n) via the differential. �

The following is a very important consequence of this theorem.



1.3 Comparing orbifolds to manifolds 13

Corollary 1.24 Every classical n-orbifold X is diffeomorphic to a quotient

orbifold for a smooth, effective, and almost free O(n)-action on a smooth

manifold M .

What we see from this is that classical orbifolds can all be studied using

methods developed for almost free actions of compact Lie groups. Note that

an orbifold can be expressed as a quotient in different ways, which will be

illustrated in the following result.

Proposition 1.25 Let M be a compact manifold with a smooth, almost free and

effective action of G, a compact Lie group. Then the frame bundle Fr(M) of M

has a smooth, almost free G × O(n) action such that the following diagram of

quotient orbifolds commutes:

Fr(M)

/G

��

/O(n)
�� M

/G

��

Fr(M/G)
/O(n)

�� M/G

,

In particular, we have a natural isomorphism Fr(M)/G ∼= Fr(M/G).

Proof The action of G × O(n) is defined just as we defined the action on the

local frame bundle Fr(U ). Namely if (g,A) ∈ G × O(n), and (m,B) ∈ Fr(M),

then we let (g,A)(m,B) = (gm,ABDg−1
m ). If we divide by the G action (as

before), we obtain Fr(M/G), and the remaining O(n) action is the one on the

frames. If we take the quotient by the O(n) action first, then we obtain M by

definition, and obviously the remaining G action is the original one on M . �

Note here that the quotient orbifold M/G is also the quotient orbifold

Fr(M/G)/O(n). We shall say that these are two distinct orbifold presentations

for X = M/G.

It is clear that we can define the notion of orientability for an orbifold

in terms of its charts and transition functions. Moreover, if an orbifold X is

orientable, then we can consider oriented frames, and so we obtain the oriented

frame bundle Fr+(X ) with an action of SO(n) analogous to the O(n) action

previously discussed.

Example 1.26 Let � denote a compact orientable Riemann surface of genus

g ≥ 2, and let G denote a group of automorphisms of �. Such a group must

necessarily be finite and preserve orientation. Moreover, the isotropy subgroups

are all cyclic. Let us consider the global quotient orbifold X = �/G, which

is orientable. The oriented frame bundle Fr+(�) is a compact 3-manifold with
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an action of G × SO(2). The G-action is free, and the quotient Fr+(�/G) is

again a 3-manifold, now with an SO(2)-action, whose quotient is X .

The so-called tangent bundle TX is, of course, not a vector bundle, unless

X is a manifold. It is an example of what we will call an orbibundle. More

generally, given any continuous functor F from vector spaces to vector spaces

(see [110, p. 31]), we can use the same method to extend F to orbibundles,

obtaining an orbibundle F (TX ) → X with fibers F (Tx̃Ũ )/Gx . In particular,

this allows us to construct the cotangent bundle T ∗X and tensor products

Sk(TX ), as well as the exterior powers
∧

T ∗X used in differential geometry

and topology.

We will also need to define what we mean by a section of an orbibundle.

Consider for example the tangent bundle TX → X . A section s consists of a

collection of sections s : Ũ → T Ũ for the local charts which are (1) equivariant

with respect to the action of the local group G and (2) compatible with respect

to transition maps and the associated gluing. Alternatively, we could study

orbibundles via the frame bundle: there is an O(n) action on the tangent bundle

T Fr(X ) → Fr(X ) of Fr(X ), and the tangent bundle for X can be identified

with the resulting quotient T Fr(X )/O(n) → Fr(X )/O(n). In this way we can

identify the sections of TX → X with the O(n)-equivariant sections of the

tangent bundle of Fr(X ). This point of view can, of course, be applied to any

quotient orbifold.

From this we obtain a whole slew of classical invariants for orbifolds that are

completely analogous to the situation for manifolds. Below we will list orbifold

versions of some useful constructions that we will require later. Given that our

goal is to develop stringy invariants of orbifolds, we will not dwell on these

fundamental but well-understood aspects of orbifold theory; rather, we will

concentrate on aspects relevant to current topics such as orbifold cohomology,

orbifold K-theory, and related topics.

Definition 1.27 Let X denote an orbifold with tangent bundle TX .

1. We call a non-degenerate symmetric 2-tensor of S2(TX ) a Riemannian

metric on X .

2. An almost complex structure on X is an endomorphism J : TX → TX

such that J 2 = − Id.

3. We define a differential k-form as a section of
∧k

T ∗X ; the exterior deriva-

tive is defined as for manifolds in the usual way. Hence we can define the

de Rham cohomology H ∗(X ).

4. A symplectic structure on X is a non-degenerate closed 2-form.

5. We call X a complex orbifold if all the defining data are holomorphic. For

complex orbifolds, we can define Dolbeault cohomology in the usual way.
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For an almost complex orbifold X with underlying space X, we define

its canonical bundle as KX =
∧m

C
T ∗X , where m is the dimension of X and

we are providing the cotangent bundle with a complex structure in the usual

way. Note that KX is a complex orbibundle over X , and that the fiber at any

given point x ∈ X is of the form C/Gx . The action of Gx on the fiber C can

be thought of as follows: Gx acts on the fiber of the tangent bundle, which

may be identified with Cm using the complex structure. The induced action on

the fiber C is via the determinant associated to this representation. Hence if

Gx ⊂ SLm(C) for all x ∈ X, then the canonical bundle will be an honest line

bundle. In that case, we will say that X is an SL-orbifold. X is Calabi–Yau if

KX is a trivial line bundle. Note that if X is compact, then there always exists

an integer N > 0 such that KN
X

is an honest line bundle. For instance, take N

to be the least common multiple of the exponents of the isotropy groups of X .

As in the manifold case, it turns out that de Rham cohomology of an orbifold

X is isomorphic to the singular cohomology of the underlying space with real

coefficients, and so it is independent of the orbifold structure. We can also

define de Rham cohomology with compact supports, and it will again agree

with the compactly supported singular version. Nevertheless, we will study

both of these theories in more detail and generality in the next chapter so that

we can extend them to Chen–Ruan cohomology in Chapter 4.

Using the frame bundle of an orbifold, we see that techniques applicable to

quotient spaces of almost free smooth actions of Lie groups will yield results

about orbifolds. For example, we have (see [6]):

Proposition 1.28 If a compact, connected Lie group G acts smoothly and

almost freely on an orientable, connected, compact manifold M , then

H ∗(M/G; Q) is a Poincaré duality algebra. Hence, if X is a compact, con-

nected, orientable orbifold, then H ∗(X; Q) will satisfy Poincaré duality.

In this section we have only briefly touched on the many manifold-like

properties of orbifolds. In later sections we will build on these facts to develop

the newer, “stringy” invariants which tend to emphasize differences instead of

similarities between them.

1.4 Groupoids

In this section we will reformulate the notion of an orbifold using the language

of groupoids. This will allow us to define a more general version of an orbifold,

relaxing our effectiveness condition from the previous sections. As we have

noted already, ineffective orbifolds occur in nature, and it turns out that many
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natural and useful constructions, such as taking the twisted sectors of an orb-

ifold, force one outside the effective category. Maybe even more importantly,

the groupoid language seems to be best suited to a discussion of orbifold mor-

phisms and the classifying spaces associated to orbifold theory. The price one

pays is that of a somewhat misleading abstraction, which can detract from the

geometric problems and examples which are the actual objects of our interest.

We will keep a reasonable balance between these points of view in the hope of

convincing the reader that both are worthwhile and are valuable perspectives on

the subject. This section is based on the excellent exposition due to Moerdijk

[112]; the reader should consult his paper for a full account.

Recall that a groupoid is a (small) category in which every morphism is an

isomorphism. One can think of groupoids as simultaneous generalizations of

groups and equivalence relations, for a groupoid with one object is essentially

the same thing as the automorphism group of that object, and a groupoid with

only trivial automorphisms determines and is determined by an equivalence

relation on the set of objects. Now, just as one studies group objects in the

topological and smooth categories to obtain topological and Lie groups, one

can also study groupoids endowed with topologies.

Definition 1.29 A topological groupoid G is a groupoid object in the category

of topological spaces. That is, G consists of a space G0 of objects and a space

G1 of arrows, together with five continuous structure maps, listed below.

1. The source map s : G1 → G0, which assigns to each arrow g ∈ G1 its source

s(g).

2. The target map t : G1 → G0, which assigns to each arrow g ∈ G1 its target

t(g). For two objects x, y ∈ G0, one writes g : x → y or x
g

→ y to indicate

that g ∈ G1 is an arrow with s(g) = x and t(g) = y.

3. The composition map m : G1 s×t G1 → G0. If g and h are arrows with

s(h) = t(g), one can form their composition hg, with s(hg) = s(g) and

t(hg) = t(h). If g : x → y and h : y → z, then hg is defined and hg : x →

z. The composition map, defined by m(h, g) = hg, is thus defined on the

fibered product

G1 s×t G1 = {(h, g) ∈ G1 × G1 | s(h) = t(g)},

and is required to be associative.

4. The unit (or identity) map u : G0 → G1, which is a two-sided unit for the

composition. This means that su(x) = x = tu(x), and that gu(x) = g =

u(y)g for all x, y ∈ G0 and g : x → y.

5. An inverse map i : G1 → G1, written i(g) = g−1. Here, if g : x → y, then

g−1 : y → x is a two-sided inverse for the composition, which means that

g−1g = u(x) and gg−1 = u(y).
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Definition 1.30 A Lie groupoid is a topological groupoid G where G0 and G1

are smooth manifolds, and such that the structure maps, s, t,m, u and i, are

smooth. Furthermore, s and t : G1 → G0 are required to be submersions (so

that the domain G1 s×t G1 of m is a smooth manifold). We always assume that

G0 and G1 are Hausdorff.

Our first examples are well known.

Example 1.31 Let M be a smooth manifold and let G0 = G1 = M . This gives

rise to a Lie groupoid whose arrows are all units – all five structure maps are

the identity M → M . Thus, this construction is often referred to as the unit

groupoid on M .

Example 1.32 Suppose a Lie group K acts smoothly on a manifold M from

the left. One defines a Lie groupoid K � M by setting (K � M)0 = M and

(K � M)1 = K × M , with s : K × M → M the projection and t : K × M →

M the action. Composition is defined from the multiplication in the group K ,

in an obvious way. This groupoid is called the action groupoid or transla-

tion groupoid associated to the group action. The unit groupoid is the action

groupoid for the action of the trivial group. On the other hand, by taking M to be

a point we can view any Lie group K as a Lie groupoid having a single object.

Some authors write [M/G] for the translation groupoid, although more

often that notation indicates the quotient stack. For more on the stack

perspective, see [50, 109].

Example 1.33 Let (X,U) be a space with an manifold atlas U . Then we can

associate to it a groupoid GU in the following way: the space of objects is the

disjoint union

⊔

α

Uα

of all the charts, and the arrows are the fibered products

⊔

α,β

Uα ×X Uβ ,

where (x1, x2) in Uα ×X Uβ is an arrow from x1 to x2, so that |GU | ∼= X.

Example 1.34 Let M denote a connected manifold. Then the fundamental

groupoid �(M) of M is the groupoid with �(M)0 = M as its space of objects,

and an arrow x → y for each homotopy class of paths from x to y.

Definition 1.35 Let G be a Lie groupoid. For a point x ∈ G0, the set of all

arrows from x to itself is a Lie group, denoted by Gx and called the isotropy or
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local group at x. The set ts−1(x) of targets of arrows out of x is called the orbit

of x. The orbit space |G| of G is the quotient space of G0 under the equivalence

relation x ∼ y if and only if x and y are in the same orbit.2 Conversely, we call

G a groupoid presentation of |G|.

At this stage, we impose additional restrictions on the groupoids we consider,

as we shall see that the groupoids associated to orbifolds are rather special. The

following definitions are essential in characterizing such groupoids.

Definition 1.36 Let G be a Lie groupoid.

� G is proper if (s, t) : G1 → G0 × G0 is a proper map. Note that in a proper

Lie groupoid G, every isotropy group is compact.
� G is called a foliation groupoid if each isotropy group Gx is discrete.
� G is étale if s and t are local diffeomorphisms. If G is an étale groupoid,

we define its dimension dimG = dim G1 = dim G0. Note that every étale

groupoid is a foliation groupoid.

Let us try to understand the effects that these conditions have on a

groupoid.

Proposition 1.37 IfG is a Lie groupoid, then for any x ∈ G0 the isotropy group

Gx is a Lie group. If G is proper, then every isotropy group is a compact Lie

group. In particular, if G is a proper foliation groupoid, then all of its isotropy

groups are finite.

Proof Recall that given x ∈ G0, we have defined its isotropy group as

Gx = {g ∈ G1 | (s, t)(g) = (x, x)} = (s, t)−1(x, x) = s−1(x) ∩ t−1(x) ⊂ G1.

Given that s and t are submersions, we see that Gx is a closed, smooth subman-

ifold of G1, with a smooth group structure, so Gx is a Lie group. Therefore,

for a proper Lie groupoid G all the Gx are compact Lie groups. Now if G is

also a foliation groupoid, each Gx is a compact discrete Lie group, and hence

is finite. �

In particular, when we regard a Lie group G as a groupoid having a single

object, the result is a proper étale groupoid if and only if G is finite. We call

such groupoids point orbifolds, and denote them by •G. As we shall see, even

this seemingly trivial example can exhibit interesting behavior.

2 The reader should take care not to confuse the quotient functor |G| with the geometric
realization functor, which some authors write similarly. In this book, |G| will always mean the
quotient unless specifically stated otherwise.
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Consider the case of a general proper étale groupoid G. Given x ∈ G0, there

exists a sufficiently small neighborhood Ux of x such that Gx acts on Ux in

the following sense. Given g ∈ Gx , let φ : Ux → Vg be a local inverse to s;

assume furthermore that t maps Vg diffeomorphically onto Ux . Now define g̃ :

Ux → Ux as the diffeomorphism g̃ = tφ. This defines a group homomorphism

Gx → Diff(Ux). At this point the reader should be starting to see an orbifold

structure emerging from these groupoids – we will revisit this construction and

make the connection explicit shortly. For now, note that the construction above

actually produces a well-defined germ of a diffeomorphism.

Definition 1.38 We define an orbifold groupoid to be a proper étale Lie

groupoid. An orbifold groupoid G is effective if for every x ∈ G0 there exists

an open neighborhood Ux of x in G0 such that the associated homomorphism

Gx → Diff(Ux) is injective.

Other authors sometimes use the term orbifold groupoid for proper foliation

Lie groupoids. As we shall see, up to “Morita equivalence” this amounts to the

same thing. Next, we discuss morphisms between groupoids and their natural

transformations.

Definition 1.39 Let G and H be Lie groupoids. A homomorphism φ : H → G

consists of two smooth maps, φ0 : H0 → G0 and φ1 : H1 → G1, that together

commute with all the structure maps for the two groupoids G and H. Often, one

omits the subscripts when the context makes it clear whether we are talking

about objects or arrows.

Definition 1.40 Let φ,ψ : H → G be two homomorphisms. A natural trans-

formation α from φ to ψ (notation: α : φ → ψ) is a smooth map α : H0 → G1

giving for each x ∈ H0 an arrow α(x) : φ(x) → ψ(x) in G1, natural in x in the

sense that for any h : x → x ′ in H1 the identity ψ(h)α(x) = α(x ′)φ(h) holds.

Definition 1.41 Let φ : H → G and ψ : K → G be homomorphisms of Lie

groupoids. The fibered product H ×G K is the Lie groupoid whose objects are

triples (y, g, z), where y ∈ H0, z ∈ K0 and g : φ(y) → ψ(z) in G1. Arrows

(y, g, z) → (y ′, g′, z′) in H ×G K are pairs (h, k) of arrows, h : y → y ′ in H1

and k : z → z′ in K1, with the property that g′φ(h) = ψ(k)g. We represent this

in the following diagram:

y

h

��

φ(y)
g

��

φ(h)

��

ψ(z)

ψ(k)

��

z

k

��

y ′ φ(y ′)
g′

�� ψ(z′) z′

.

Composition in H ×G K is defined in an obvious way.
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The fibered product of two Lie groupoids is a Lie groupoid as soon as

the space (H ×G K)0 = H0 ×G0
G1 ×G0

K0 is a manifold. For instance, this is

certainly the case when the map tπ2 : H0 ×G0
G1 → G0 is a submersion. The

fibered product sits in a square of homomorphisms

H ×G K
pr2

��

pr1

��

K

ψ

��

H
φ

�� G

, (1.2)

which commutes up to a natural transformation, and it is universal with this

property.

Definition 1.42 A homomorphism φ : H → G between Lie groupoids is called

an equivalence if

(i) the map

tπ1 : G1 s×φ H0 → G0

defined on the fibered product of manifolds {(g, y) | g ∈ G1, y ∈

H0, s(g) = φ(y)} is a surjective submersion;

(ii) the square

H1

φ
��

(s,t)

��

G1

(s,t)

��

H0 × H0

φ×φ
�� G0 × G0

is a fibered product of manifolds.

The first condition implies that every object x ∈ G0 can be connected by an

arrow g : φ(y) → x to an object in the image of φ, i.e., φ is essentially surjective

as a functor. The second condition implies that φ induces a diffeomorphism

H1(y, z) → G1(φ(y), φ(z))

from the space of all arrows y → z in H1 to the space of all arrows φ(y) → φ(z)

in G1. In particular, then, φ is full and faithful as a functor. Taken together,

these conditions are thus quite similar to the usual notion of equivalence of

categories. If instead of Definition 1.42 we require that the map φ : H0 → G0

already be a surjective submersion, then we say that φ is a strong equivalence.

It is clear that a homomorphism φ : H → G induces a continuous map

|φ| : |H| → |G| between quotient spaces; moreover, if φ is an equivalence, |φ|

is a homeomorphism.
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A more subtle but extremely useful notion is that of Morita equivalence of

groupoids.

Definition 1.43 Two Lie groupoids G and G ′ are said to be Morita equivalent

if there exists a third groupoid H and two equivalences

G
φ
← H

φ′

→ G ′.

Using the fibered product of groupoids, it can be shown that this defines an

equivalence relation.

It turns out that given an equivalence between groupoids φ : H → G, this

implies that there are strong equivalences f1 : K → H and f2 : K → G. In

particular, H is Morita equivalent to G via strong equivalences. Hence the no-

tion of Morita equivalence can be defined with either kind of equivalence

and they produce exactly the same result. Sometimes (for technical pur-

poses) we will prefer to use strong equivalences in our Morita equivalence

relation.

A number of properties are invariant under Morita equivalence; for example

if φ : H → G is a Morita equivalence, H is proper if and only if G is proper.

Similarly, H is a foliation groupoid if and only if G is one. However, being

étale is not invariant under Morita equivalence. In fact, a result of Crainic and

Moerdijk [39] shows that a Lie groupoid is a foliation groupoid if and only if

it is Morita equivalent to an étale groupoid. On the other hand, one can show

that given two Morita equivalent étale groupoids one of them is effective if and

only if the other one is too.

We now spell out the relationship between the classical orbifolds defined

at the beginning of this chapter and orbifold groupoids. Let G be an orbifold

groupoid, and consider the topological space |G|, the orbit space of the groupoid.

Proposition 1.44 Let G be a proper, effective, étale groupoid. Then its orbit

space X = |G| can be given the structure of an effective orbifold, explicitly

constructed from the groupoid G.

Proof We follow the exposition in [113]. Let π : G0 → X denote the quotient

map, where we identify two points x, y ∈ G0 if and only if there exists an

arrow g : x → y in G1. As s and t are both open, so is π ; also, X is Hausdorff

(because (s, t) : G1 → G0 × G0 is proper) and paracompact (actually, a metric

space). Fix a point x ∈ G0. We have seen that Gx is a finite group. For each

g ∈ Gx , choose an open neighborhood Wg of g in G1, sufficiently small so that

both s and t restrict to diffeomorphisms into G0, and such that these Wg are

pairwise disjoint. Next, we further shrink these open sets: let Ux = ∩g∈Gx
s(Wg).

Using properness of (s, t) again, we get an open neighborhood Vx ⊂ Ux so
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that

(Vx × Vx) ∩ (s, t)(G1 − ∪gWg) = ∅.

So for any h ∈ G1, if s(h) and t(h) are in Vx , then h ∈ Wg for some g ∈ Gx .

Now consider the diffeomorphism t ◦ (s|Wg
)−1 = g̃ : s(Wg) → t(Wg). As

Vx ⊂ s(Wg) for all g ∈ Gx , each g̃ is defined on the open set Vx . Define a still

smaller neighborhood Nx ⊂ Vx by

Nx = {y ∈ Vx | g̃(y) ∈ Vx ∀g ∈ Gx}.

Then if y ∈ Nx , for any g ∈ Gx we will have g̃(y) ∈ Nx . Thus the group Gx acts

on Nx via g · x = g̃(x). Note that our assumption that G is an effective groupoid

ensures that this action of Gx is effective. For each g ∈ Gx we can define Og

= Wg ∩ s−1(Nx) = Wg ∩ (s, t)−1(Nx × Nx). For each k ∈ G1, if s(k), t(k) ∈

Nx , then k ∈ Og for some g ∈ Gx . From this we see that G1 ∩ (s, t)−1(Nx ×

Nx) is the disjoint union of the open sets Og .

We conclude from this that the restriction of the groupoid G over Nx is

isomorphic to the translation groupoid Gx � Nx , and Nx/Gx ⊂ X is an open

embedding. We conclude that G0 has a basis of open sets Nx , each with

Gx-action as described before. To verify that they form an atlas for an orb-

ifold structure on X, we just need to construct suitable embeddings between

them. Let (Nx,Gx) and (Ny,Gy) denote two such charts, and let z ∈ G0 be

such that π (z) ∈ π (Nx) ∩ π (Ny). Let g : z → x ′ ∈ Nx and h : x → y ′ ∈ Ny

be any arrows in G1. Let Wg and Wh be neighborhoods for which s and

t restrict to diffeomorphisms, and let (Nz,Gz) be a chart at z. Choose Wg ,

Wh, and Nz sufficiently small so that s(Wg) = Nz = s(Wh), while t(Wg) ⊂ Nx

and t(Wh) ⊂ Ny). Then g̃ = t ◦ (s|Wg
)−1 : Nz →֒ Nx , together with h̃ : Nz →֒

Ny are the required embeddings. To summarize: we have shown that the

charts (Nx,Gx, π : Nx → Nx/Gx ⊆ X) form a well-defined orbifold structure

for X. �

The following basic theorem appears in [113].

Theorem 1.45 Two effective orbifold groupoids G and G ′ represent the same

effective orbifold up to isomorphism if and only if they are Morita equivalent.

Conversely, if we are given an effective orbifold X , we have seen that

it is equivalent to the quotient orbifold arising from the O(n) action on its

frame bundle Fr(X ). Let GX = O(n) � Fr(X ) denote the associated action

groupoid; then it is clear that |GX | ∼= X as orbifolds. One can also show

(using slices) that O(n) � Fr(X ) is Morita equivalent to an effective orbifold

groupoid.
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Remark 1.46 In general, the question of whether or not every ineffective

orbifold has a quotient presentation M/G for some compact Lie group G

remains open. Some partial results, and a reduction of the problem to one

involving equivariant gerbes, appear in [69].

We now pause to consider what we have learned. Given an orbifold X ,

with underlying space X, its structure is completely described by the Morita

equivalence class of an associated effective orbifold groupoid G such that

|G| ∼= X. Based on this, we now give the general definition of an orbifold,

dropping the classical effective condition.

Definition 1.47 An orbifold structure on a paracompact Hausdorff space X

consists of an orbifold groupoid G and a homeomorphism f : |G| → X. If φ :

H → G is an equivalence, then |φ| : |H| → |G| is a homeomorphism, and we

say the composition f ◦ |φ| : |H| → X defines an equivalent orbifold structure

on X.

If G represents an orbifold structure for X, and if G and G ′ are Morita

equivalent, then from the above the two define an equivalent orbifold structure

on X.

Definition 1.48 An orbifold X is a space X equipped with an equivalence

class of orbifold structures. A specific such structure, given by G and a home-

omorphism f : |G| → X, is called a presentation of the orbifold X .

Example 1.49 If we allow the weights to have a common factor, the weighted

projective space WP(a0, . . . , an) = S2n+1/S1 will fail to be effective. However,

it is still an orbifold under our extended definition. The same is true for the

moduli stack of elliptic curves SL2(Z) � H in Example 1.17.

We can now use the groupoid perspective to introduce a suitable notion of

a map between orbifolds. Given an orbifold atlas, we want to be allowed to

take a refinement before defining our map. In the groupoid terminology, this

corresponds to allowing maps from H to G which factor through a Morita

equivalence. Hence, we need to consider pairs

H
ǫ

← H′ φ
→ G, (1.3)

where ǫ is an equivalence and φ is a homomorphism of groupoids. We call the

pair (ǫ, φ) an orbifold morphism or generalized map between groupoids. We

define a map Y → X between two orbifolds presented by groupoids GY and

GX to consist of a continuous map of underlying spaces |GY | → |GX |, together

with a generalized map of orbifold groupoids for which the following diagram
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commutes:

GY
��

��

GX

��

Y �� X

.

We will not dwell here on the notion of a map between orbifolds, as full

precision actually requires that we first construct a quotient category by identi-

fying homomorphisms for which there exists a natural transformation between

them, and then “invert” all arrows represented by equivalences. This is called

a category of fractions, in the sense of Gabriel and Zisman (see [112, p. 209]).

Roughly speaking, what we have described is a definition of orbifolds as a full

subcategory of the category of Lie groupoids and generalized maps. We remark

that these generalized maps are often referred to as good or strong maps in the

literature. Their main use is in pulling back bundle data, as we shall see when

we revisit them in Section 2.4.

Given a Lie groupoid G, we can associate an important topological con-

struction to it, namely its classifying space BG. Moreover, this construction

is well behaved under Morita equivalence, so the resulting space will depend

largely on the orbifold the groupoid represents. In particular, the classifying

space allows us to study the “homotopy type” of an orbifold X , and define

many other invariants besides.

We recall the basic construction, which is due to Segal (see [141], [143]).

Let G be a Lie groupoid, and for n ≥ 1, let Gn be the iterated fibered product

Gn = {(g1, . . . , gn) | gi ∈ G1, s(gi) = t(gi+1), i = 1, . . . , n − 1}. (1.4)

Together with the objects G0, these Gn have the structure of a simplicial

manifold, called the nerve of G. Here we are really just thinking of G as a

category. Following the usual convention, we define face operators di : Gn →

Gn−1 for i = 0, . . . , n, given by

di(g1, . . . , gn) =

⎧
⎪⎪⎨
⎪⎪

(g2, . . . , gn) i = 0,

(g1, . . . , gn−1) i = n,

(g1, . . . , gigi+1, . . . , gn) otherwise,

when n > 1. Similarly, we define d0(g) = s(g) and d1(g) = t(g) when n = 1.

For such a simplicial space, we can glue the disjoint union of the spaces

Gn × �n as follows, where �n is the topological n-simplex. Let

δi : �n−1 → �n
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be the linear embedding of �n−1 into �n as the ith face. We define the clas-

sifying space of G (the geometric realization of its nerve) as the identification

space

BG =
⊔

n

(Gn × �n)/(di(g), x) ∼ (g, δi(x)). (1.5)

This is usually called the fat realization of the nerve, meaning that we have

chosen to leave out identifications involving degeneracies. The two definitions

(fat and thin) will produce homotopy equivalent spaces provided that the topo-

logical category has sufficiently good properties (see [143, p. 309]). Another

good property of the fat realization is that if every Gn has the homotopy type

of a CW-complex, then the realization will also have the homotopy type of a

CW-complex ([143]). For the familiar groupoids that we will encounter in the

theory of orbifolds – e.g., an action groupoid for a compact Lie group acting

on a manifold – these technical subtleties do not really matter.

A homomorphism of groupoids φ : H → G induces a continuous map

Bφ : BH → BG. In particular, an important basic property is that a strong

equivalence of groupoids induces a weak homotopy equivalence between clas-

sifying spaces: BH � BG. Intuitively, this stems from the fact that a strong

equivalence induces an equivalence of (non-topological) categories between H

and G; for a full proof, see Moerdijk [111]. In fact, the same is true if φ is just

a (weak) equivalence, and so Morita equivalent groupoids will have weakly

homotopy equivalent classifying spaces. Therefore, for any point y ∈ H0, an

equivalence φ : H → G induces an isomorphism of all the homotopy groups

πn(BH, y) → πn(BG, φ(y)). From this we see that the weak homotopy type

of an orbifold X can be defined as that of BG, where G is any orbifold groupoid

representing X . So we discover that we can obtain orbifold invariants by

applying (weak) homotopy functors to the classifying space.

Definition 1.50 Let X be an orbifold, and let G be any groupoid representing

its orbifold structure via a given homeomorphism f : |G| → X. We define the

nth orbifold homotopy group of X based at x ∈ X to be

πorb
n (X , x) = πn(BG, x̃), (1.6)

where x̃ ∈ G0 maps to x under the map G0 → X, which is the composition of

the canonical quotient map G0 → |G| with the homeomorphism f .

Note that, as abstract groups, this definition is independent of the choice

of representing groupoid, and of the choice of lifting. We remark that the

orbifold fundamental group πorb
1 (X , x) can also be described in terms of an
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appropriate version of covering spaces, as in Thurston’s original definition –

we will describe this in Section 2.2.

When the groupoid happens to be a topological group G, we obtain the

more familiar classifying space BG, which (up to homotopy) can be expressed

as a quotient EG/G. Here, EG is a contractible free G space, called the

universal G-space for principal G-bundles. Similarly, given any G-space M , we

can construct its Borel construction. This is defined as EG ×G M = (EG ×

M)/G, where G acts diagonally on the product EG × M . Looking at the

identifications in this situation, one sees that the situation for BG extends to

more general action groupoids, and we have a basic and important description

of the classifying space.

Proposition 1.51 Let G = G � M be the action groupoid associated to a

compact Lie group G acting smoothly and almost freely on a manifold M .

Then there is a homotopy equivalence BG � EG ×G M , and so πn(BG) ∼=

πn(EG ×G M).

Corollary 1.52 Let X be an effective (classical) orbifold with frame bundle

Fr(X ), and let G be any groupoid presentation of X . Then there is a homotopy

equivalence BG � EO(n) ×O(n) Fr(X ), and so πorb
n (X ) ∼= πn(EO(n) ×O(n)

Fr(X )).

If G is an orbifold groupoid associated to the orbifold X with underlying

space X, then the map G0 → X gives rise to a map p : BG → X. For instance,

in the case of the action groupoid G � M above, the map p : BG → |G| corre-

sponds to the familiar projection onto the orbit space, p : EG ×G M → M/G.

Now, in general there is an open cover of X by sets V such that G|p−1(V ) is

Morita equivalent to H � U , where H is a finite group acting on some U ⊆ G0.

We can assume that U is a contractible open set in Rn with H acting linearly,

and so

p−1(V ) � B(H � U ) � EH ×H U � BH.

As a result, p : BG → X is a map such that the inverse image of each point

is rationally acyclic, because the reduced rational cohomology of BH always

vanishes if H is finite. By the Vietoris–Begle Mapping Theorem (or the Leray

spectral sequence), we conclude that p induces an isomorphism in rational

homology: p∗ : H∗(BG; Q) ∼= H∗(X; Q).

Example 1.53 We now look more closely at the case of an orbifold X as-

sociated to a global quotient M/G. We know that the orbifold homotopy

groups are simply the groups πn(EG ×G M). What is more, we have a fibra-

tion M → EG ×G M → BG, and BG has a contractible universal cover –
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namely, EG, as G is a finite, hence discrete, group. Applying the long ex-

act sequence of homotopy groups, we see that πorb
n (X ) ∼= πn(M) for n ≥ 2,

whereas for the orbifold fundamental group we have a possibly non-split group

extension

1 → π1(M) → πorb
1 (X ) → G → 1. (1.7)

Note that a simple consequence of this analysis is that for a global quotient

M/G, the group πorb
1 (M/G) must map onto the group G. This fact can be

particularly useful in determining when a given orbifold is not a global quotient.

For example, the weighted projective spaces WP(a0, . . . , an) considered in

Example 1.15 arise as quotients of an S1 action on S2n+1. Looking at the

Borel construction ES1 ×S1 S2n+1 and the associated long exact sequence of

homotopy groups, we see that πorb
1 (WP) = 0, πorb

2 (WP) = Z and πorb
i (WP) ∼=

πi(S
2n+1) for i ≥ 3. Thus, WP(a0, . . . , an) cannot be a global quotient except

in the trivial case where all weights equal 1. An interesting case arises when

all the weights are equal. The resulting orbifold has the same ineffective cyclic

isotropy at every point, but is still not a global quotient. This illustrates some

of the subtleties of the ineffective situation.

Based on the example of the weighted projective spaces, one can easily

show the following more general result.

Proposition 1.54 If X is an orbifold arising from the quotient of a smooth,

almost free action of a non-trivial connected compact Lie group on a simply

connected compact manifold, then πorb
1 (X ) = 0 and X cannot be presented as

a global quotient.

One could also ask whether or not every orbifold X can be presented as

a quotient G � M if we now allow infinite groups G. We have seen that for

effective orbifolds, the answer is yes. In fact, one expects that this holds more

generally.

Conjecture 1.55 If G is an orbifold groupoid, then it is Morita equivalent to

a translation groupoid G � M arising from a smooth, almost free action of a

Lie group.

For additional results in this direction, see [69].

As we have mentioned, any (weak) homotopy invariants of the classifying

space BG associated to a groupoid presenting an orbifold X will be orbifold

invariants. In particular, we can define the singular cohomology of an orbifold.

Definition 1.56 Let X be an orbifold presented by the groupoid G, and let R

be a commutative ring with unit. Then the singular cohomology of X with
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coefficients in R is H ∗
orb(X ; R) = H ∗(BG; R). In particular, we define the inte-

gral cohomology H ∗
orb(X ; Z) = H ∗(BG; Z).

Note that in the case of a quotient orbifold M/G, this invariant is simply

the equivariant cohomology H ∗(EG ×G M; Z), up to isomorphism. We will

discuss some other cohomology theories for orbifolds in subsequent chapters.

1.5 Orbifolds as singular spaces

There are two ways to view orbifolds: one way is through groupoids and stacks,

where orbifolds are viewed as smooth objects; more traditionally, one views

them as singular spaces. In the latter case, one aims to remove the singularity

using techniques from algebraic geometry. There are two well-known methods

for accomplishing this, which we shall describe in the setting of complex

orbifolds. The main reference for this section is the excellent book by Joyce [75],

which we highly recommend for further information and examples. Throughout

this section, we identify the orbifold X with its underlying space X.

Definition 1.57 Let X be a complex orbifold, and f : Y → X a holomorphic

map from a smooth complex manifold Y to X. The map f is called a resolution

if f : f −1(Xreg) → Xreg is biholomorphic and f −1(Xsing) is an analytic subset

of Y . A resolution f is called crepant if f ∗KX = KY .

Here we require the canonical bundle KX to be an honest bundle, rather than

just an orbibundle; the following condition will guarantee this.

Definition 1.58 An n-dimensional complex orbifold X is Gorenstein if all the

local groups Gx are subgroups of SLn(C).

Indeed, we have seen that KX is an orbibundle with fibers of the form

C/Gx , where Gx acts through the determinant. It follows that the Gorenstein

condition is necessary for a crepant resolution to exist. These notions must first

be understood locally, since a crepant resolution of an orbifold X is locally

isomorphic to crepant resolutions of its local singularities (see Example 1.14).

Example 1.59 We now pass to the important special case when G ⊂ SL2(C).

In this case, G is conjugate to a finite subgroup of SU (2), and the quotient

singularities are classically understood (first classified by Klein in 1884). We

briefly outline the theory.

There is a one-to-one correspondence between non-trivial finite subgroups

G of SU (2) and the Dynkin diagrams Q of type An (n ≥ 1), Dn (n ≥ 4), E6,
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E7, and E8. The Dynkin diagrams that are listed are precisely those which

contain no double or triple edges.

Each singularity C2/G admits a unique crepant resolution (Y, f ). The in-

verse image f −1(0) of the singular point is a union of a finite number of

rational curves in Y . They correspond naturally to the vertices in Q, all have

self-intersection −2, and two curves intersect transversely in a single point if

and only if the corresponding vertices are joined by an edge in the diagram;

otherwise they do not intersect.

These curves provide a basis for H2(Y ; Z), which can be identified with the

root lattice of the diagram. The intersection form with respect to this basis is

the negative of the Cartan matrix of Q. Homology classes in H2(Y ; Z) with

self-intersection −2 can be identified with the set of roots of the diagram.

There are one-to-one correspondences between the curves and the non-trivial

conjugacy classes in G, as well as with the non-trivial representations of G.

Indeed, one can regard the conjugacy classes as a basis for H2(Y ; Z), and the

representations as a basis for H 2(Y ; Z). These correspondences are part of the

so-called McKay correspondence (see [108], [130]).

We now explicitly list all the finite subgroups of SU (2) that give rise to these

singular spaces.

(An) G = Z/(n + 1)Z with the generator g acting as g(z1, z2) =

(λz1, λ
−1z2), where λn+1 = 1.

(Dn) G, a generalized quaternion group of order 4n generated by ele-

ments S and T , where S2n = 1 and we have the relations T 2 = Sn

and T ST −1 = S−1. The action is given by S(z1, z2) = (λz1, λ
−1z2)

with λ2n = 1 and T (z1, z2) = (−z2, z1).

(E6) Binary tetrahedral group of order 24.

(E7) Binary octahedral group of order 48.

(E8) Binary icosahedral group of order 120.

The situation for general singularities Cm/G can be quite complicated, but

for m = 3, Roan [131] has proved the following.

Theorem 1.60 Let G be any finite subgroup of SL3(C). Then the quotient

singularity C3/G admits a crepant resolution.

Note that for m = 3 (and higher), finitely many different crepant resolutions

can exist for the same quotient. In dimensions m > 3, singularities are not that

well understood (see [130] for more on this). The following is the easiest “bad

situation”.

Example 1.61 Let G be the subgroup {±I } ⊂ SL4(C). Then C4/G admits no

crepant resolution.
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Let us now consider a complex orbifold X satisfying the Gorenstein condi-

tion (note for example that this automatically holds for Calabi–Yau orbifolds).

For each singular point, there are finitely many possible local crepant resolu-

tions, although it may be that none exist when the dimension is greater than

3. If G is an isotropy group for X and Cm/G admits no crepant resolutions,

then X cannot have a crepant resolution. Assume, then, that these local crepant

resolutions all exist. A strategy for constructing a crepant resolution for X in

its entirety is to glue together all of these local resolutions. Indeed, this works

if the singularities are isolated: one can choose crepant resolutions for each

singular point and glue them together to obtain a crepant resolution for X.

The case of non-isolated singularities is a lot trickier. However, Roan’s result

mentioned above does lead to a global result.

Theorem 1.62 Let X be a complex three-dimensional orbifold with orbifold

groups in SL3(C). Then X admits a crepant resolution.

We should mention that constructing crepant resolutions in some instances

yields spaces of independent interest. For example, if X is a Calabi–Yau orb-

ifold and (Y, f ) is a crepant resolution of X, then Y has a family of Ricci-flat

Kähler metrics which make it into a Calabi–Yau manifold. In the particular

case where X is the quotient T4/(Z/2Z) (Example 1.9), then the Kummer con-

struction (see [13]) gives rise to a crepant resolution that happens to be the K3

surface.

We now switch to a different way of handling spaces with singularities.

Definition 1.63 Let X be a complex analytic variety of dimension m. A one-

parameter family of deformations of X is a complex analytic variety Z of

dimension m + 1, together with a proper holomorphic map f : Z → D, where

D is the unit disc in C. These must be such that the central fiber X0 = f −1(0)

is isomorphic to X. The rest of the fibers Xt = f −1(t) ⊂ Z are called defor-

mations of X.

If the deformations Xt are non-singular for t �= 0, they are called smoothings

of X; by a small deformation of X we mean a deformation Xt where t is small.

The variety X is rigid if all small deformations Xt of X are biholomorphic

to X.

A singular variety may admit a family of non-singular deformations, so this

gives a different approach for replacing singular spaces with non-singular ones.

Moreover, whereas a variety X and its resolution Y are birationally equivalent

(hence very similar as algebro-geometric objects), the deformations Xt can be

very different from X.
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For later use, we record the definition of a desingularization, which combines

deformation and resolution.

Definition 1.64 A desingularization of a complex orbifold X is a resolution

of a deformation f : Tt → Xt . We call it a crepant desingularization if KXt
is

defined and f ∗KXt
= KTt

.

What can we say about the deformations of Cm/G? We begin again with

the case m = 2.

Example 1.65 The deformations of C2/G are well understood. The singular-

ity can be embedded into C3 as a hypersurface via the following equations,

according to our earlier classification of the group G:

(An) x2 + y2 + zn+1 = 0 for n ≥ 1,

(Dn) x2 + y2z + zn−1 = 0 for n ≥ 4,

(E6) x2 + y3 + z4 = 0,

(E7) x2 + y3 + yz3 = 0,

(E8) x2 + y3 + z5 = 0.

We obtain a deformation by setting the corresponding equations equal to t .

These are the only deformations. Furthermore, the crepant resolution of the

singularity deforms with it. Consequently, its deformations are diffeomor-

phic to the crepant resolution. However, not all holomorphic 2-spheres in

the crepant resolution remain holomorphic in the deformations under these

diffeomorphisms.

For m ≥ 3, the codimension of the singularities in Cm/G plays a big role.

Note that if G ⊂ SLm(C), then we see that the singularities of Cm/G are of

codimension at least two, as no non-trivial element can fix a codimension one

subspace in Cm. Now by the Schlessinger Rigidity Theorem (see [75, p. 132]),

if G ⊂ SLm(C) and the singularities of Cm/G are all of codimension at least

three, Cm/G must be rigid. Hence we see that non-trivial deformations Xt of

X = Cm/G can only exist when the singularities are of codimension two.
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Cohomology, bundles and morphisms

As we discussed in Chapter 1, many invariants for manifolds can easily be

generalized to classical effective orbifolds. In this chapter we will outline this

in some detail, seeking natural extensions to all orbifolds. Extra care is required

when dealing with ineffective orbifolds, which is why we will cast all of our

constructions in the framework of orbifold groupoids.

2.1 De Rham and singular cohomology of orbifolds

We begin by making a few basic observations about orbifold groupoids. Sup-

pose that G is such a groupoid. We saw in Proposition 1.44 that each arrow

g : x → y in G1 extends to a diffeomorphism g : Ux → Uy between neighbor-

hoods of x and y.

Lemma 2.1 If φ : G → H is an equivalence of orbifold groupoids, then φ0 :

G0 → H0 is a local diffeomorphism.

Proof We can write φ0 as the composition t ◦ π1 ◦ λ, where the map λ is

λ : G0 → H1 ×H0
G0

y �→ (u(φ0(y)), φ0(y)).

Recall that u is the unit map G0 → G1. The map λ is an immersion, and t ◦ π1

is a submersion by assumption. Since dim G0 = dim(H1 ×H0
G0) = dim H0,

both t ◦ π1 and λ are local diffeomorphisms. �

Consider the tangent bundle T G0 → G0 of the smooth manifold G0. Each

arrow g : x → y induces an isomorphism Dg : TxG0 → TyG0. In other words,

T G0 comes equipped with a fiberwise linear action of the arrows. A vector

bundle over G0 with this property is called a vector bundle for the orbifold

32
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groupoid G, or G-vector bundle. In Section 2.3, we will discuss such bundles

in greater generality. To emphasize the compatibility with the arrows, we write

T G and refer to it as the tangent bundle of the orbifold groupoid G. Using this

bundle, we can define many other bundles compatible with the groupoid mul-

tiplication, including the cotangent bundle T ∗G, wedge products
∧∗

T ∗G, and

symmetric tensor products Symk T ∗G. In particular, it makes sense to talk about

Riemannian metrics (non-degenerate symmetric 2-tensors) and symplectic

forms (non-degenerate closed 2-forms) on an orbifold groupoid. All of these

notions, appropriately translated from groupoids into the chart/atlas formalism,

exactly match the definitions of the tangent orbibundle and its associates given

earlier.

In this setting, we can define a de Rham complex as follows:

�p(G) = {ω ∈ �p(G0) | s∗ω = t∗ω}. (2.1)

We call such forms ω satisfying s∗ω = t∗ω G-invariant. By naturality, the usual

exterior derivative

d : �p(G) → �p+1(G)

takes G-invariant p-forms to G-invariant (p + 1)-forms. Suppose that g : x →

y is an arrow, and extend it to a diffeomorphism g : Ux → Uy as above. The

condition s∗ω = t∗ω can be reinterpreted as g∗ω|Uy
= ω|Ux

. In particular, if

ωy �= 0, then ωx �= 0. Therefore, we can think of the support supp(ω) as a subset

of the orbit space |G|. We say that ω has compact support if supp(ω) ⊆ |G| is

compact. If ω has compact support, then so does dω. We use �
p
c (G) to denote

the subspace of compactly supported p-forms. Define the de Rham cohomology

of G to be

H ∗(G) = H ∗(�∗(G), d) (2.2)

and the de Rham cohomology of G with compact supports to be

H ∗
c (G) = H ∗(�∗

c (G), d). (2.3)

Recall that the restriction of G to a small neighborhood Ux is isomorphic

to a translation groupoid Gx � Ux . Locally, ω ∈ �∗(G) can be viewed as a

Gx-invariant differential form.

A groupoid homomorphism φ : G → H induces chain maps

φ∗ : {�∗(H), d} → {�∗(G), d},

φ∗ : {�∗
c (H), d} → {�∗

c (G), d}.

Hence, it induces the homomorphisms

φ∗ : H ∗(H) → H ∗(G) and φ∗ : H ∗
c (H) → H ∗

c (G).
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Lemma 2.2 If φ : G → H is an equivalence, φ induces an isomorphism on the

de Rham chain complex, and hence an isomorphism on de Rham cohomology.

Proof By Lemma 2.1, φ0 is a local diffeomorphism. Suppose that ω ∈ �∗(G).

We can use φ0 to push forward ω to im(φ0). By assumption, for any z ∈ H0 there

is an arrow h : z → x for some x ∈ im(φ0), and h can be extended to a local

diffeomorphism. Hence we can extend (φ0)∗ω to z by (φ0)∗ωz = h∗ωx . Suppose

that h′ : z → y for some y ∈ im(φ0) is another arrow connecting z to the

image. Then h′h−1 is an arrow from y to x, so by definition h′h−1 = φ1(g) for

some g ∈ G1. Therefore, (h′)∗(h−1)∗ω = ω, which shows that (h′)∗ωx = h∗ωy .

Therefore, there is a unique H-invariant extension of (φ0)∗ω to H0, denoted by

φ∗ω. It is routine to check that s∗φ∗ω = t∗φ∗ω. It is obvious that φ∗ commutes

with d and φ∗φ∗ = φ∗φ
∗ = Id. �

This lemma implies that �∗(G) (and therefore H ∗(G)) is invariant under

orbifold Morita equivalence, and so we can view it as an invariant of the orbifold

structure. However, Satake observed that H ∗(G) is isomorphic to the singular

cohomology H ∗(|G|; R) of the quotient space, and hence is independent of the

orbifold structure (the same applies to H ∗
c (G)). We will discuss this more fully

below.

We also have integration theory and Poincaré duality on orbifold groupoids.

An orbifold groupoid G of dimension n is called orientable if ∧nT ∗G is trivial,

and a trivialization is called an orientation of G. The groupoid G together

with an orientation is called an oriented orbifold groupoid. It is clear that

orientability is preserved under orbifold Morita equivalence, so it is intrinsic

to the orbifold structure. For oriented orbifolds, we can define integration as

follows.

Recall that a function ρ : |G| → R is smooth if its pullback to G0 is smooth.

Let {Ui} be an open cover of |G| by charts. That is, for each Ui , the restriction

of G to each component of the inverse image of Ui in G0 is of the form

Gx � Ux for some x ∈ G0. For now, we fix a particular chart Ux/Gx for Ui .

A compactly supported orbifold n-form ω on Ui is by definition a compactly

supported Gx-invariant n-form ω on Ux . We define
∫

Ui

ω =
1

|Gx |

∫

Ux

ω.

Each arrow g : x → y in G1 induces a diffeomorphism g : Ux → Uy between

components of the inverse image of Ui . It is not hard to show that

1

|Gy |

∫

Uy

ω =
1

|Gx |

∫

Ux

g∗ω =
1

|Gx |

∫

Ux

ω.
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As a result, the value of the integral is independent of our choice of the com-

ponent Ux .

In general, let ω be a compactly supported G-invariant n-form. Choose a

smooth partition of unity {ρi} subordinate to the cover {Ui}, and define
∫

G

ω =
∑

i

∫

Ui

ρi ω. (2.4)

As usual, this is independent of the choice of the cover and the partition of unity

{ρi}. It is also invariant under Morita equivalence, so it makes sense to integrate

forms over an orbifold X by integrating them on any groupoid presentation.

Using integration, we can define a Poincaré pairing
∫

: H p(G) ⊗ H n−p
c (G) → R (2.5)

given by

〈α, β〉 =

∫

G

α ∧ β. (2.6)

This Poincaré pairing is non-degenerate if X admits a finite good cover U . A

good cover U has the property that each U ∈ U is of the form Rn/G and all

the intersections are of this form as well. Any compact orbifold has a finite

good cover. All the machinery in [29], such as the Mayer–Vietoris arguments,

generalizes without any difficulty to orbifolds that admit a finite good cover.

One of the main applications of Poincaré duality for smooth manifolds is

the definition of the Poincaré dual of a submanifold. Namely, for any oriented

submanifold, we can construct a Thom form supported on its normal bundle,

and think of that form as the Poincaré dual of the submanifold. To carry out

this construction in the orbifold context, we have to choose our notion of

suborbifold or subgroupoid carefully.

Definition 2.3 A homomorphism of orbifold groupoids φ : H → G is an

embedding if the following conditions are satisfied:

� φ0 : H0 → G0 is an immersion.
� Let x ∈ im(φ0) ⊂ G0 and let Ux be a neighborhood such that G|Ux

∼= Gx �

Ux . Then the H-action on φ−1
0 (x) is transitive, and there exists an open

neighborhood Vy ⊆ H0 for each y ∈ φ−1
0 (x) such that H|Vy

∼= Hy � Vy and

H|φ−1
0 (Ux )

∼= Gx � (Gx/φ1(Hy) × Vy).

� |φ| : |G| → |H| is proper.

H together with φ is called a subgroupoid of G.
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Remark 2.4 Suppose that φ : H → G is a subgroupoid. Let x = φ(y) for

y ∈ H0. Then

Ux ∩ im(φ) =
⋃

g∈Gx

g φ0(Vy),

where Vy is a neighborhood of y in H0.

This definition is motivated by the following key examples.

Example 2.5 Suppose that G = G � X is a global quotient groupoid. An im-

portant object is the so-called inertia groupoid ∧G = G � (⊔gX
g). Here Xg

is the fixed point set of g, and G acts on ⊔gX
g as h : Xg → Xhgh−1

given by

h(x) = hx. The groupoid ∧G admits a decomposition as a disjoint union: let

∧(G)(h) = G � (⊔g∈(h)X
g). If S is a set of conjugacy class representatives for

G, then

∧G =
⊔

h∈S

(∧G)(h).

By our definition, the homomorphism φ : (∧G)(h) → G induced by the inclu-

sion maps Xg → X is an embedding. Hence, ∧G and the homomorphism φ

together form a (possibly non-disjoint) union of suborbifolds. We will some-

times abuse terminology and say that the inertia groupoid is a suborbifold.

Example 2.6 Let G be the global quotient groupoid defined in the previous

example. We would like to define an appropriate notion of the diagonal 
 of

G × G. The correct definition turns out to be 
 = (G × G) � (⊔g
g), where


g = {(x, gx), x ∈ X} and (h, k) takes (x, g, gx) to (hx, kgh−1, kgx). Our

definition of a suborbifold includes this example.

More generally, we define the diagonal 
 to be the groupoid fibered product

G ×G G. One can check that 
 = G ×G G is locally of the desired form, and

hence a subgroupoid of G × G.

Now that we know how to talk about suborbifolds in terms of subgroupoids,

we can talk about transversality.

Definition 2.7 Suppose that f : H1 → G and g : H2 → G are smooth homo-

morphisms. We say that f × g is transverse to the diagonal 
 ⊂ G × G if

locally f × g is transverse to every component of 
. We say that f and g are

transverse to each other if f × g is transverse to the diagonal 
.

Example 2.8 Suppose that f : H1 → G and g : H2 → G are smooth and

transverse to each other. Then it follows from the definitions that the groupoid

fibered product p1 × p2 : H1 ×G H2 → H1 × H2 is a suborbifold if the
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underlying map is topologically closed. But in fact there is a finite-to-one

map from the orbifold fibered product to the ordinary fibered product, and the

ordinary fibered product is closed. Hence, so is p1 × p2.

Definition 2.9 Suppose that φ : H → G is a homomorphism and i : K → G is

a suborbifold. Furthermore, assume that φ and i are transverse. Then the inverse

image of K in H is φ−1(K) = H ×G K. If H and K are both suborbifolds, then

their orbifold intersection is defined to be H ×G K.

By the transversality assumption, φ−1(K) is smooth and p1 : φ−1(K) → H

is a suborbifold. We can go on to formulate more of the theory of transversality

using the language of orbifold fibered products. However, we note at the outset

that one cannot always perturb any two homomorphisms into transverse maps.

In many ways, the obstruction bundle (see Section 4.3) measures this failure of

transversality.

Suppose that φ : H → G is an oriented suborbifold. Then TH is a subbundle

of φ∗T G. We call the quotient NH|G = φ∗T G/TH the normal bundle of H in

G. Just as in the smooth manifold case, there is an open embedding from an

open neighborhood of the zero section of NH|G onto an open neighborhood of

the image of H in G. Choose a Thom form � on NH|G . We can view � as a

closed form of G, and it is Poincaré dual to H in the sense that
∫

G

� ∧ α =

∫

H

φ∗α (2.7)

for any compactly supported form α. The proofs of these statements are identical

to the smooth manifold case, so we omit them. We often use ηH to denote �

when it is viewed as a closed form on G.

When G is compact, η
 is equivalent to Poincaré duality in the following

sense. Choose a basis αi of H ∗(G). Using the Künneth formula, we can make

a decomposition

[η
] =
∑

i,j

aij αi ⊗ αj .

Let (aij ) = (aij )−1 be the inverse matrix. It is well known in the case of smooth

manifolds that aij = 〈αi, αj 〉, and the usual proof works for orbifolds as well.

As we have remarked, the de Rham cohomology of an orbifold is the same

as the singular cohomology of its orbit space. Therefore, it does not contain

any information about the orbifold structure. Another drawback is that it is

only defined over the real numbers. We will now define a more general singular

cohomology for orbifolds that allows for arbitrary coefficients. This is best

accomplished via the classifying space construction. In the last chapter (see
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page 25), we saw that the (weak) homotopy type of the classifying space

BG was invariant under Morita equivalence; therefore, we defined orbifold

homotopy groups by setting

πorb
n (X , x) = πn(BG, x̃),

where G was an orbifold groupoid presentation of X and x̃ ∈ G0 is a lift of the

basepoint x ∈ X. Since by Whitehead’s Theorem (see [145, p. 399]) a weak

homotopy equivalence induces a homology isomorphism, we also define the

singular cohomology of X with coefficients in a commutative ring R by

H ∗
orb(X ; R) = H ∗(BG; R),

where G is an orbifold groupoid presentation of X . When the orbifold is given

as a groupoid G, we will also write H ∗
orb(G; R) for H ∗(BG; R). These invariants,

while sensitive to the orbifold structure, can be difficult to compute.

Example 2.10 Consider the point orbifold •G; here the classifying space is

the usual classifying space of the finite group G, denoted BG. This space has

a contractible universal cover, so its higher homotopy groups are zero, while

πorb
1 (•G) = G. On the other hand, we have H ∗

orb(•G; Z) ∼= H ∗(G; Z), the group

cohomology of G.

Example 2.11 More generally, if Y/G is a quotient orbifold, where G is a

compact Lie group, then we have seen in Chapter 1 that B(G � Y ) ≃ EG ×G

Y , the Borel construction on Y . Hence in this case H ∗
orb(G; Z) is the usual

equivariant cohomology H ∗(EG ×G Y ; Z).

The cohomology and homotopy groups thus defined are clearly invariants of

the orbifold. However, if the cohomology is computed with rational coefficients

we are back in a situation similar to that of the de Rham cohomology. As

discussed in Chapter 1, if X = |G|, then we have a map BG → X with fibers

BGx . These spaces are rationally acyclic, and hence by the Vietoris–Begle

Theorem we obtain:

Proposition 2.12 There is an isomorphism of cohomology groups

H ∗(BG; Q) ∼= H ∗(X; Q).

We can now express Satake’s Theorem as a de Rham Theorem for orbifolds,

namely:

Theorem 2.13 H ∗
orb(G; R) ∼= H ∗(G).

It is well known that an oriented orbifold X admits a fundamental class

over the rational numbers. The proposition above implies that BG is a rational
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Poincaré duality space. We also see that the information on the orbifold structure

is contained precisely in the torsion occurring in H ∗(BG; Z). Indeed, comput-

ing the torsion classes of H ∗(BG; Z) is an important problem; for example

H 3(BG; Z) classifies the set of gerbes.

2.2 The orbifold fundamental group and covering spaces

Given an orbifold X , perhaps the most accessible invariant is the orbifold

fundamental group πorb
1 (X , x), originally introduced by Thurston for the study

of 3-manifolds. We have already provided a definition and some important

properties of this invariant. Our goal here is to connect it to covering spaces, as

can be done with the ordinary fundamental group.

Definition 2.14 Let G be an orbifold groupoid. A left G-space is a manifold E

equipped with an action by G. Such an action is given by two maps: an anchor

π : E → G0, and an action μ : G1 ×G0
E → E. The latter map is defined on

pairs (g, e) with π (e) = s(g), and written μ(g, e) = g · e. It satisfies the usual

identities for an action: π (g · e) = t(g), 1x · e = e, and g · (h · e) = (gh) · e for

x
h

→ y
g

→ z in G1 and e ∈ E with π (e) = x.

Intuitively, each arrow g : x → y induces a map g : Ex → Ey of fibers

compatible with the multiplication of arrows. For example, the tangent bundle

T G and its associated bundles considered at the beginning of the chapter are

all G-spaces. Of course, there is also a dual notion of right G-spaces; a right G-

space is the same thing as a left Gop-space, where Gop is the opposite groupoid

obtained by exchanging the roles of the target and source maps.

Definition 2.15 For two G-spaces E = (E,π,μ) and E′ = (E′, π ′, μ′), a map

of G-spaces α : E → E′ is a smooth map which commutes with the struc-

ture, i.e., π ′α = π and α(g · e) = g · α(e). We sometimes call such maps G-

equivariant.

For each G, the set of G-spaces and G-equivariant maps forms a category.

Moreover, if φ : H → G is a homomorphism of groupoids, then we can pull

back a G-space E by taking a fibered product:

E ×G0
H0

��

��

H0

φ0

��

E
π �� G0

.
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There is an obvious action of H1 on E ×G0
H0, and we write φ∗E for the

resulting H-space. It is clear that we can also pull back maps between two G-

spaces, so that φ∗ is a functor fromG-spaces toH-spaces. If φ is an equivalence,

then we can push an H-space forward to obtain a G space in the same way we

pushed forward differential forms earlier. Hence, when φ is an equivalence, it

induces an equivalence of categories between the category of G-spaces and the

category of H-spaces.

If (E,π,μ) is aG-space, we can associate to it an orbifold groupoid E = G �

E with objects E0 = E and arrows E1 = E ×G0
G1. As this is a straightforward

generalization of the group action case, we call this the action groupoid or

translation groupoid associated to the action of the groupoid G on E. There

is an obvious homomorphism of groupoids πE : E → G. Note that the fiber of

E0 → |E | is π−1
E (x)/Gx for any x ∈ E0. It is easy to see that E is an orbifold

groupoid as well. We call E a connected G-space if the quotient space |E | is

connected.

Now we focus on covering spaces.

Definition 2.16 Let E be a G-space. If E → G0 is a connected covering pro-

jection, then we call the associated groupoid E an orbifold cover or covering

groupoid of G. Let Cov(G) be the subcategory of orbifold covers of G; a

groupoid homomorphism φ : H → G induces a pullback

φ∗ : Cov(G) → Cov(H).

As we showed before, if φ is an equivalence of groupoids, then φ∗ is an

equivalence of categories.

Suppose that Ux/Gx is an orbifold chart for x ∈ G0 and π−1(Ux) is a

disjoint union of open sets such that each component is diffeomorphic to Ux .

Then the restriction of the map E0 → |E | is π−1(Ux) → π−1(Ux)/Gx . Let

Ũ be a component of π−1(Ux). Then, E |Ũ can be expressed as an orbifold

chart Ũ/Ŵ, where Ŵ ⊆ Gx is the subgroup preserving Ũ . The map |E | → |G|

can be locally described as the map Ũ/Ŵ ∼= Ux/Ŵ → Ux/Gx , where Ũ is

identified with Ux via π . This recovers Thurston’s original definition of covering

orbifolds.

Among the covers of G, there is a (unique up to isomorphism) universal

cover π : U → G0, in the sense that for any other cover E → G0 there is a

map p : U → E of G-spaces commuting with the covering projections.

Proposition 2.17 E → BE induces an equivalence of categories between orb-

ifold covering spaces of G and the covering spaces (in the usual sense) of

BG.
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Proof It is easy to check that BE → BG is a covering space if E → G is

a groupoid covering space. To prove the opposite, consider a covering space

E → BG. Since G0 → BG is a subset, E|G0
→ G0 is clearly a covering space.

We also need to construct an action of G1 on E. Recall that there is also a

map G1 × [0, 1] → BG with the identifications (g, 0) ∼= s(g) and (g, 1) ∼= t(g).

Therefore, E(g,0) = Es(g) and E(g,1) = Et(g). However, E|G1×[0,1] is a covering

space. In particular, it has the unique path lifting property. The lifting of the path

g × [0, 1] defines a map E(g,0) → E(g,1). It is easy to check that this defines an

action of G1 on E|G0
. Hence, E|G0

can be viewed as a groupoid covering space

of G. �

Let A(U,π ) denote the group of deck translations of the universal cover. As

in the case of ordinary covers, we have the following theorem.

Theorem 2.18 The group A(U,π ) of deck translations of the universal orb-

ifold cover of G is isomorphic to the orbifold fundamental group πorb
1 (G) ∼=

π1(BG).

More generally, we see that orbifold covers of G will be in one-to-one

correspondence with conjugacy classes of subgroups in πorb
1 (G).

Example 2.19 (Hurwitz cover) Orbifold covers arise naturally as holomorphic

maps between Riemann surfaces. Suppose that f : �1 → �2 is a holomor-

phic map between two Riemann surfaces �1, �2. Usually, f is not a cover-

ing map. Instead, it ramifies in finitely many points z1, . . . , zk ∈ �2. Namely,

f : �1 − ∪if
−1(zi) → �2 − {z1, . . . , zk} is an honest covering map. Suppose

that the preimage of zi is yi1, . . . , yiji
. Let mip be the ramification order at

yip. That is, under some coordinate system near yip, the map f can be written

as x → xmip . We assign an orbifold structure on �1 and �2 as follows (see

also Example 1.16). We first assign an orbifold structure at yip with order mip.

Let mi be the largest common factor of the mips. Then we assign an orbifold

structure at zi with order mi . One readily verifies that under these assignments,

f : �1 → �2 becomes an orbifold cover. Viewed in this way, f : �1 → �2 is

referred to as a Hurwitz cover or admissible cover.

This example can be generalized to nodal orbifold Riemann surfaces. Recall

that a nodal orbifold Riemann surface (�̃, z, m, n) is a nodal curve (nodal

Riemann surface), together with orbifold structure given by a faithful action of

Z/mi on a neighborhood of the marked point zi and a faithful action of Z/nj

on a neighborhood of the j th node, such that the action is complementary on

the two different branches. That is to say, a neighborhood of a nodal point

(viewed as a neighborhood of the origin of {xy = 0} ⊂ C2) has an orbifold
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chart by a branched covering map (x, y) → (xnj , ynj ), with nj ≥ 1, and with

group action e2πi/nj (x, y) = (e2πi/nj x, e−2πi/nj y). An orbifold cover of a nodal

orbifold Riemann surface is called a Hurwitz nodal cover. Hurwitz nodal covers

appear naturally as the degenerations of Hurwitz covers.

Example 2.20 If X = Y/G is a global quotient and Z → Y is a universal

cover, then Z → Y → X is the orbifold universal cover of X . This results in

an extension of groups

1 → π1(Y ) → πorb
1 (X ) → G → 1. (2.8)

On the other hand, as discussed in Example 1.53, the classifying space for

a global quotient is simply the Borel construction EG ×G Y ; and using the

standard fibration Y → EG ×G Y → BG, we recover the group extension

described above by applying the fundamental group functor. Note that it is

clear that a point is the orbifold universal cover of •G, and so πorb
1 (•G) = G.

Definition 2.21 An orbifold is a good orbifold if its orbifold universal cover

is smooth.

It is clear that a global quotient orbifold is good. We can use the orbifold

fundamental group to characterize good orbifolds more precisely. Let x ∈ X

and let U = Ũ/Gx be an orbifold chart at x. We choose U small enough so that

Ũ is diffeomorphic to a ball. Suppose that f : Y → X is an orbifold universal

cover. By definition, f −1(U ) is a disjoint union of components of the form

Ũ/Ŵ for some subgroups Ŵ ⊆ Gx . Consider the map Ũ/Ŵ → Ũ/Gx . The

group of deck translations is obviously Gx/Ŵ, which is thus a subgroup of

πorb
1 (X , x). Therefore, we obtain a map

ρx : Gx → Gx/Ŵ ⊆ πorb
1 (X , x).

A different choice of component in f −1(Ũ/Gx) yields a homomorphism ρ ′
x

conjugate to ρx by an element g ∈ πorb
1 (X , x) that interchanges the correspond-

ing components. Therefore, the conjugacy class of (ρx) is well defined.

Lemma 2.22 X is a good orbifold if and only if ρx is injective for each x ∈ X .

Proof We use the notation above. f −1(U ) (and therefore Y) is smooth if and

only if Ŵ = 1. The latter is equivalent to the injectivity of ρx . �

We will now look at some additional examples. The following observation is

very useful in computations. Suppose that f : Y → X is an orbifold universal

cover. Then the restriction

f : Y \ f −1(�X ) → X \ �X
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is an honest cover with G = πorb
1 (X ) as covering group, and where �X is the

singular locus of X . Therefore, X = Y/G, and there is a surjective homomor-

phism

pf : π1(X \ �X ) → G.

In general, there is no reason to expect that pf will be an isomorphism. However,

to compute πorb
1 (X), we can start with π1(X \ �X ), and then specify any

additional relations that are needed.

Example 2.23 Let G ⊂ GLn(Z) denote a finite subgroup. As discussed at the

beginning of Section 1.2, there is an induced action of G on Tn with a fixed

point. The toroidal orbifold G associated to Tn → Tn/G has EG ×G Tn as its

classifying space; hence the orbifold fundamental group is π1(EG ×G Tn) ∼=

Zn ⋊ G, a semi-direct product. Note that in this case, the orbifold universal

cover (as a space) is simply Rn. The action of G on Zn is explicitly defined by

matrices, so in many cases it is not hard to write an explicit presentation for

this semi-direct product.

For example, consider the Kummer surface T4/τ , where τ is the involution

τ (eit1 , eit2 , eit3 , eit4 ) = (e−it1 , e−it2 , e−it3 , e−it4 ).

The universal cover is R4. The group G of deck translations is generated by

four translations λi by integral points, and by the involution τ given by

(t1, t2, t3, t4) �→ (−t1,−t2,−t3,−t4).

It is easy to check that the orbifold fundamental group admits a presentation

{λ1, λ2, λ3, λ4, τ | τ 2 = 1, τλiτ
−1 = λ−1

i }.

Note that this is a presentation for the semi-direct product Z4 ⋊ Z/2Z.

Example 2.24 Consider the orbifold Riemann surface �g of genus g and n

orbifold points z = (x1, . . . , xn) of orders k1, . . . , kn. Then, according to [140,

p. 424], a presentation for its orbifold fundamental group is given by

πorb
1 (�g)=

{
α1, β1, . . . , αg, βg, σ1, . . . , σn | σ1 . . . σn

g∏

i=1

[αi, βi]=1, σ
ki

i =1

}
,

(2.9)

where αi and βi are the generators of π1(�g) and σi are the generators of �g \ z

represented by a loop around each orbifold point. Note that πorb
1 (�g) is obtained

from π1(�g \ z) by introducing the relations σ
ki

i = 1. Consider the special case

when � = �̃/G, where G is a finite group of automorphisms. In this case, the
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orbifold fundamental group is isomorphic to π1(EG ×G �̃), which in turn fits

into a group extension

1 → π1(�̃) → πorb
1 (�) → G → 1. (2.10)

In other words, the orbifold fundamental group is a virtual surface group. This

will be true for any good orbifold Riemann surface.

2.3 Orbifold vector bundles and principal bundles

We now discuss vector bundles in the context of groupoids more fully.

Definition 2.25 A G-vector bundle over an orbifold groupoid G is a G-space

E for which π : E → G0 is a vector bundle, such that the action of G on E is

fiberwise linear. Namely, any arrow g : x → y induces a linear isomorphism

g : Ex → Ey . In particular, Ex is a linear representation of the isotropy group

Gx for each x ∈ G0.

The orbifold groupoid E = G � E associated to E can be thought of as

the total space (as a groupoid) of the vector bundle. The natural projection

πE : E → G is analogous to the projection of a vector bundle. It induces a

projection π|E| : |E | → |G|, but in general this quotient is no longer a vec-

tor bundle. Instead, it has the structure of an orbibundle, so that π−1
|E| (x) =

Ex/Gx .

Definition 2.26 A section σ of E is an invariant section of E → G0. So, if

g : x → y is an arrow, g(σ (x)) = σ (y). We will often simply say that σ is a

section of E → G0, and we write Ŵ(E) for the set of sections.

Ŵ(E) is clearly a vector space. Many geometric applications of vector bun-

dles are based on the assumption that they always have plenty of local sec-

tions. Unfortunately, this may not always be the case for non-effective orbifold

groupoids.

Definition 2.27 An arrow g is called a constant arrow (or ineffective arrow) if

there is a neighborhood V of g in G1 such that for any h ∈ V s(h) = t(h). We

use Ker(G1) to denote the space of constant arrows.

Each constant arrow g belongs to Gx for x = s(g) = t(g). The restriction of

the groupoid to some neighborhood Ux is a translation groupoid Ux × Gx →

Ux . Then g is constant if and only if g acts on Ux trivially. Let Ker(Gx) =

Gx ∩ Ker(G1); then Ker(Gx) acts trivially on Ux .
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Definition 2.28 A G-vector bundle E → G0 is called a good vector bundle if

Ker(Gx) acts trivially on each fiber Ex . Equivalently, E → G is a good vector

bundle if and only if Ker(E1) = Ker(G1) ×G0
E.

A good vector bundle always has enough local sections. Therefore, for

good bundles, we can define local connections and patch them up to get a

global connection. Chern–Weil theory can then be used to define characteristic

classes for a good vector bundle; they naturally lie in the de Rham coho-

mology groups H ∗(G) ∼= H ∗(|G|; R). It seems better, however, to observe that

BE → BG is naturally a vector bundle, so we have associated classifying maps

BG → BO(m) or BG → BU (m). It thus makes sense to define the charac-

teristic classes of E → G as the characteristic classes of BE → BG. Under

this definition, characteristic classes naturally lie in either H ∗(BG; Z) (Chern

classes) or in H ∗(BG; F2) (Stiefel–Whitney classes). Now, the map BG → |G|

induces an isomorphism H ∗(BG; Q) → H ∗(|G|; Q). In this book we will think

of this as the natural place for Chern classes of complex bundles, and we will

be using both definitions without distinction.

Example 2.29 Suppose that a Lie group G acts smoothly, properly, and with

finite isotropy on X, and let E be a G-bundle. Then E/G admits a natural orb-

ifold structure such that E/G → X/G is an orbifold vector bundle. Conversely,

if F → X/G is an orbifold vector bundle, the pullback p∗F is a G-bundle

over X.

We now give some examples of good vector bundles; of course, any vector

bundle over an effective groupoid is good.

Example 2.30 Suppose thatG is an orbifold groupoid. Then the tangent bundle

T G, the cotangent bundle T ∗G, and
∧∗

T ∗G are all good vector bundles.

Example 2.31 Consider the point groupoid •G. A •G-vector bundle E corre-

sponds to a representation of G, and E is good if and only if E is a trivial

representation.

Many geometric constructions (such as index theory) can be carried out in

the context of good orbifold groupoid vector bundles. Moreover, any orbifold

groupoid has a canonical associated effective orbifold groupoid.

Lemma 2.32 Ker(G1) consists of a union of connected components in G1.

Proof By definition, Ker(G1) is open. We claim that it is closed. Let gn → g for

a sequence gn ∈ Ker(G1). We observe that s(g) = t(g) = x for some x. Hence,

g ∈ Gx . Moreover, xn = s(gn) = t(gn) converges to x. As usual, take a small
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neighborhood Ux so that the restriction of G to Ux is equivalent to Ux/Gx . It is

clear that under the equivalence gn is identified with g for sufficiently large n.

Therefore, g fixes some open subset of Ux , and hence fixes every point of Ux .

�

Definition 2.33 For any orbifold groupoid G, we define an effective orbifold

groupoid Geff with objects Geff,0 = G0 and arrows

Geff,1 = G1 \ (Ker(G1) \ u(G0)),

where u : G0 → G1 is the groupoid unit.

Note that E → G0 is a good vector bundle if and only if it induces a vector

bundle over Geff.

Example 2.34 If G � M is an action groupoid associated to a quotient orb-

ifold, then it will be effective if the action of G is effective. If G → Geff is the

quotient by the kernel of the action, then Geff � M is the associated effective

orbifold groupoid.

We now introduce principal bundles.

Definition 2.35 Let K be a Lie group. A principal K-bundle P over G is a

G-space P together with a left action K × P → P that makes P → G0 into a

principal K bundle over the manifold G0.

LetP be the corresponding orbifold groupoid; then BP → BG is a principal

K-bundle in the usual sense. Hence by the homotopy classification of princi-

pal K-bundles, we have a classifying map BG → BK , and we can obtain

characteristic classes just as before.

A particularly interesting case occurs when K is a discrete group. As the

reader might expect, it is intimately related to covering spaces. BP → BG is a

principal K-bundle, and so BP can be thought of as a (possibly disconnected)

covering space. Choose a lifting x̂0 of the basepoint x̃0 ∈ G0; the path-lifting

property defines a homomorphism

ρ : πorb
1 (G) = π1(BG, x̃0) → K.

A different choice of x̂0 defines a conjugate homomorphism. Therefore, the

conjugacy class of ρ is an invariant of P . Conversely, given a homomorphism

ρ, let Puniv be the universal cover. Then Puniv ×ρ K is a principal K-bundle

with the given ρ. Therefore, we obtain an exact analog of the classical theory

of principal K-bundles (see [146, p. 70]):
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Theorem 2.36 The isomorphism classes of principal K-bundles over G, where

K is a discrete group, are in one-to-one correspondence with K-conjugacy

classes of group homomorphisms πorb
1 (G) → K .

As in the classical setting we can now introduce fiber bundles.

Definition 2.37 If a G-space P → G0 is a fibered product, we call P a fiber

bundle over G.

As usual, there is a close relationship between fiber bundles and principal

bundles. If P → G is a principal K-bundle and K acts smoothly on a manifold

E, then P ×K E is a smooth fiber bundle. Conversely, if K is the structure

group of the fiber bundle E → G, then E naturally gives rise to a principal

K-bundle. A very interesting case is given by a covering G-space π : E → G.

Suppose that |π−1(x̃0)| = n. It is clear that Aut(π−1(x̃0)) = Sn, the symmetric

group on n letters. Therefore, E induces a principal Sn-bundle P → G such

that E = P ×Sn
{1, . . . , n}.

Specializing to the case where G is a nodal orbifold Riemann surface, we

obtain the following classical theorem.

Theorem 2.38 The Hurwitz nodal covers of � are classified by conjugacy

classes of homomorphisms ρ : πorb
1 (G) → Sn.

One would expect universal bundles to play an important role here. Suppose

that EK → BK is the universal principal K-bundle. We define BK as the

(non-smooth) unit groupoid with BK0 = BK1 = BK and s = t = Id. For any

morphism φ : G → BK , the pullback φ∗
0EK is a principal K-bundle over G.

It would be good if the converse were also true.

2.4 Orbifold morphisms

The theory of orbifolds diverges from that of manifolds when one considers the

notion of a morphism. Although Satake [139] defined maps between orbifolds,

it can be seen that with his definition the pullback of an orbifold vector bundle

may fail to be an orbifold vector bundle.

To overcome this problem, one has to introduce a different notion of a map

between orbifolds. There are two versions available: the Moerdijk–Pronk strong

map [113] and the Chen–Ruan good map [38]. Fortunately, it has been shown

[104] that the two versions are equivalent. We will follow the first version,

which is best suited to the groupoid constructions we have been using. We now



48 Cohomology, bundles and morphisms

proceed to develop the basic properties of orbifold morphisms, following the

treatment in [112]. Recall the following definition from Section 1.4.

Definition 2.39 Suppose that H and G are orbifold groupoids. An orbifold

morphism from H to G is a pair of groupoid homomorphisms

H
ǫ

← K
φ
→ G,

such that the left arrow is an equivalence.

As mentioned in the last chapter, not all of these morphisms ought to be

viewed as distinct:

� If there exists a natural transformation between two homomorphisms φ, φ′ :

K → G, then we consider H
ǫ

← K
φ′

→ G to be equivalent to H
ǫ

← K
φ
→ G.

� If δ : K′ → K is an orbifold equivalence, the morphism

H K′
ǫ◦δ��

φ◦δ
�� G

is equivalent to H
ǫ

← K
φ
→ G.

Let R be the minimal equivalence relation among orbifold morphisms from

H to G generated by the two relations above.

Definition 2.40 Two orbifold morphisms are said to be equivalent if they

belong to the same R-equivalence class.

We now verify a basic result.

Theorem 2.41 The set of equivalence classes of orbifold morphisms from H

to G is invariant under orbifold Morita equivalence.

Proof Suppose that δ : H′ → H is an orbifold equivalence. It is clear from the

definitions that an equivalence class of orbifold morphisms fromH′ toG induces

an equivalence class of orbifold morphisms from H to G by precomposing

with δ. Conversely, suppose that H
ǫ

← K
φ
→ G is an orbifold morphism, and

consider the groupoid fiber product K′ = H′ ×H K. Then there are orbifold

equivalences p : K′ → K and δ′ : K′ → H′. We map H
ǫ

← K
φ
→ G to the

orbifold morphism

H′ K′δ′

��
φ◦p

�� G.

A quick check shows that this maps equivalent orbifold morphisms to equivalent

orbifold morphisms.



2.4 Orbifold morphisms 49

Next suppose that δ : G ′ → G is an orbifold equivalence. Again, it is obvious

that an equivalence class of orbifold morphisms to G ′ induces an equivalence

class of orbifold morphisms to G. We can use a similar method to construct

an inverse to this assignment. Suppose that H
ǫ

← K
φ
→ G is an orbifold mor-

phism. Consider the groupoid fiber product K′ = K ×H G ′. The projection

maps give an orbifold equivalence K′ → K and a homomorphism K′ → G ′.

By composing with the orbifold equivalence ǫ : K → H, we obtain an orbifold

morphism

H ← K′ → G ′.

Again, a straightforward check shows that this transformation maps equivalence

classes to equivalence classes. �

It can be shown [111, 125] that the set of Morita equivalence classes of

orbifold groupoids forms a category with morphisms the equivalence classes

of orbifold morphisms. We call this the category of orbifolds.

Example 2.42 We classify all orbifold morphisms between •G and •H . To do

so, we must first study orbifold equivalences ǫ : K → •G. Suppose that K has

objects K0 and arrows K1. By definition, K0 must be a discrete set of points,

and for each x0 ∈ K0 it is clear that the restriction of K to x0 must be translation

groupoid G � {x0} ∼= •G. Hence, we can locally invert ǫ by mapping the object

of •G to x0. Let ǫ−1 be this inverse. Then the orbifold morphism •G ǫ
← K

φ
→ •H

is equivalent to the orbifold morphism

•G •G
φ◦ǫ−1

�� •H.

Therefore, we have reduced our problem to the classification of homomor-

phisms ψ : •G → •H up to natural transformations. Such a ψ corresponds

to a group homomorphism G → H , and a natural transformation between ψ

and ψ ′ is simply an element h ∈ H such that ψ ′ = hψh−1. Consequently, the

set of equivalence classes of orbifold morphisms from •G to •H is in one-

to-one correspondence with H -conjugacy classes of group homomorphisms

ψ : G → H .

We can use similar arguments to understand the local structure of an arbi-

trary orbifold morphism. Suppose that F : G → H is a morphism of orbifold

groupoids given byG
ǫ

← K
φ
→ H covering the map f : |G| → |H|. Let x ∈ G0;

then locally f̃ = φ0ǫ
−1
0 : Ux → Vf (x), where Ux, Vf (x) are orbifold charts. Fur-

thermore, F induces a group homomorphism λ = φ1ǫ
−1
1 : Gx → Hf (x). By

definition, f̃ is λ-equivariant. Such a pair (f̃ , λ) is called a local lifting of f . It
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induces a groupoid homomorphism Gx � Ux → Hf (x) � Vf (x) in an obvious

way. In fact, the restriction of F is precisely (f̃ , λ) under the isomorphisms

corresponding to the charts.

In general, it is difficult to study orbifold morphisms starting from the def-

initions, since we have to study all equivalent orbifold groupoids representing

the domain orbifold. Therefore, it is necessary to develop a more practical

approach. One of the most effective tools is to explore the relationship between

orbifold morphisms and bundles. Indeed, this was the original motivation for

the introduction of orbifold morphisms.

Suppose that G
ǫ

← K
φ
→ H is an orbifold morphism. Given an H-vector or

principal bundle E, then we call the G-bundle ǫ∗φ
∗E the pullback of E via the

orbifold morphism. If there is a natural transformation between φ and φ′, then

ǫ∗φ
∗E ∼= ǫ∗(φ′)∗E. We have thus proved the following theorem.

Theorem 2.43 Each orbifold morphism F = {G
ǫ

← K
φ
→ H} pulls back iso-

morphism classes of orbifold vector or principal bundles overH to isomorphism

classes of orbifold vector or principal bundles over G, and if F ′ is equivalent

to F , then F ∗ ∼= F ′∗.

2.5 Classification of orbifold morphisms

In what follows we will present the Chen–Ruan classification of orbifold mor-

phisms from lower dimensional orbifolds. In the process, we introduce many

concrete examples of orbifold morphisms. This classification forms the foun-

dation of the Chen–Ruan cohomology theory (and also orbifold quantum co-

homology theory). Our approach is quite different from the original. It is less

direct, but in many ways much cleaner.

We first introduce representability. Suppose that G
ǫ

← K
φ
→ H is an orbifold

morphism. Choose a local chart Ux of G, and fix a point z ∈ ǫ−1
0 (x). Since ǫ

is an equivalence, we can invert ǫ|Uz
: Gz � Uz → Gx � Ux . Let ǫ−1|Ux

be

the inverse. Then we obtain a homomorphism φǫ−1|Ux
: Gx � Ux → Gφ0(z) �

Uφ0(z), which induces a group homomorphism λx : Gx → Gφ0(z). If we choose

a different z′ ∈ ǫ−1
0 (x), then φ0(z) is connected to φ0(z′) by an arrow g, and the

corresponding local morphism is related by a conjugation with g.

Definition 2.44 We call G
ǫ

← K
φ
→ H representable if λx is injective for all

x ∈ G0.

In what follows we focus on the representable orbifold morphisms, although

most of the constructions also work well for non-representable ones.
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Note that for a global quotient Y/G, there is a canonical orbifold principal

G-bundle Y → Y/G.

Theorem 2.45 Suppose that F = {G ← K → G � Y } is an orbifold mor-

phism. Then,

1. The pullback F ∗Y → G is a G-bundle with a G-equivariant map φ :

F ∗Y → Y . Conversely, suppose that E → G is a smooth G-bundle and

φ : E → Y is a G-map. Then the quotient by G induces an orbifold mor-

phism from G to G � Y .

2. If F ′ is equivalent to F , then there is a bundle isomorphism p : F ′∗Y → F ∗Y

such that φp = φ′.

3. F is representable if and only if E = F ∗Y is smooth.

Proof All the statements are clear except the relation between the smoothness

of E = F ∗Y and representability of F . However, this is a local property, and

locally we have the representation F : Gx � Ux → Gy � Uy . By a previous

argument, F is equivalent to a pair (f̃ , λ), where λ : Gx → Gy is a group ho-

momorphism and f̃ : Ux → Uy is a λ-equivariant map. What is more, we have

an embedding Gy � Uy → G � Y . The groupoid presentation of the orbifold

principal bundle Y → Y/G is p : Y × G → Y , where p is the projection onto

the first factor and h ∈ G acts as h(x, g) = (hx, gh−1). Now, we use the local

form of F to obtain a local form of F ∗Y as a Gx-quotient of

Ux ×f̃ Y × G → Ux .

Here, h ∈ Gx acts as

h(x ′, y, g) = (hx ′, λ(h)y, gλ(h)−1).

The action above is free on the total space if and only if λ(h) �= 1. Hence, F ∗Y

is smooth if and only if λ is injective, as desired. �

Corollary 2.46 Equivalence classes of representable orbifold morphisms from

G to Y/G are in one-to-one correspondence with equivalence classes of di-

agrams G ← E
φ
→ Y , where the left arrow is a G-bundle projection and the

right arrow is a G-map. The equivalence relation on the diagrams is generated

by bundle isomorphisms ǫ : E′ → E with corresponding G-map φ′ = φǫ.

The corollary reduces the classification of orbifold morphisms to an equiv-

ariant problem, at least in the case where the codomain is a global quotient.1

1 When the codomain is a general groupoid, one can still understand orbifold morphisms using
principal bundles; however, the structure group must be replaced by a structure groupoid.
Details of this alternative perspective and helpful discussions of the relationship between
orbifold groupoids and stacks appear in [69], [70], [109], and [116].
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As we have seen, a principal G-bundle E → G is determined by the conju-

gacy class of a homomorphism ρ : πorb
1 (G, x0) → G. We call ρ the Chen–Ruan

characteristic of the orbifold morphism. It is a fundamental invariant in the clas-

sification of orbifold morphisms. Let us apply the corollary in some examples

to see how this works.

Example 2.47 Consider the orbifold morphisms from S1 with trivial orbifold

structure to •G. In other words, we want to study the loop space �(•G). The

G-maps from E to • are obviously trivial; hence, we only have to classify the

G-bundles E. By principal bundle theory, these are classified by the conjugacy

classes of characteristics ρ : π1(S1, x0) → G. However, π1(S1, x0) is Z, gen-

erated by a counterclockwise loop. Let g be the image of this generator; then

ρ is determined by g. Therefore �(•G) is in one-to-one correspondence with

conjugacy classes of elements in G.

Example 2.48 The previous example can be generalized to the loop space

�(G � Y ) of a general global quotient. In this case, E → S1 is a possibly

disconnected covering space, with a fixed G-map φ : E → Y . Again, E is

determined by the conjugacy class of a homomorphism ρ : Z = π1(S1, x0) →

G. Choose a lifting x̃0 ∈ E of the basepoint x0. Suppose σ is a loop based

at x0 that generates π1(S1, x0). Lift σ to a path σ̃ (t) in E starting at σ̃ (0) =

x̃0. The end point σ̃ (1) is then gx̃0, where g = ρ([σ ]) is the image of the

generator. Let γ (t) = φ(σ (t)). Then we obtain a path γ (t) in Y and g ∈ G

such that gγ (0) = γ (1). It is clear that φ is uniquely determined by γ (t).

The different liftings x̃0 correspond to an action h(g, γ (t)) = (hgh−1, hγ (t)).

Therefore,

�(G � Y ) = G � {(g, γ (t)) | gγ (0) = γ (1)},

where G acts as we described previously.

Let G be a groupoid, and consider the pullback diagram of spaces

SG
��

β

��

G1

(s,t)

��

G0

diag
�� G0 × G0

. (2.11)

Then SG = {g ∈ G1 | s(g) = t(g)} is intuitively the space of “loops” in G. The

map β : SG → G0 sends a loop g : x → x to its basepoint β(g) = x. This map

is proper, and one can verify that the space SG is in fact a manifold. Suppose

that h ∈ G1; then h induces a map h : β−1(s(h)) → β−1(t(h)) as follows. For

any g ∈ β−1(s(h)), set h(g) = hgh−1. This action makes SG into a left G-space.
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Definition 2.49 We define the inertia groupoid ∧G as the action groupoid

G � SG .

This inertia groupoid generalizes the situation for a global quotient con-

sidered in Example 2.5. We observe that β induces a proper homomor-

phism β : ∧G → G. The construction of the inertia groupoid is natural, in

the sense that if φ : H → G is a homomorphism, it induces a homomorphism

φ∗ : ∧H → ∧G. When φ is an equivalence, so is φ∗. Thus, the Morita equiva-

lence class of ∧G is an orbifold invariant.

Given an orbifold groupoidG, what we have described above are the orbifold

morphisms from S1 into G such that the induced map S1 → |G| takes a constant

value x (also known as the constant loops). It is clear that such an orbifold

morphism factors through an orbifold morphism to Ux/Gx . Hence, we can use

our description of the loop space for a global quotient. It follows that, as a

set, | ∧ G| = {(x, (g)Gx
) | x ∈ |G|, g ∈ Gx}. The groupoid ∧G is an extremely

important object in stringy topology, and is often referred to as the inertia

orbifold of G or the groupoid of twisted sectors.

Example 2.50 Consider the orbifold morphisms from an arbitrary orbifold G

to •G. Again, there is only one G-map φ : E → •, and so we only have to

consider the classification of G-bundles E → G. These correspond to conju-

gacy classes of characteristics ρ : πorb
1 (G, x0) → G. We can use this to study

a particularly interesting example – the space Mk of constant representable

orbifold morphisms from a Riemann sphere S2 with k orbifold points to an

arbitrary orbifold G.

Suppose that the image of the constant morphism is x ∈ |G|. Let Gx be

the local group. Clearly, the morphism factors through the constant morphism

to •Gx . Hence, it is determined by the conjugacy classes of representable

homomorphisms ρ : πorb
1 (S2) → Gx . Suppose that the orbifold structures at

the marked points are given by the integers m1, . . . , mk . Then, as we have seen,

πorb
1 (S2, x0) = {λ1, . . . , λk | λ

mi

i = 1, λ1 . . . λk = 1}.

Then ρ is representable if and only if ρ(λi) has order mi . Let � be the set

of (isomorphism classes of) orbifold fundamental groups πorb
1 (S2, x0) obtained

as the orbifold structures at the k marked points in S2 varies, and let Mk =

{ρ : π → Gx | π ∈ �}. Then Mk is a G-space in an obvious way, and we can

form the action groupoid G � Mk . We will often use Mk to denote this action

groupoid as well. Using the above presentation of πorb
1 (S2, x0), we can identify

Mk = {(g1, . . . , gk)Gx
| gi ∈ Gx, g1 . . . gk = 1}, (2.12)

where gi is the image of λi .
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We can generalize the twisted sector groupoid construction ∧G to obtain

the groupoid Gk of k-multisectors, where k ≥ 1 is an integer. Moreover, a

construction similar to that of the constant loops can give an orbifold groupoid

structure to the space of k-multisectors. Let

|Gk| = {(x, (g1, . . . , gk)Gx
) | x ∈ |G|, gi ∈ Gx}.

It is clear that |Mk| ∼= |Gk−1|. We construct an orbifold groupoid structure for

|Gk| as follows. Consider the space

Sk
G = {(g1, . . . , gk) | gi ∈ G1, s(g1) = t(g1) = s(g2) = t(g2)

= · · · = s(gk) = t(gk)}. (2.13)

This is a smooth manifold. We have βk : Sk
G

→ G0 defined by

βk(g1, . . . , gk) = s(g1) = t(g1) = s(g2) = t(g2) = · · · = s(gk) = t(gk).

Just as with the twisted sectors, there is a fiberwise action for h ∈ G1: the map

h : β−1
k (s(h)) → β−1

k (t(h))

is given by

h(g1, . . . , gk) = (hg1h
−1, . . . , hgkh

−1).

This action gives Sk
G

the structure of a G-space. The orbit space of the associated

translation groupoid Gk = G � Sk
G

is precisely the one given by the formula

above. The identification Mk
∼= Gk−1 depends on the choice of a presentation

for each πorb
1 (S2, x0). That is, when we switch the ordering of the marked points,

we get a different identification. Hence, there is an action of the symmetric

group Sn on Gn. It is interesting to write down what happens explicitly. We

shall write down the formula for interchanging two marked points. The general

case is left as an exercise for readers. Suppose we switch the order of the first

two marked points. The induced automorphism on Gn is

(g1, g2, . . . , gn) → (g2, g
−1
2 g1g2, g3, . . . , gn).

The k-sectors will become vitally important in Chapter 4 when we define and

study Chen–Ruan cohomology.

Example 2.51 Another interesting example is given by the representable

orbifold morphisms to a symmetric product Y k/Sk . This reduces to study-

ing Sk-maps φ from Sk-bundles E to Y k . Let φ = (φ1, . . . , φk); for any

μ ∈ Sk , φi(μx) = φμ(i)(x). We can de-symmetrize the map as follows. Let

k = {1, . . . , k} be the set with k symbols. We define

φ̄ : E × k → Y
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by φ̄(x, i) = φi(x). Then, for any μ ∈ Sk , we have φ̄(μx,μ−1i) =

φμi(μ
−1x) = φi(x). Therefore, we can quotient out by Sk to obtain a non-

equivariant map (still denoted by φ̄)

φ̄ : Ē = (E × k)/Sk → Y.

It is clear that Ē is an associated fiber bundle of E, and hence an orbifold cover

of degree k. Conversely, if we have a morphism φ̄ : Ē = (E × k)/Sk → Y , we

can reconstruct φ = (φ1, . . . , φk) by defining φi = φ̄([x, i]). It is clear that we

recover the theory of Hurwitz covers as the theory of representable orbifold

morphisms from an orbifold Riemann surface to •Sn .
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Orbifold K-theory

3.1 Introduction

Orbifold K-theory is the K-theory associated to orbifold vector bundles. This

can be developed in the full generality of groupoids, but as we have seen in

Chapter 1, any effective orbifold can be expressed as the quotient of a smooth

manifold by an almost free action of a compact Lie group. Therefore, we

can use methods from equivariant topology to study the K-theory of effective

orbifolds. In particular, using an appropriate equivariant Chern character, we

obtain a decomposition theorem for orbifold K-theory as a ring. A byproduct of

our orbifold K-theory is a natural notion of orbifold Euler number for a general

effective orbifold. What we lose in generality is gained in simplicity and clarity

of exposition. Given that all known interesting examples of orbifolds do indeed

arise as quotients, we feel that our presentation is fairly broad and will allow

the reader to connect orbifold invariants with classical tools from algebraic

topology. In order to compute orbifold K-theory, we make use of equivariant

Bredon cohomology with coefficients in the representation ring functor. This

equivariant theory is the natural target for equivariant Chern characters, and

seems to be an important technical device for the study of orbifolds.

A key physical concept in orbifold string theory is twisting by discrete

torsion. An important goal of this chapter is to introduce twisting for orbifold

K-theory. We introduce twisted orbifold K-theory using an explicit geometric

model. In the case when the orbifold is a global quotient X = Y/G, where

G is a finite group, our construction can be understood as a twisted version

of equivariant K-theory, where the twisting is done using a fixed element

α ∈ H 2(G; S1). The basic idea is to use the associated central extension, and

to consider equivariant bundles with respect to this larger group which cover

the G-action on Y . A computation of the associated twisted theory can be

56
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explicitly obtained (over the complex numbers) using ingredients from the

classical theory of projective representations.

More generally we can define a twisted orbifold K-theory associated to

the universal orbifold cover; in this generality it can be computed in terms

of twisted Bredon cohomology. This can be understood as the E2-term of the

twisted version of a spectral sequence converging to twisted orbifold K-theory,

where in all known instances the higher differentials are trivial in characteristic

zero (this is a standard observation in the case of the Atiyah–Hirzebruch spectral

sequence). Finally, we should also mention that orbifold K-theory seems like

the ideal setting for comparing invariants of an orbifold to that of its resolutions.

A basic conjecture in this direction is the following.

Conjecture 3.1 (K-Orbifold String Theory Conjecture) IfX is a complex orb-

ifold and Y → X is a crepant resolution, then there is a natural additive

isomorphism

K(Y ) ⊗ C ∼= Korb(X ) ⊗ C

between the orbifold K-theory of X and the ordinary K-theory of its crepant

resolution Y .

Note, for example that if X is a complex 3-orbifold with isotropy groups

in SL3(C), then it admits a crepant resolution – this condition is automatically

satisfied by Calabi–Yau orbifolds.

3.2 Orbifolds, group actions, and Bredon cohomology

Our basic idea in studying orbifold K-theory is to apply methods from equiv-

ariant topology. In this section, we recall some basic properties of orbifolds

and describe how they relate to group actions.

We have seen that if a compact Lie group G acts smoothly, effectively, and

almost freely on a manifold M , then the quotient M/G is an effective orbifold.

More generally, X = M/G is an orbifold for any smooth Lie group action if

the following conditions are satisfied:

� For any x ∈ M , the isotropy subgroup Gx is finite.
� For any x ∈ M there is a smooth slice Sx at x.
� For any two points x, y ∈ M such that y /∈ Gx, there are slices Sx and Sy

such that GSx ∩ GSy = ∅.

If G is compact, an almost free G-action automatically satisfies the second and

third conditions. Examples arising from proper actions of discrete groups will

also appear in our work.
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In Chapter 1, we used frame bundles to show that every effective orbifold X

has an action groupoid presentation G � M , where in fact we may take G =

O(n) to be an orthogonal group. Furthermore, we conjectured (Conjecture 1.55)

that in fact every orbifold has such a presentation. Therefore, it is no great loss

of generality if we restrict our attention to quotient orbifolds of the form G � M

for (possibly non-effective) almost free actions of a Lie group G on a smooth

manifold M .

We will assume for simplicity that our orbifolds are compact. In the case of

quotient orbifolds M/G with G a compact Lie group, this is equivalent to the

compactness of M itself (see [31, p. 38]); a fact the we will use. In order to

apply methods from algebraic topology in the study of orbifolds, we recall a

well-known result about manifolds with smooth actions of compact Lie groups

(see [71]):

Theorem 3.2 If a compact Lie group G acts on a smooth, compact manifold

M , then the manifold is triangulable as a finite G-CW complex.

Hence any such manifold will have a cellular G-action such that the orbit

space M/G has only finitely many cells.

For the rest of this chapter, we will focus on quotient orbifolds M/G, which

as we have seen are quite general. We will consider actions of both compact

and discrete groups, using G to denote a compact Lie group and Ŵ to denote a

discrete group.

In Section 2.3, we defined singular cohomology and characteristic classes for

orbifolds. In the case of a quotient G � M , the orbifold cohomology coincided

with the usual equivariant cohomology H ∗(EG ×G M; R). This became the

natural home for characteristic classes associated to the orbifold M/G. How-

ever, if R is a ring such that the order |Gx | of each isotropy group is invertible in

R, then there is an algebra isomorphism H ∗
orb

(G � M; R) ∼= H ∗(M/G; R), ob-

tained from a Leray spectral sequence. An appropriate ring R can be constructed

from the integers by inverting the least common multiple of the orders of all the

local transformation groups; the rational numbers Q are of course also a suitable

choice. Thus if G � M has all isotropy groups of odd order, we may think of

its Stiefel–Whitney classes wi(G � M) as classes in H ∗(M/G; F2). Similarly,

if G � M is complex, we have Chern classes ci(G � M) ∈ H ∗(M/G; R) for

an appropriate ring R.

More generally, what we see is that with integral coefficients, the equiv-

ariant cohomology of M will have interesting torsion classes. Unfortunately,

integral computations are notoriously difficult, especially when finite group co-

homology is involved. The mod p equivariant cohomology of M will contain
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interesting information about the action; in particular, its Krull dimension will

be equal to the maximal p-rank of the isotropy subgroups (see [128]). However,

for our geometric applications it is convenient to use an equivariant cohomology

theory which has substantial torsion-free information. That is where K-theory1

naturally comes in, as instead of cohomology, the basic object is a representa-

tion ring.

Less well known than ordinary equivariant cohomology is the Bredon coho-

mology associated to a group action. It is in fact the most adequate equivariant

cohomology theory available. We briefly sketch its definition for the case of

compact Lie groups, and refer the reader to [30], [101], [63], and [73, appendix].

Let Or(G) denote the homotopy category whose objects are the orbit spaces

G/H for subgroups H ⊆ G, and whose morphisms HomOr(G)(G/H,G/K) are

G-homotopy classes of G-maps between these orbits. A coefficient system for

Bredon cohomology is a functor F : Or(G)op → Ab. For any G-CW complex

M , define

CG
∗ (M) : Or(G) → Ab∗

by setting

CG
∗ (M)(G/H ) = C∗(MH/WH0). (3.1)

Here C∗(−) denotes the cellular chain complex functor, and WH0 is the identity

component of NH/H . We now define

C∗
G(M; F ) = HomOr(G)(C

G
∗ (M), F ) (3.2)

and H ∗
G(M; F ) = H (C∗

G(M; F )). One can see that for each n ≥ 0, the group

Cn
G(M; F ) is the direct product, over all orbits G/H × Dn of n-cells in M , of

the groups F (G/H ). Moreover, C∗
G(M; F ) is determined on Or(G,M), the full

subcategory consisting of the orbit types appearing in M . From the definitions,

there will be a spectral sequence (see [63])

E2 = Ext∗Or(G)(H ∗(M), F ) ⇒ H ∗
G(M; F ), (3.3)

where H ∗(M)(G/H ) = H∗(MH/WH0; Z).

In our applications, the isotropy groups will always be finite. Our basic ex-

ample will involve the complex representation ring functor R(−) on Or(G,M);

i.e., G/H �→ R(H ). In this case, the fact that R(H ) is a ring for each H implies

that Bredon cohomology will have a natural ring structure (constructed using

the diagonal).

1 For background on equivariant K-theory, the reader may consult [142], [101].
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We will also use the rationalized functor RQ = R(−) ⊗ Q. For G finite, it

is shown in [144] that RQ is an injective functor; similarly, when Ŵ is a discrete

group it is shown in [101] that RQ is injective for proper actions with finite

isotropy. This result will also hold for G-CW complexes with finite isotropy,

where G is a compact Lie group. This follows by adapting the methods in [144]

and is described in [63]. The key technical ingredient is the surjectivity of the

homomorphism RQ(H ) → limK∈Fp(H ) RQ(K), where H is any finite subgroup

of G and Fp(H ) is the family of all proper subgroups in H . Thus, we have the

following basic isomorphism: H ∗
G(M; RQ) ∼= HomOr(G)(H ∗(M); RQ).

Suppose that X = M/G is a quotient orbifold. Using equivariant K-theory,

we will show that the Bredon cohomology H ∗
G(M; RQ) is independent of the

presentation M/G, and canonically associated with the orbifold X itself. A

direct proof with more general coefficients would be of some interest. In the

case of an effective orbifold, we can canonically associate to it the Bredon

cohomology of its frame bundle; motivated by this, we introduce the following

definition.

Definition 3.3 Let X be a effective orbifold. The orbifold Bredon cohomology

of X with RQ-coefficients is H ∗
orb(X ; RQ) = H ∗

O(n)(Fr(X ); RQ).

3.3 Orbifold bundles and equivariant K-theory

In Chapter 2, we introduced the notion of orbifold vector bundles using the

language of groupoids. That is, we saw that orbibundles on an orbifold X could

be described as G-vector bundles, where G is an orbifold groupoid presentation

of X . It is apparent that they behave naturally under vector space constructions

such as sums, tensor products, exterior products, and so forth.

Definition 3.4 Given a compact orbifold groupoid G, let Korb(G) to be the

Grothendieck ring of isomorphism classes of G-vector bundles on G. When

X is an orbifold, we define Korb(X ) to be Korb(G), where G is any groupoid

presentation of X .

Recall that under an orbifold morphism F : H → G, one can verify that

orbifold bundles over G pull back to orbifold bundles over H. We have the

following proposition.

Proposition 3.5 Each orbifold morphism F : H → G induces a ring homo-

morphism F ∗ : Korb(G) → Korb(H).
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In particular, for Morita equivalent groupoidsG andHwe see that Korb(G) ∼=

Korb(H). Thus, Korb(X ) is well defined.

Of course, an important example of an orbifold morphism is the projection

map p : M → M/G, where G is a compact Lie group acting almost freely

on the manifold M . In this case, if E is an orbifold vector bundle over M/G,

then p∗E is a smooth vector bundle over M . It is obvious that p∗E is G-

equivariant. Conversely, if F is a G-equivariant bundle over M , F/G → M/G

is an orbifold vector bundle over X = M/G. Therefore, we have a canonical

identification between Korb(X ) and KG(M) = Korb(G � M).

Proposition 3.6 Let X = M/G be a quotient orbifold. Then the projection

map p : M → M/G induces an isomorphism p∗ : Korb(X ) → KG(M).

Corollary 3.7 If X is a effective orbifold, we can identify its orbifold K-theory

with the equivariant K-theory of its frame bundle.2

It is possible to extend this definition of orbifold K-theory in the usual way;

indeed if X is an orbifold, then X × Sn is also an orbifold and, moreover,

the inclusion i : X → X × Sn is an orbifold morphism. Let i∗n : Korb(X ×

Sn) → Korb(X ); then we can define K−n
orb (X ) = ker(i∗n). However, the canonical

identification outlined above shows that for a quotient orbifold this extension

must agree with the usual extension of equivariant complex K-theory to a Z/2Z-

graded theory (i.e., there will be Bott periodicity). Our approach here will be

to study orbifold K-theory using equivariant K-theory, as it will enable us to

make some meaningful computations. Note that if an orbifold X is presented

in two different ways as a quotient, say M/G ∼= X ∼= M ′/G′, then we have

shown that K∗
orb(X ) ∼= K∗

G(M) ∼= K∗
G′(M ′). Another point to make is that the

homomorphism G → Geff will induce a ring map K∗
orb(Xeff) → K∗

orb(X ).

We also introduce the (K-theoretic) orbifold Euler characteristic.3

Definition 3.8 Let X be an orbifold. The orbifold Euler characteristic of X is

χorb(X ) = dimQ K0
orb(X ) ⊗ Q − dimQ K1

orb(X ) ⊗ Q

It remains to show that these invariants are tractable, or even well defined.

Proposition 3.9 IfX = M/G is a compact quotient orbifold for a compact Lie

group G, then K∗
orb(X ) is a finitely generated abelian group, and the orbifold

Euler characteristic is well defined.

2 This has also been proposed by Morava [115], and also appears implicitly in [147].
3 This definition extends the string-theoretic orbifold Euler characteristic which has been defined

for global quotients.
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Proof We know that M is a finite, almost free G-CW complex. It follows from

[142] that there is a spectral sequence converging to Korb(X ) = KG(M), with

E
p,q

1 =

{
0 if q is odd,
⊕

σ∈X(p) R(Gσ ) otherwise.

Here, X(p) denotes the collection of p-cells in the underlying space X of X ,

and R(Gσ ) denotes the complex representation ring of the stabilizer of σ in

M . In fact, the E2 term is simply the homology of a chain complex assembled

from these terms. By our hypotheses, each Gσ is finite, and there are finitely

many such cells; hence each term is finitely generated as an abelian group, and

there are only finitely many of them. We conclude that E1 satisfies the required

finiteness conditions, and so must its subquotient E∞, whence the same holds

for K∗
orb(X ) = K∗

G(M). �

Corollary 3.10 With notation as before, we have

χorb(X ) =
∑

σ∈X

(−1)dim σ rank R(Gσ ).

The spectral sequence used above is in fact simply the equivariant ana-

log of the Atiyah–Hirzebruch spectral sequence. We have described the E1-

term as a chain complex assembled from the complex representation rings of

the isotropy subgroups. Actually, the E2-term coincides with the equivariant

Bredon cohomology H ∗
G(M; R(−)) of M described in the previous section, with

coefficients in the representation ring functor. In fact this spectral sequence col-

lapses rationally at the E2-term (see [101, p. 28]). Consequently, H ∗
orb(X ; R),

K∗
orb(X ) ⊗ R, and H ∗

G(M; R(−) ⊗ R) are all additively isomorphic. What is

more, the last two invariants have the same ring structure (provided that we

take the Z/2Z-graded version of Bredon cohomology).

Computations for equivariant K-theory can be quite complicated. Our ap-

proach will be to study the case of global quotients arising from actions of finite

and discrete groups. The key computational tool will be an equivariant Chern

character, which we will define for almost free actions of compact Lie groups.

This will be used to establish the additive rational equivalences outlined above.

However, we note that Korb(X ) can contain important torsion classes, and so

its rationalization is a rather crude approximation.

Let us review the special case of a global quotient, where the K-theoretic

invariant above is more familiar.

Example 3.11 Let G denote a finite group acting on a manifold Y and let X =

Y/G. In this case we know that there is an isomorphism Korb(X ) ∼= KG(Y ).
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Tensored with the rationals, the equivariant K-theory decomposes as a direct

sum, and we obtain the well-known formula

K∗
orb(X ) ⊗ Q ∼=

⊕

(g)
g∈G

K∗
(
Y 〈g〉/ CG(g)

)
⊗ Q, (3.4)

where (g) is the conjugacy class of g ∈ G and CG(g) denotes the centralizer

of g in G. Note that this decomposition appears in [11], but can be traced back

(independently) to [144], [151], and [89].

One of the key elements in the theory of orbifolds is the inertia orbifold ∧X

introduced in the previous chapter. In the case of a global quotient X = Y/G,

it can be shown (see [38]) that we have a homeomorphism

| ∧ X | ∼=
⊔

(g)
g∈G

Y 〈g〉/ CG(g), (3.5)

so we see that K∗
orb(X ) ∼=Q K∗(| ∧ X |), where | ∧ X | is the underlying space of

the inertia orbifold ∧X . The conjugacy classes are used to index the so-called

twisted sectors arising in this decomposition. We will use this as a model for

our more general result in the following section.

3.4 A decomposition for orbifold K-theory

We will now prove a decomposition for orbifold K-theory using the methods

developed by Lück and Oliver in [101]. The basic technical result we will

use is the construction of an equivariant Chern character. Cohomology will be

assumed Z/2Z-graded in the usual way. We have the following theorem of

Adem and Ruan [5].

Theorem 3.12 Let X = M/G be a compact quotient orbifold, where G is a

compact Lie group. Then there is an equivariant Chern character which defines

a rational isomorphism of rings

K∗
orb(X ) ∼=Q

∏

(C)
C⊆G cyclic

[H ∗(MC/ CG(C)) ⊗ Q(ζ|C|)]
WG(C),

where (C) ranges over conjugacy classes of cyclic subgroups, ζ|C| is a primitive

root of unity, and WG(C) = NG(C)/ CG(C), a necessarily finite group.

Proof As has been remarked, we can assume that M is a finite, almost free

G-CW complex. Now, as in [101] and [11], the main idea of the proof is to
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construct a natural Chern character for any G-space as above, and then prove

that it induces an isomorphism for orbits of the form G/H , where H ⊂ G

is finite. Using induction on the number of orbit types and a Mayer–Vietoris

sequence will then complete the proof.

To begin, we recall the existence (see [101], Prop. 3.4) of a ring homomor-

phism

ψ : K∗
NG(C)(M

C) → K∗
CG(C)(M

C) ⊗ R(C);

in this much more elementary setting, it can be defined by its value on vector

bundles. Namely,

ψ([E]) =
∑

V ∈Irr(C)

[HomC(V,E)] ⊗ [V ]

for any NG(C)-vector bundle E → MC . We make use of the natural maps

K∗
CG(C)(M

C) ⊗ R(C) → K∗
CG(C)(EG × MC) ⊗ R(C)

→ K∗(EG ×CG(C) MC) ⊗ R(C),

as well as the Chern map

K∗(EG ×CG(C) MC) ⊗ R(C) → H ∗(EG ×CG(C) MC ; Q) ⊗ R(C)

∼= H ∗(MC/ CG(C); Q) ⊗ R(C).

Note that the isomorphism above stems from the crucial fact that all the fibers

of the projection map EG ×CG(C) MC → MC/ CG(C) are rationally acyclic,

as they are classifying spaces of finite groups. Finally, we will make use of

the ring map R(C) ⊗ Q → Q(ζ|C|); its kernel is the ideal of elements whose

characters vanish on all generators of C. Putting all of this together and using

the restriction map, we obtain a natural ring homomorphism

K∗
G(M) ⊗ Q → H ∗(MC/ CG(C); Q(ζ|C|))

NG(C)/ CG(C). (3.6)

Here we have taken invariants on the right hand side, as the image naturally lands

there. Verification of the isomorphism on G/H is an elementary consequence

of the isomorphism K∗
G(G/H ) ∼= R(H ), and the details are left to the reader.

�

Corollary 3.13 Let X = M/G be a compact quotient orbifold. Then there is

an additive decomposition

K∗
orb(X ) ⊗ Q = K∗

G(M) ⊗ Q ∼=
⊕

(g)
g∈G

K∗(M 〈g〉/ CG(g)) ⊗ Q.
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Note that the (finite) indexing set consists of the G-conjugacy classes of

elements in the isotropy subgroups – all of finite order. Thus, just as in the

case of a global quotient, we see that the orbifold K-theory of X is rationally

isomorphic to the ordinary K-theory of the underlying space of the twisted

sectors ∧X .

Theorem 3.14 Let X = M/G denote a compact quotient orbifold. Then there

is a homeomorphism

⊔

(g)
g∈G

M 〈g〉/ CG(g) ∼= | ∧ X |,

and, in particular, K∗
orb(X ) ∼=Q K∗(| ∧ X |).

Proof We begin by considering the situation locally. Suppose that we have a

chart in M of the form V ×H G, mapping onto V/H in X, where by assumption

H ⊂ G is a finite group. Then

(V ×H G)〈a〉 = {H (x, u) | H (x, ua) = H (x, u)}

= {H (x, u) | uau−1 = h ∈ H, x ∈ V 〈h〉}.

Let us now define an H action on
⊔

t∈H (V 〈t〉, t) by k(x, t) = (kx, ktk−1). We

define a map

φ : (V ×H G)〈g〉 →
⊔

t∈H

(V 〈t〉, t)/H

by φ(H (x, u)) = [x, ugu−1]. We check that this is well defined: indeed,

if H (x, u) = H (y, v) then there is a k ∈ H with (y, v) = k(x, u), so

y = kx, v = ku. This means that vgv−1 = kugu−1k−1, and so [y, vgv−1] =

[kx, kugu−1k−1] = [x, ugu−1] as k ∈ H . Now suppose that z ∈ CG(g); then

φ(H (x, u)z) = φ(H (x, uz)) = [x, uzgz−1u−1] = [x, ugu−1] = φ(H (x, u)) ;

hence we have a well-defined map on the orbit space

φ : (V ×H G)〈g〉/ CG(g) →
⊔

t∈H

(V 〈t〉, t)/H.

This map turns out to be injective. Indeed, if (x, ugu−1) = k(y, vgv−1) for

some k ∈ H , then x = ky and g = u−1kvgv−1k−1u, hence u−1kv ∈ CG(g) and

H (x, u)(u−1kv) = H (x, kv) = H (ky, kv) = H (y, v). The image of φ consists

of the H -equivalence classes of pairs (x, t), where x ∈ V 〈t〉 and t is conjugate

to g in G.
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Putting this together and noting that (V ×H G)〈g〉 = ∅ unless g is conjugate

to an element in H , we observe that we obtain a homeomorphism
⊔

(g)
g∈G

(V ×H G)〈G〉/ CG(g) ∼=
⊔

t∈H

(V 〈t〉, t)/H ∼=
⊔

(t)
t∈H

V 〈t〉/ CH (t).

To complete the proof of the theorem it suffices to observe that by the compati-

bility of charts, the local homeomorphisms on fixed-point sets can be assembled

to yield the desired global homeomorphism on M . �

Remark 3.15 Alternatively, the theorem is an easy consequence of the fact

that the translation groupoid ∧G � M = G � ⊔g∈GM 〈g〉 is Morita equivalent

to the groupoid ⊔(g) CG(g) � M 〈g〉. In fact, the inclusion of the latter into the

former is an equivalence. Thus, their quotient spaces must be homeomorphic.

Remark 3.16 We can compose the result above with the ordinary Chern char-

acter on | ∧ X | to obtain a stringy Chern character

ch : K∗
orb(X ) ⊗ C → H ∗(| ∧ X |; C). (3.7)

In fact, this is an isomorphism of graded abelian groups (where we take Z/2Z-

graded cohomology on the right hand side). Note that H ∗(| ∧ X |; C) arises

naturally as the target of the stringy Chern character. At this point, we only

consider the additive structure of H ∗(| ∧ X |; C); in Chapter 4, we will endow

it with a different grading and a stringy cup product. The resulting ring is often

referred to as the Chen–Ruan cohomology ring.

Corollary 3.17 We have χorb(X ) = χ (| ∧ X |).

Example 3.18 We will now consider the case of the weighted projective space

WP(p, q), where p and q are assumed to be distinct prime numbers. Re-

call that WP(p, q) = S3/S1, where S1 acts on the unit sphere S3 ⊂ C2 via

λ(v,w) = (λpv, λqw). There are two singular points, x = [1, 0] and y = [0, 1],

with corresponding isotropy subgroups Z/pZ and Z/qZ. The fixed-point

sets are disjoint circles in S3, hence the formula for the orbifold K-theory

yields

K∗
orb(WP(p, q)) ∼=Q Q(ζp) × Q(ζq) × 
(b2), (3.8)

where ζp and ζq are the corresponding primitive roots of unity (compare with

Corollary 2.7.6 in [9]). More explicitly, we have an isomorphism

K∗
orb(WP(p, q)) ⊗ Q ∼= Q[x]/(xp−1 + xp−2 + · · · + x + 1)

× (xq−1 + xq−2 + · · · + x + 1)(x2),
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from which we see that the orbifold Euler characteristic is χorb(WP(p, q)) =

p + q.

Remark 3.19 The decomposition described above is based on entirely anal-

ogous results for proper actions of discrete groups (see [101]). In particular,

this includes the case of arithmetic orbifolds, also discussed in [3] and [76].

Let G(R) denote a semi-simple Q-group, and K a maximal compact subgroup.

Let Ŵ ⊂ G(Q) denote an arithmetic subgroup. Then Ŵ acts on X = G(R)/K , a

space diffeomorphic to a Euclidean space. Moreover, if H is any finite subgroup

of Ŵ, then XH is a totally geodesic submanifold, hence also diffeomorphic to

a Euclidean space. We can make use of the Borel–Serre completion X (see

[25]). This is a contractible space with a proper Ŵ-action such that the X
H

are

also contractible (we are indebted to Borel and Prasad for outlining a proof of

this in [24]) but having a compact orbit space Ŵ\X. In this case, we obtain the

multiplicative formula

K∗
Ŵ(X) ⊗ Q ∼= K∗

Ŵ(X) ⊗ Q ∼=
∏

(C)
C⊂Ŵ cyclic

H ∗(B CŴ(C); Q(ζ|C|))
NŴ(C).

This allows us to express the orbifold Euler characteristic of Ŵ\X in terms of

group cohomology:

χorb(Ŵ\X) =
∑

(γ )
γ∈Ŵ of finite order

χ (B CŴ(γ )). (3.9)

Example 3.20 Another example of some interest is that of compact, two-

dimensional, hyperbolic orbifolds. They are described as quotients of the form

Ŵ\PSL2(R)/SO(2), where Ŵ is a Fuchsian subgroup. The groups Ŵ can be

expressed as extensions of the form

1 → Ŵ′ → Ŵ → G → 1,

where Ŵ′ is the fundamental group of a closed orientable Riemann surface, and

G is a finite group (i.e., they are virtual surface groups). Geometrically, we

have an action of G on a surface � with fundamental group Ŵ′; this action has

isolated singular points with cyclic isotropy. The group Ŵ is π1(EG ×G �),

which coincides with the orbifold fundamental group. Assume that G acts on

� with n orbits of cells, having respective isotropy groups Z/v1Z, . . . , Z/vnZ,

and with quotient a surface W of genus equal to g. The formula then yields

(compare with the description in [105, p. 563])

K∗
orb(W ) ⊗ Q ∼= R̃(Z/v1Z) ⊗ Q × · · · × R̃(Z/vnZ) ⊗ Q × K∗(W ) ⊗ Q.



68 Orbifold K-theory

In this expression, R̃ denotes the reduced representation ring, which arises

because the trivial cyclic subgroup only appears once. From this we see that

dimQ K0
orb(W ) ⊗ Q =

n∑

i=1

(vi − 1) + 2, dimQ K1
orb(W ) ⊗ Q = 2g,

and so χorb(W ) =
∑n

i=1(vi − 1) + χ (W ).

Remark 3.21 This decomposition formula is analogous to the decomposition

of equivariant algebraic K-theory which appears in work of Vezzosi and Vistoli

[157, p. 5] and Toen (see [150, p. 29] and [149, p. 49]) in the context of

algebraic Deligne–Mumford stacks. Under suitable conditions, Toen obtains

rational isomorphisms between the G-theory of a Deligne–Mumford stack and

that of its inertia stack. Vezzosi and Vistoli, on the other hand, express the

equivariant algebraic K-theory K∗(X,G) of an affine group scheme of finite

type over k acting on a Noetherian regular separated algebraic space X in terms

of fixed-point data, again under suitable hypotheses (and after inverting some

primes). A detailed comparison of these with the topological splitting above

would seem worthwhile.

Remark 3.22 It should also be observed that the decomposition above could

equally well have been stated in terms of the computation of Bredon coho-

mology mentioned previously, i.e., H ∗
G(M,RQ) ∼= HomOr(G)(H ∗(M); RQ) and

the collapse at E2 of the rationalized Atiyah–Hirzebruch spectral sequence:

K∗
orb(X ) ⊗ Q ∼= H ∗

G(M; RQ). It had been previously shown that a Chern char-

acter with expected naturality properties inducing such an isomorphism cannot

exist; in particular [63] contains an example where such an isomorphism is

impossible. However, the example is for a circle action with stationary points,

our result4 shows that almost free actions of compact Lie groups do indeed give

rise to appropriate equivariant Chern characters. A different equivariant Chern

character for abelian Lie group actions was defined in [18], using a Z/2Z-

indexed de Rham cohomology (called delocalized equivariant cohomology).

Presumably it must agree with our decomposition in the case of almost free

actions. Nistor [121] and Block and Getzler [22] have pointed out an alternative

approach using cyclic cohomology.

Remark 3.23 IfX = M/G is a quotient orbifold, then the K-theory of EG ×G

M and the orbifold K-theory are related by the Atiyah–Segal Completion

Theorem in [10]. Considering the equivariant K-theory K∗
G(M) as a module

4 Moerdijk has informed us that in unpublished work (1996), he and Svensson obtained
essentially the same Chern character construction as that appearing in this chapter.
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over R(G), it states that K∗(EG ×G M) ∼= K∗
G(M )̂ , where the completion is

taken at the augmentation ideal I ⊂ R(G).

3.5 Projective representations, twisted group algebras,

and extensions

We will now extend many of the constructions and concepts used previously to

an appropriately twisted setting. This twisting occurs naturally in the framework

of mathematical physics. In this section, we will always assume that we are

dealing with finite groups, unless stated otherwise. Most of the background

results which we list appear in [79, Chapt. III].

Definition 3.24 Let V denote a finite-dimensional complex vector space. A

mapping ρ : G → GL(V ) is called a projective representation of G if there

exists a function α : G × G → C∗ such that ρ(x)ρ(y) = α(x, y)ρ(xy) for all

x, y ∈ G and ρ(1) = IdV .

Note that α defines a C∗-valued cocycle on G, i.e., α ∈ Z2(G; C∗). Also,

there is a one-to-one correspondence between projective representations of G

as above and homomorphisms from G to PGL(V ). We will be interested in

the notion of linear equivalence of projective representations.

Definition 3.25 Two projective representations ρ1 : G → GL(V1) and ρ2 :

G → GL(V2) are said to be linearly equivalent if there exists a vector space

isomorphism f : V1 → V2 such that ρ2(g) = fρ1(g)f −1 for all g ∈ G.

If α is the cocycle attached to ρ, we say that ρ is an α-representation on the

space V . We list a few basic results regarding these structures.

Lemma 3.26 Let ρi (for i = 1, 2) be an αi-representation on the space Vi . If

ρ1 is linearly equivalent to ρ2, then α1 is equal to α2.

It is easy to see that given a fixed cocycle α, we can take the direct sum of

any two α-representations.

Definition 3.27 We define Mα(G) to be the monoid of linear isomorphism

classes of α-representations of G. Its associated Grothendieck group will be

denoted Rα(G).

In order to use these constructions, we need to introduce the notion of a

twisted group algebra. If α : G × G → C∗ is a cocycle, we denote by CαG

the vector space over C with basis {g | g ∈ G} and product x · y = α(x, y)xy
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extended distributively. One can check that CαG is a C-algebra with 1 as the

identity element. This algebra is called the α-twisted group algebra of G over

C. Note that if α(x, y) = 1 for all x, y ∈ G, then CαG = CG is the usual group

algebra.

Definition 3.28 If α and β are cocycles, then CαG and CβG are equivalent

if there exists a C-algebra isomorphism ψ : CαG → CβG and a mapping

t : G → C∗ such that ψ(g) = t(g)g̃ for all g ∈ G, where {g} and {g̃} are bases

for the two twisted algebras.

We have a basic result which classifies these twisted group algebras.

Theorem 3.29 We have an isomorphism CαG ∼= CβG between twisted group

algebras if and only if α is cohomologous to β; hence if α is a coboundary,

CαG ∼= CG. Indeed, α �→ CαG induces a bijective correspondence between

H 2(G; C∗) and the set of equivalence classes of twisted group algebras of G

over C.

Next we recall how these twisted algebras play a role in determining Rα(G).

Theorem 3.30 There is a bijective correspondence between α-representations

of G and CαG-modules. This correspondence preserves sums and bijectively

maps linearly equivalent (respectively irreducible, completely reducible) rep-

resentations into isomorphic (respectively irreducible, completely reducible)

modules.

Definition 3.31 Let α ∈ Z2(G; C∗). An element g ∈ G is said to be α-regular

if α(g, x) = α(x, g) for all x ∈ CG(g).

Note that the identity element is α-regular for all α. Also, one can see that

g is α-regular if and only if g · x = x · g for all x ∈ CG(g).

If an element g ∈ G is α-regular, then any conjugate of g is also α-regular.

Therefore, we can speak of α-regular conjugacy classes in G. For technical

purposes, we also want to introduce the notion of a standard cocycle. A cocycle

α is standard if (1) α(x, x−1) = 1 for all x ∈ G, and (2) α(x, g)α(xg, x−1) = 1

for all α-regular g ∈ G and all x ∈ G. In other words, α is standard if and

only if for all x ∈ G and for all α-regular elements g ∈ G, we have x−1 = x−1

and x g x−1 = xgx−1. It turns out that any cohomology class c ∈ H 2(G; C∗)

can be represented by a standard cocycle, so from now on we will make this

assumption.

The next result is basic.

Theorem 3.32 If rα is equal to the number of non-isomorphic irreducible

CαG-modules, then this number is equal to the number of distinct α-regular
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conjugacy classes of G. In particular, Rα(G) is a free abelian group of rank

equal to rα .

In what follows we will be using cohomology classes in H 2(G; S1), where

the G-action on the coefficients is assumed to be trivial. Note that H 2(G; S1) ∼=

H 2(G; C∗) ∼= H 2(G; Q/Z) ∼= H 3(G; Z). We will always use standard cocycles

to represent any given cohomology class.

An element α ∈ H 2(G; S1) corresponds to an equivalence class of group

extensions

1 → S1 → G̃α → G → 1.

The group G̃α can be given the structure of a compact Lie group, where

S1 → G̃α is the inclusion of a closed subgroup. The elements in the extension

group can be represented by pairs {(g, a) | g ∈ G, a ∈ S1} with the product

(g1, a1)(g2, a2) = (g1g2, α(g1, g2)a1a2).

Consider the case when z ∈ CG(g); then we can compute the following

commutator of lifts:

(z, 1)(g, 1)[(g, 1)(z, 1)]−1 = (zg, α(z, g))(z−1g−1, α(g, z)−1)

= (1, α(zg, (zg)−1)α(z, g)α(g, z))

= (1, α(z, g)α(g, z)−1).

This computation is independent of the choice of lifts. It can be seen that

this defines a character γ α
g for the centralizer CG(g) via the correspondence

z �→ α(z, g)α(g, z)−1. This character is trivial if and only if g is α-regular.

There is a one-to-one correspondence between isomorphism classes of rep-

resentations of G̃α which restrict to scalar multiplication on the central S1

and isomorphism classes of α-representations of G. If ψ : G̃α → GL(V )

is such a representation, then we define an associated α-representation via

ρ(g) = ψ(g, 1). Note that

ρ(gh) = ψ(gh, 1) = α(g, h)−1ψ(gh, α(g, h)) = α(g, h)−1ψ((g, 1)(h, 1))

= α(g, h)−1ρ(g)ρ(h).

Conversely, given ρ : G → GL(V ), we simply define ψ(g, a) = aρ(g); note

that

ψ((g, a)(h, b)) = ψ(gh, α(g, h)ab) = abρ(g)ρ(h) = aρ(g)bρ(h)

= ψ(g, a)ψ(h, b).

Therefore, we can identify Rα(G) with the subgroup of R(G̃α) generated by

representations that restrict to scalar multiplication on the central S1.
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In the next section we will need an explicit understanding of the action

of C̃G(g)α on RRes(α)(〈g〉), where Res(α) is the restriction of the cocycle

to the subgroup 〈g〉 (this restriction is cohomologous to zero). It is eas-

iest to describe using the formulation above. Given a representation φ for

〈̃g〉α , an element (z, a) ∈ C̃G(g)α , and (x, b) ∈ 〈̃g〉α , we define (z, a)φ(x, b) =

φ((z, a)(x, b)(z, a)−1). Notice that this value is precisely γ α
x (z)φ(x, b); this

is independent of the choice of lifting and defines an action of CG(g). For

x, y ∈ 〈g〉 we have γ α
x (z)γ α

y (z) = γ α
xy(z). In particular, if gn = 1, we have

(γ α
g (z))n = 1. The correspondence x �→ γ α

x (z) defines a character Lα(z) for 〈g〉,

whence the action is best described as sending an α-representation ρ to Lα(z)ρ.

Note that the evaluation φ �→ tr(φ(g, 1)) defines a C CG(g)-homomorphism

u : RRes(α)(〈g〉) ⊗ C → γ α
g .

3.6 Twisted equivariant K-theory

We are now ready to define a twisted version of equivariant K-theory for

global quotients.5 We assume as before that G is a finite group. Now suppose

we are given a class α ∈ Z2(G; S1) and the compact Lie group extension

which represents it, 1 → S1 → G̃α → G → 1; finally, let X be a finite G-CW

complex.

Definition 3.33 An α-twisted G-vector bundle on X is a complex vector bundle

E → X together with an action of G̃α on E such that S1 acts on the fibers

through complex multiplication and the action covers the given G-action on X.

One may view such a bundle E → X as a G̃α-vector bundle, where the

action on the base is via the projection onto G and the given G-action. Note

that if we divide out by the action of S1, we obtain a projective bundle over X.

These twisted bundles can be added, forming a monoid.

Definition 3.34 The α-twisted G-equivariant K-theory of X, denoted by
αKG(X), is defined as the Grothendieck group of isomorphism classes of α-

twisted G-bundles over X.

As with α-representations, we can describe this twisted group as the sub-

group of KG̃α
(X) generated by isomorphism classes of bundles that restrict to

multiplication by scalars on the central S1. As the S1-action on X is trivial,

5 By now there are many different versions of twisted K-theory; we refer the reader to [55] for a
succinct survey, as well as connections to the Verlinde algebra.
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we have a natural isomorphism KS1 (X) ∼= K(X) ⊗ R(S1). Composing the re-

striction with the map K(X) ⊗ R(S1) → R(S1), we obtain a homomorphism

KG̃α
(X) → R(S1); we can define αKG(X) as the inverse image of the subgroup

generated by the representations defined by scalar multiplication.

Just as in non-twisted equivariant K-theory, this definition extends to a

Z/2Z-graded theory. In fact we can define αK0
G(X) = αKG(X) and αK1

G(X) =

ker[αKG(S1 × X) → αKG(X)]. We can also extend the description given above

to express αK∗
G(X) as a subgroup of K∗

G̃α
(X).

We begin by considering the case α = 0; this corresponds to the split exten-

sion G × S1. Any ordinary G-vector bundle can be made into a G × S1-bundle

via scalar multiplication on the fibers; conversely, a G × S1-bundle restricts to

an ordinary G-bundle. Hence we readily see that αK∗
G(X) = K∗

G(X).

Theorem 3.35 Let α and β be cocycles. If α = βγ for a coboundary γ , there

is an isomorphism

κγ : αK∗
G(X) → βK∗

G(X).

As a consequence, H 1(G; S1) acts as automorphisms of αK∗
G(X).

Now we consider the case when X is a trivial G-space.

Lemma 3.36 Let X denote a CW -complex with a trivial G-action; then there

is a natural isomorphism K(X) ⊗ Rα(G) → αKG(X).

Proof This result is the analog of the untwisted version (see [142, p. 133]).

The natural map R(G̃α) → KG̃α
(X) can be combined with the map K(X) →

KG̃α
(X) (which gives any vector bundle the trivial G-action) to yield a natural

isomorphism K(X) ⊗ R(G̃α) → KG̃α
(X) which covers the restriction to the

S1-action; the result follows from looking at inverse images of the subgroup

generated by the scalar representation. �

The inverse of the map above is given by

[E] �→
⊕

{[M]∈Irr(G̃α)}

[HomG̃α
(M,E)] ⊗ [M].

Note that only the M which restrict to scalar multiplication on S1 are relevant –

these are precisely the irreducible α-representations.

Let X be a G-space and Y a G′-space, and let h : G → G′ denote a group

homomorphism. If f : X → Y is a continuous map equivariant with respect

to this homomorphism, we obtain a map αf ∗ : αKG′(Y ) → h∗(α)KG(X), where

h∗ : H 2(G′; S1) → H 2(G; S1) is the map induced by h in cohomology. Let

H ⊆ G be a subgroup; the inclusion defines a restriction map H 2(G; S1) →
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H 2(H ; S1). In fact, if G̃α is the group extension defined by α ∈ H 2(G; S1),

then ResG
H (α) defines the “restricted” group extension over H , denoted H̃Res(α);

we have a restriction map αKG(X) → Res(α)KH (X).

Now consider the case of an orbit G/H . We claim that αKG(G/H ) =

RResG
H (α)(H ). Indeed, we can identify KG̃α

(G/H ) = KG̃α
(G̃α/H̃α) ∼= R(H̃α),

and by restricting to the representations that induce scalar multiplication on S1,

we obtain the result.

We are now ready to state a basic decomposition theorem for our twisted

version of equivariant K-theory.

Theorem 3.37 Let G denote a finite group and X a finite G-CW complex. For

any α ∈ Z2(G; S1), we have a decomposition

αK∗
G(X) ⊗ C ∼=

⊕

(g)
g∈G

(K∗(X〈g〉) ⊗ γ α
g )CG(g).

Proof Fix the class α ∈ Z2(G, S1). To any subgroup H ⊂ G, we can associate

H �→ RRes(α)(H ). Note the special case when H = 〈g〉, a cyclic subgroup. As

H 2(〈g〉; S1) = 0, the group RRes(α)(〈g〉) is isomorphic to R(〈g〉).

Now consider E → X, an α-twisted bundle over X; it restricts to a

Res(α)-twisted bundle over X〈g〉. Recall that we have an isomorphism
Res(α)K∗

〈g〉(X
〈g〉) ∼= K∗(X〈g〉) ⊗ RRes(α)(〈g〉). Let u : RRes(α)(〈g〉) → γ α

g denote

the C CG(g)-map χ �→ χ (g) described previously, where the centralizer acts

on the projective representations as described above. Then the composition

αK∗
G(X) ⊗ C

Res(α)
→ K∗

〈g〉(X
〈g〉) ⊗ C → K∗(X〈g〉) ⊗ RRes(α)(〈g〉) ⊗ C

→ K∗(X〈g〉) ⊗ γ α
g

has its image lying in the invariants under the CG(g)-action. Hence we can put

these together to yield a map

αK∗
G(X) ⊗ C →

⊕

(g)

(K∗(X〈g〉) ⊗ γ α
g )CG(g).

One checks that this induces an isomorphism on orbits G/H ; the desired

isomorphism follows from using induction on the number of G-cells in X and

a Mayer–Vietoris argument (as in [11]). �

Note that in the case when X is a point, we are saying that Rα(G) ⊗ C has

rank equal to the number of conjugacy classes of elements in G such that the

associated character γ α
g is trivial. This of course agrees with the number of

α-regular conjugacy classes, as indeed αKG(pt) = Rα(G).
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Remark 3.38 It is apparent that the constructions introduced in this section

can be extended to the case of a proper action on X of a discrete group Ŵ. The

group extensions and vector bundles used for the finite group case have natural

analogs, and so we can define αK∗
Ŵ(X) for α ∈ H 2(Ŵ; S1). We will make use

of this in the next section.

Example 3.39 Consider the group G = Z/2Z × Z/2Z; then H 2(G; S1) =

Z/2Z (as can be seen from the Künneth formula). If a, b are generators for G,

we have a projective representation μ : G → PGL2(C) given by

a �→

(
0 1

−1 0

)
, b �→

(
−1 0

0 1

)
.

Note that this gives rise to an extension G̃ → GL2(C). Restricted to Z/2Z ⊂

S1, we get an extension of the form 1 → Z/2Z → D̃ → Z/2Z × Z/2Z → 1;

however this is precisely the embedding of the dihedral group in GL2(C). Hence

the extension G̃ must also be non-split, and so represents the non-trivial element

α in H 2(G; S1). One can easily verify that there is only one conjugacy class

of α-regular elements in G, comprising the trivial element. The representation

μ is clearly irreducible, hence up to isomorphism is the unique irreducible

α-twisted representation of G. In particular, Rα(G) ∼= Z〈μ〉.

Example 3.40 (Symmetric product) Let G = Sn, the symmetric group on n

letters. Assume that n ≥ 4; it is well known that in this range H 2(G; S1) =

Z/2Z. Denote the non-trivial class by α. Using the decomposition formula,

one can calculate (see Uribe’s thesis [154] for details) αK∗
Sn

(Mn), where the

group acts on the n-fold product of a manifold M by permutation of coordinates.

The quotient orbifold is the symmetric product considered in Example 1.13.

From this one can recover a corrected version of a formula which appears in

[43] for twisted symmetric products – the error was first observed and corrected

by W. Wang in [160]:

∑
qnχ (αK∗

Sn
(Mn) ⊗ C) =

∏

n>0

(1 − q2n−1)−χ(M) +
∏

n>0

(1 + q2n−1)χ(M)

×

[
1+

1

2

∏

n>0

(1 + q2n)χ(M)−
1

2

∏

n>0

(1 − q2n)χ(M)

]
.

Remark 3.41 There is a growing literature in twisted K-theory; in particular, a

twisting of KG(X) can be done using an element in H 1
G(X; Z/2Z) × H 3

G(X; Z)

(see [55, p. 422]). Given a G-space X, we can take the classifying map fX :

EG ×G X → BG; hence given α ∈ H 2(BG; S1) ∼= H 3(G; Z) we obtain an

element in H 3
G(X; Z) for any G-space X, and furthermore these elements
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naturally correspond under equivariant maps. Our twisted version of K-theory
αKG specializes (for any X) to the twisting by the element f ∗

X(α) ∈ H 3
G(X; Z).

3.7 Twisted orbifold K-theory and

twisted Bredon cohomology

Recall that a discrete torsion α of an orbifold X is defined to be a class

α ∈ H 2(πorb
1 (X ); S1). As we saw in Section 2.2, the orbifold fundamental

group πorb
1 (X ) may be defined as the group of deck translations of the orbifold

universal cover Y → X .

For example, if X = Z/G is a global quotient, the universal cover Y of Z is

the orbifold universal cover of X. In fact, if EG ×G Z is the Borel construction

for Z, then we have a fibration Z → EG ×G Z → BG which gives rise to the

group extension 1 → π1(Z) → πorb
1 (X ) → G → 1; here we are identifying

πorb
1 (X ) with π1(EG ×G Z). Note that a class α ∈ H 2(G; S1) induces a class

f ∗(α) in H 2(πorb
1 (X ); S1).

Now suppose that X = M/G is a quotient manifold for a compact Lie

group G and p : Y → X is the orbifold universal cover. Note that p is an

orbifold morphism. The same argument used in pulling back orbifold bundles

implies that we can pull back the orbifold principal bundle M → X to obtain

an orbifold principal G-bundle M̃ → Y . Furthermore, M̃ is smooth and has a

free left πorb
1 (X )-action, as well as a right G-action. These can be combined to

yield a left π = πorb
1 (X ) × G-action. It follows that

K∗
π (M̃) ∼= K∗

G(M̃/πorb
1 (X )) = K∗

orb(X ).

Consider a group π of the form Ŵ × G, where Ŵ is a discrete group and

G is a compact Lie group. Now let Z denote a proper π -complex such that

the orbit space Z/π is a compact orbifold. We now fix a cohomology class

α ∈ H 2(Ŵ; S1), corresponding to a central extension Ŵα . From this we obtain an

extension π̃α = Ŵ̃α × G. We can define the α-twisted π -equivariant K-theory

of Z, denoted αK∗
π (Z) in a manner analogous to what we did before. Namely,

we consider π̃α-bundles covering the π action on Z, such that the central circle

acts by scalar multiplication on the fibers. Based on this we can introduce the

following definition.6

Definition 3.42 Let X = M/G denote a compact quotient orbifold where

G is a compact Lie group, and let Y → X denote its orbifold universal

6 Alternatively, we could have used an equivariant version of orbifold bundles and introduced the
twisting geometrically. This works for general orbifolds, but we will not elaborate on this here.
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cover, with deck transformation group Ŵ = πorb
1 (X ). Given an element

α ∈ Z2(πorb
1 (X ); S1), we define the α-twisted orbifold K-theory of X as

αK∗
orb(X ) = αK∗

π (M̃), where π = πorb
1 (X ) × G.

If Y , the orbifold universal cover of X , is actually a manifold, i.e., if X is

a good orbifold (see [105]), then the G-action on M̃ is free, and in this case

the α-twisted orbifold K-theory will simply be αK∗
πorb

1 (X )
(Y). For the case of a

global quotient X = Z/G and a class α ∈ H 2(G; S1), it is not hard to verify that

in fact f ∗(α)K∗
orb(X ) ∼=

αK∗
G(Z), where f : πorb

1 (X ) → G is defined as before.

In the general case, we note that π = πorb
1 (X ) × G acts on M̃ with finite

isotropy. That being so, we can make use of “twisted Bredon cohomology” and

a twisted version of the usual Atiyah–Hirzebruch spectral sequence. Fix α ∈

Z2(πorb
1 (X ); S1), where X is a compact orbifold. There is a spectral sequence

of the form

E2 = H ∗
π (M̃; Rα(−)) ⇒ αK∗

orb(X ).

The E1 term will be a chain complex built out of the twisted representation

rings of the isotropy groups, all of which are finite. In many cases, this twisted

Atiyah–Hirzebruch spectral sequence will also collapse at E2 after tensoring

with the complex numbers. We believe that in fact this must always be the case –

see Dwyer’s thesis [47] for more on this. In particular, we conjecture that if

(1) X is a compact good orbifold with orbifold universal cover the manifold Y ,

(2) Ŵ = πorb
1 (X ), and (3) α ∈ H 2(Ŵ; S1), then we have an additive decomposi-

tion

αK∗
Ŵ(X ) ⊗ C ∼=

⊕

(g)

H ∗(HomCŴ (g)(C∗(Y 〈g〉), γ α
g )) ∼= H ∗

CR(X ;Lα). (3.10)

Here, (g) ranges over conjugacy classes of elements of finite order in Ŵ, C∗(−)

denotes the singular chains, γ α
g is the character for CŴ(g) associated to the

twisting, and H ∗
CR(X ;Lα) is the twisted Chen–Ruan cohomology defined in the

next chapter.
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Chen–Ruan cohomology

In the previous three chapters, we have steadily introduced the theory of orb-

ifolds in the realm of topology. We have already seen some signs that, despite

many similarities, the theory of orbifolds differs from the theory of manifolds.

For example, the notion of orbifold morphism is much more subtle than that

of continuous map. Perhaps the strongest evidence is the appearance of the

cohomology of the inertia orbifold as the natural target of the Chern character

isomorphism in orbifold K-theory. The situation was forcefully crystallized

when Chen and Ruan introduced a new “stringy” cohomology for the inertia

orbifold of an almost complex orbifold [38]. This Chen–Ruan cohomology is

not a natural outgrowth of topological investigations, but rather was primarily

motivated by orbifold string theory models in physics.

In 1985, Dixon, Harvey, Vafa, and Witten [44, 45] built a string theory

model on several singular spaces, such as T6/G. We should mention that

the particular model they considered was conformal field theory. In confor-

mal field theory, one associates a stringy Hilbert space and its operators to

a manifold. Replacing the manifold with an orbifold, they made the surpris-

ing discovery that the Hilbert space constructed in a traditional fashion is not

consistent, in the sense that its partition function is not modular. To recover

modularity, they proposed introducing additional Hilbert space factors into the

stringy Hilbert space. They called these factors “twisted sectors,” since they

intuitively represented the contributions of the singularities in the orbifold. In

this way, they were able to build a “smooth” string theory out of a singular

space. Nowadays, orbifold conformal field theory is very important in math-

ematics, and an impressive subject in its own right. For example, it is related

to some remarkable developments in algebra, such as Borcherds’ work on

moonshine.

However, here we are most interested in discussing the geometric conse-

quences of this early work. The main topological invariant arising in orbifold

78
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conformal field theory is the orbifold Euler number. It captured the attention

of algebraic geometers, who were interested in describing the geometry of

crepant resolutions of an orbifold using the group theoretic data encoded in the

orbifold structure. This type of question is called the McKay correspondence.

Physically, it is motivated by the observation that if an orbifold admits a crepant

resolution, the string theory of the crepant resolution and the orbifold string

theory naturally sit in the same family of string theories. Therefore, one would

expect the orbifold Euler number to be the same as the ordinary Euler number

of its crepant resolution. As mentioned in the Introduction, this expectation was

successfully verified by Batyrev [14, 16] using motivic integration [41, 42, 86];

the work of Roan [131, 132], Batyrev and Dais [17], and Reid [130] is also note-

worthy in this context. In the process, orbifold Euler numbers were extended to

orbifold Hodge numbers. In physics, Zaslow [164] essentially discovered the

correct stringy cohomology group for global quotients. However, this approach

is limited, because orbifold conformal field theory represents the algebraic as-

pect of string theory and is not the most effective framework in which to study

topological and geometric invariants, such as cohomology theories.

Chen and Ruan approached the problem of understanding orbifold coho-

mology from the sigma-model/quantum cohomology point of view, where the

fundamental object is the space of morphisms from Riemann surfaces to a fixed

target orbifold. From this point of view, the inertia orbifold appears naturally

as the target of the evaluation map. Their key conceptual observation was that

the components of the inertia orbifold should be considered as the geometric

source of the twisted sectors introduced earlier in the conformal field theo-

ries. Once they realized this, they were able to construct an orbifold quantum

cohomology; Chen–Ruan cohomology then arose as the classical limit of the

quantum version.

A key application of Chen–Ruan cohomology is to McKay correspondence.

General physical principles indicate that orbifold quantum cohomology should

be equivalent to the usual quantum cohomology of crepant resolutions, when

they exist. The actual process is subtle because of a non-trivial quantization

process, which, fortunately, has been understood. This physical understanding

led to two conjectures of Ruan [133], which we will present in Section 4.3.

The McKay correspondence is sometimes presented as an equivalence of

derived categories of coherent sheaves. Indeed, work on the McKay correspon-

dence in algebraic geometry is usually phrased in such terms; see Bridgeland,

King, and Reid [32] and the papers of Kawamata [81–83] for more on this

influential approach.

We follow Chen and Ruan’s original treatment, beginning with a review of

the theory of orbifold morphisms developed in Chapter 2.
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4.1 Twisted sectors

The basic idea in quantum cohomology is to study a target manifold M by

considering maps � → M from various Riemann surfaces � into M . One

wants to topologize the set of (equivalence classes of) such maps to obtain

a moduli space, and then use it to define a cohomology. In order to do so,

it becomes necessary, among many other considerations, to introduce special

marked points on the surfaces �. The classical limit of such a theory restricts

attention to the space of constant maps. Of course, these may be identified

with the manifold M itself, and so one recovers the usual cohomology of the

manifold as a special case. For more on quantum cohomology, we refer the

reader to McDuff and Salamon [107].

Generalizing to the orbifold case, we consider a moduli space of orbifold

morphisms from marked orbifold Riemann surfaces into a target orbifold.

“Classical” cohomology (instead of quantum cohomology) then corresponds

to the constant maps. Fortunately, we have classified these already in Sec-

tion 2.5. There, we saw that the moduli space Mk(G) of representable constant

orbifold morphisms from an orbifold sphere with k marked points to G may be

identified with the (k − 1)-sectorsGk−1, whose orbifold groupoid is given by the

G-space

Sk−1
G

= {(g1, . . . , gk−1) | gi ∈ G1, s(g1) = t(g1) = s(g2) = t(g2)

= · · · = s(gk−1) = t(gk−1)}.

There are two natural classes of maps among these moduli spaces. The first

class consists of evaluation maps

ei1,...,il : Sk
G → S l

G (4.1)

defined by

ei1,...,il (g1, . . . , gk) = (gi1
, . . . , gil ) (4.2)

for each cardinality l subset {i1, . . . , il} ⊆ {1, . . . , k}. The other class of maps

consists of involutions

I : Sk
G → Sk

G (4.3)

defined by

I (g1, . . . , gk) = (g−1
1 , . . . , g−1

k ). (4.4)

Proposition 4.1 Each evaluation map ei1,...,il is a finite union of embeddings,

and each involution I is an isomorphism.
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Proof We use the same symbol in each case to denote the induced morphism

on the groupoid Gk . Let Ux/Gx be a local chart in G around x ∈ G0. Then its

preimage in Gk is
⎛
⎝ ⊔

(g1,...,gk )∈Gk
x

U g1

x ∩ · · · ∩ U gk

x × {(g1, . . . , gk)}

⎞
⎠

/
Gx,

where U
g
x is the subspace of Ux fixed by g ∈ Gx . Likewise, it is clear that

e−1
i1,...,il

⎛
⎝

⎛
⎝ ⊔

(h1,...,hl )∈Gl
x

Uh1

x ∩ · · · ∩ Uhl

x × {(h1, . . . , hl)}

⎞
⎠

/
Gx

⎞
⎠

=

⎛
⎝ ⊔

(g1,...,gk)∈Gk
x

U g1

x ∩ · · · ∩ U gk

x × {(g1, . . . , gk)}

⎞
⎠

/
Gx .

We can rewrite this formula in terms of the components of the preimage of

each component of
⎛
⎝ ⊔

(h1,...,hl )∈Gl
x

Uh1

x ∩ · · · ∩ Uhl

x × {(h1, . . . , hl)}

⎞
⎠

/
Gx

under ei1,...,il to check that the map is locally of the desired form. It is clear

that the restriction of ei1,...,il to each component is of the form U
g1
x ∩ · · · ∩

U
gk
x × {(g1, . . . , gk)} → U

gi1
x ∩ · · · ∩ U

gil
x × {(gi1

, . . . , gil )}, and hence is an

embedding. The induced map on orbit spaces is obviously a proper map.

Locally, I is the map induced by the identity map U
g
x → U

g−1

x . Thus, I

is clearly a morphism of G spaces, and hence induces a homomorphism of

the associated groupoids. Furthermore, I 2 = Id, which implies that I is an

isomorphism. �

Corollary 4.2 If G is complex (almost complex), then so is Gk . Moreover, the

maps ei1,...,il and I are holomorphic. If G is a symplectic (Riemannian) orbifold,

Gk has an induced symplectic (Riemannian) structure.

Proof We only have to check each assertion locally, say in a chart Ux/Gx of G.

When G is holomorphic, each g ∈ Gx acts as a complex automorphism of Ux .

Therefore, U
g1
x ∩ · · · ∩ U

gk
x is a complex submanifold of Ux . This implies that

Gk is a complex suborbifold1 of G. In particular, the inertia groupoid ∧G = G1

is a complex suborbifold of G. It is clear that ei1,...,il and I are holomorphic.

1 Or at least a finite union of such.
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If G has a symplectic structure ω, the restriction of the symplectic form to

Gk defines a closed 2-form ωGk . To show that it is non-degenerate, we choose

a compatible almost complex structure J on G. It induces a compatible metric,

g, by the usual formula:

g(u, v) = ω(u, Jv).

J and g induce an almost complex structure and a Riemannian metric on Gk

by restriction, and the above formula still holds for the restrictions of J, g, ω.

It follows that ωGk is non-degenerate. �

Remark 4.3 Since ei1,...,il is an embedding and I is a diffeomorphism, e∗
i1,...,il

γ

and I ∗γ are compactly supported whenever γ is a compactly supported

form.

Next, we study the structure of Gk in more detail. Suppose that G = X/G is

a global quotient orbifold. In this case, we have Gk = (⊔(g1,...,gk )∈GkXg1 ∩ · · · ∩

Xgk × {(g1, . . . , gk)})/G globally. Note that

h : Xg1 ∩ · · · ∩ Xgk × {(g1, . . . , gk)} → Xhg1h
−1

∩ · · · ∩ Xhgkh
−1

×{(hg1h
−1, . . . , hgkh

−1)}

is a diffeomorphism for each h ∈ G. Up to equivalence, then, we can rewrite

the groupoid Gk as

Gk ∼
⊔

(g1,...,gk )G
gi∈G

(
Xg1 ∩ · · · ∩ Xgk × {(g1, . . . , gk)G}

) /
C(g1) ∩ · · · ∩ C(gk),

(4.5)

where (g1, . . . , gk)G represents the conjugacy class of the k-tuple (g1, . . . , gk)

under conjugation by G. In particular, as we have seen,

∧(X/G) ∼
⊔

(g)G
g∈G

Xg/ C(g).

It is clear that ∧(X/G) is not connected, in general. Furthermore, the different

components may have different dimensions, so it is important to study them

individually.

Let us try to parameterize the components of Gk . Recall that

|Gk| = {(x, (g1, . . . , gk)Gx
) | x ∈ |G|, gi ∈ Gx}.

We use g to denote the k-tuple (g1, . . . , gk). Suppose that p and q are two

points in the same linear orbifold chart Ux/Gx . Let p̃, q̃ be preimages of p,

q. Then we may identify Gp with (Gx)p̃ and Gq with (Gx)q̃ , and thereby
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view both local groups as subgroups of Gx . We say that (g1)Gp
≈ (g2)Gq

if

g1 = hg2h
−1 for some element h ∈ Gx . This relation is well defined, since

other choices of preimages will result in conjugate subgroups of Gx . For two

arbitrary points p and q in G, we say (g)Gp
≈ (g′)Gq

if there is a finite sequence

(p0, (g0)Gp0
), . . . , (pk, (gk)Gpk

) such that:

1. (p0, (g0)Gp0
) = (p, (g)Gp

),

2. (pk, (gk)Gpk
) = (q, (g′)Gq

), and

3. for each i, the points pi and pi+1 are both in the same linear chart, and

(gi)Gpi
≈ (gi+1)Gpi+1

.

This defines an equivalence relation on (g)Gp
. The reader should note that it

is possible that (g)Gp
∼= (g′)Gp

while (g)Gp
�= (g′)Gp

when |G| has a non-trivial

fundamental group.

Let Tk be the set of equivalence classes of elements of |Gk| under ≈. Abusing

notation, we often use (g) to denote the equivalence class of (g)Gq
. Let

|Gk|(g) = {(p, (g′)Gp
)|g′ ∈ Gk

p, (g′)Gp
∈ (g)}. (4.6)

Since each linear chart is equivariantly contractible, its quotient space is con-

tractible. So these subsets are exactly the connected components of |Gk|. Let

Gk
(g) be the corresponding G-component of the orbifold groupoid, i.e., the full

subgroupoid on the preimage of |Gk|(g) under the quotient map. It is clear that

Gk is decomposed as a disjoint union of G-connected components

Gk =
⊔

(g)∈Tk

Gk
(g). (4.7)

In particular,

∧G =
⊔

(g)∈T1

G1
(g). (4.8)

Let T o
k ⊂ T k be the subset of equivalence classes (g1, . . . , gk) with the property

g1 . . . gk = 1. Then

Mk(G) =
⊔

(g)∈T o
k

Gk
(g).

There is also an identification

Gk = Mk+1(G)

given by

(g1, . . . , gk) → (g1, . . . , gk, (g1 . . . gk)−1).



84 Chen–Ruan cohomology

Definition 4.4 G1
(g) for g �= 1 is called a twisted sector. For g = {g1, . . . , gk},

the groupoid Gk
(g) is called a k-multi-sector, or k-sector for short. Furthermore,

we call G1
(1)

∼= G the non-twisted sector.

We have following obvious but useful lemma.

Lemma 4.5 Let Np be the subgroup of Gp generated by g for (p, (g)Gp
) ∈ |Gk|.

Then Np is isomorphic to Nq if (p, (g)Gp
) and (q, (g)Gq

) belong to the same

component of |Gk|.

Proof This is a local statement. By the definition, locally, Np and Nq are

conjugate to each other. Hence, they are isomorphic. �

4.2 Degree shifting and Poincaré pairing

For the rest of the chapter, we will assume that G is an almost complex orbifold

with an almost complex structure J . As we saw above, ∧G and Gk naturally

inherit almost complex structures from the one on G, and the evaluation and

involution maps ei1,...,il and I are naturally pseudo-holomorphic, meaning that

their differentials commute with the almost complex structures. Furthermore,

we assume that |G| admits a finite good cover. In this case, it is easy to check

that | ∧ G| also admits a finite good cover. Therefore, each sector G(g) will

satisfy Poincaré duality. From here on, we often omit superscripts on sectors

when there is no chance for confusion.

An important feature of the Chen–Ruan cohomology groups is degree shift-

ing, as we shall now explain. To each twisted sector, we associate a rational num-

ber. In the original physical literature, it was referred to as the fermionic degree

shifting number. Here, we simply call it the degree shifting number. Originally,

this number came from Kawasaki’s orbifold index theory (see [85]). We define

these numbers as follows. Let g be any point of SG and set p = s(g) = t(g).

Then the local group Gp acts on TpG0. The almost complex structure on

G gives rise to a representation ρp : Gp → GL(n, C) (here, n = dimC G).

The element g ∈ Gp has finite order. We can write ρp(g) as a diagonal

matrix

diag(e2πim1,g/mg , . . . , e2πimn,g/mg ),

where mg is the order of ρp(g), and 0 ≤ mi,g < mg . This matrix depends only

on the conjugacy class (g)Gp
of g in Gp. We define a function ι : | ∧ G| → Q
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by

ι(p, (g)Gp
) =

n∑

i=1

mi,g

mg

. (4.9)

It is straightforward to show the following lemma.

Lemma 4.6 The function ι : | ∧ G| → Q is locally constant. Its constant value

on each component, which will be denoted by ι(g), satisfies the following

conditions:

� The number ι(g) is integral if and only if ρp(g) ∈ SL(n, C).
� For each (g),

ι(g) + ι(g−1) = rank(ρp(g) − I ),

where I is the identity matrix. This is the “complex codimension” dimC G −

dimC G(g) = n − dimC G(g) of G(g) in G. As a consequence, ι(g) + dimC G(g) <

n when ρp(g) �= I .

Definition 4.7 The rational number ι(g) is called a degree shifting number.

In the definition of the Chen–Ruan cohomology groups, we will shift up the

degrees of the cohomology classes coming from G(g) by 2ι(g). The reason for

this is as follows. By the Kawasaki index theorem,

virdimM3(G) = 2n − 2ι(g1) − 2ι(g2) − 2ι(g3).

To formally carry out an integration
∫

M3(G)

e∗
1(α1) ∧ e∗

2(α2) ∧ e∗
3(α3),

we need the condition

deg(α1) + deg(α2) + deg(α3) = virdimM3(G) = 2n − 2ι(g1) − 2ι(g2) − 2ι(g3).

Hence, we require

deg(α1) + 2ι(g1) + deg(α2) + 2ι(g2) + deg(α3) + 2ι(g3) = 2n.

Namely, we can think that the degree of αi has been “shifted up” by 2ι(gi ).

An orbifold groupoid G is called an SL-orbifold groupoid if ρp(g) ∈

SL(n, C) for all p ∈ G0 and g ∈ Gp. Recall from Chapter 1 that this corre-

sponds to the Gorenstein condition in algebraic geometry. For such an orbifold,

all degree-shifting numbers will be integers.
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We observe that although the almost complex structure J is involved in the

definition of degree-shifting numbers ι(g), they do not depend on J , since the

parameter space of almost complex structures SO(2n, R)/U (n, C) is locally

connected.

Definition 4.8 We define the Chen–Ruan cohomology groups H d
CR(G) of G by

H d
CR(G) =

⊕

(g)∈T1

H d (G1
(g))[−2ι(g)]

=
⊕

(g)∈T1

H d−2ι(g) (G1
(g)). (4.10)

Here each H ∗(G1
(g)) is the singular cohomology with real coefficients or,

equivalently, the de Rham cohomology, of G1
(g). Note that in general the Chen–

Ruan cohomology groups are rationally graded.

Suppose G is a complex orbifold with an integrable complex structure J .

We have seen that each twisted sector G1
(g) is also a complex orbifold with the

induced complex structure. We consider the Dolbeault cohomology groups of

(p, q)-forms (in the orbifold sense). When G is closed, the harmonic theory

of [12] can be applied to show that these groups are finite-dimensional, and

there is a Kodaira–Serre duality between them. When G is a closed Kähler

orbifold (so that each G(g) is also Kähler), these groups are related to the

singular cohomology groups of G and G(g) as in the smooth case, and the

Hodge decomposition theorem holds for these cohomology groups.

Definition 4.9 LetG be a complex orbifold. We define, for 0 ≤ p, q ≤ dimC G,

the Chen–Ruan Dolbeault cohomology groups

H
p,q

CR (G) =
⊕

(g)

H p−ι(g),q−ι(g) (G1
(g)).

Remark 4.10 We can define compactly supported Chen–Ruan cohomology

groups H ∗
CR,c(G) and H

∗,∗
CR,c(G) in the obvious fashion.

Recall the involution I : G1
(g) → G1

(g−1)
; it is an automorphism of ∧G as an

orbifold such that I 2 = Id. In particular, I is a diffeomorphism.

Proposition 4.11 (Poincaré duality) Suppose that dimR G = 2n. For any 0 ≤

d ≤ 2n, define a pairing

〈 , 〉CR : H d
CR(G) × H 2n−d

CR,c (G) → R (4.11)

as the direct sum of the pairings

〈 , 〉(g) : H d−2ι(g) (G1
(g)) × H

2n−d−2ι(g−1)

c (G1
(g−1)) → R,
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where

〈α, β〉(g) =

∫

G1
(g)

α ∧ I ∗(β)

for α ∈ H d−2ι(g) (G1
(g)), β ∈ H

2n−d−2ι(g−1)

c (G1
(g−1)

). Then the pairing 〈 , 〉CR is

non-degenerate.

Note that 〈 , 〉CR equals the ordinary Poincaré pairing when restricted to the

non-twisted sector H ∗(G).

Proof By Lemma 4.6, we have

2n − d − 2ι(g−1) = dimG1
(g) − d − 2ι(g).

Furthermore, I |G1
(g)

: G1
(g) → G1

(g−1)
is a diffeomorphism. Under this diffeomor-

phism, 〈 , 〉(g) is isomorphic to the ordinary Poincaré pairing on G1
(g), and so is

non-degenerate. Hence, 〈 , 〉CR is also non-degenerate. �

If we forget about the degree shifts, the Chen–Ruan cohomology group is

just H ∗(∧G) with a non-degenerate pairing given by

〈α, β〉 =

∫

∧G

α ∧ I ∗β.

For the case of Chen–Ruan Dolbeault cohomology, the following proposition

is straightforward.

Proposition 4.12 Let G be an n-dimensional complex orbifold. There is a

Kodaira–Serre duality pairing

〈 , 〉CR : H
p,q

CR (G) × H
n−p,n−q

CR,c (G) → C

defined as in the previous proposition by a sum of pairings on the sectors. When

G is closed and Kähler, the following is true:

� H r
CR(G) ⊗ C = ⊕r=p+qH

p,q

CR (G),
� H

p,q

CR (G) = H
q,p

CR (G),

and the two pairings (Poincaré and Kodaira–Serre) coincide.

Theorem 4.13 The Chen–Ruan cohomology group, together with its Poincaré

pairing, is invariant under orbifold Morita equivalence.

Proof The theorem follows easily from the fact that: (1) an equivalence (hence

Morita equivalence) of orbifold groupoids induces an equivalence of the inertia

orbifolds; (2) integration is invariant under Morita equivalence; and (3) ι is

locally constant. �
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4.3 Cup product

The most interesting part of Chen–Ruan cohomology is its product structure,

which is new in both mathematics and physics. Roughly speaking, the Chen–

Ruan cup product is the classical limit of a Chen–Ruan orbifold quantum

product. For this reason, its definition reflects the general machinery of quantum

cohomology, and may look a little bit strange to traditional topologists. It

remains a very interesting open question to find an alternative definition of these

products along more traditional topological lines, and also to better understand

the important role of the obstruction bundle.

Marked orbifold Riemann surfaces are the key ingredients in defining the

Chen–Ruan product. Recall from Example 1.16 that a closed two-dimensional

orbifold is described by the following data:

� a closed Riemann surface � with complex structure j , and
� a finite subset z = (z1, . . . , zk) of points on �, each with a multiplicity mi

(let m = (m1, . . . , mk)).

The corresponding orbifold structure on � coincides with the usual manifold

structure, except that at each zi , a chart is given by the ramified covering

z → zmi . Note that we allow mi to be 1, in which case zi is a smooth point.

However, all the singular points are in z. We call the zi marked points, and

refer to (�, j, z, m) as a marked orbifold Riemann surface. Of course, if all

the multiplicities mi are 1, we recover the usual notion of a marked Riemann

surface.

The construction of the cup product follows the usual procedure in quantum

cohomology. Namely, we will first define a three-point function, and then use

it and the Poincaré pairing to obtain a product. In our case, the three-point

function is an integral over the moduli space M3(G). In order to write down the

form to integrate, we will need to construct an obstruction bundle and obtain

its Euler form. We start with an approach phrased in terms of ∂̄ operators

on orbifolds, and then reinterpret the results using our knowledge of orbifold

Riemann surfaces.

Recall that an element of M3(G) is a constant representable orbifold mor-

phism fy from S2 to G, where im(f ) = y ∈ G0 and the marked orbifold

Riemann surface S2 has three marked points, z1, z2, and z3, with multiplicities

m1, m2, and m3, respectively. In this case, there are three evaluation maps

ei : M3(G) ⊂ G3 → ∧G.
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The three-point function is defined by the formula

〈α, β, γ 〉 =

∫

M3(G)

e∗
1α ∧ e∗

2β ∧ e∗
3γ ∧ e(E3), (4.12)

for α, β ∈ H ∗(∧G), γ ∈ H ∗
c (∧G), and e(E3) the Euler form of a certain orbi-

bundle. To define this bundle E3, we consider the elliptic complex

∂̄y : �0(f ∗
y T G) → �0,1(f ∗

y T G).

We want to calculate the index of ∂̄y , and eventually use it to obtain a vector

bundle over the moduli space as fy varies. Recall that we identifiedM3(G) with

⊔(g)∈T 3
o
G3

(g). Let g = (g1, g2, g3) be the tuple corresponding to fy . The index of

the operator ∂̄y is then

index ∂̄y = 2n − 2ι(g1) − 2ι(g2) − 2ι(g3). (4.13)

So the index varies from component to component on M3(G), depending on

the degree shifting numbers ι(gi ). We define E3 by defining its restriction over

each component. We have fy ∈ G3
(g), and using the index theory of families of

elliptic operators, one can show that ker(∂̄y) can be canonically identified with

Tfy
G3

(g), and so has constant dimension over G3
(g). Therefore, coker(∂̄y) also has

constant dimension, and forms an orbifold vector bundle E(g) → G3
(g) as fy

varies. We define E3 by letting its restriction to G3
(g) be E(g) → G3

(g).

Our situation is simple enough that we can write down the kernel and cok-

ernel explicitly. Once we have an explicit presentation, the required properties

are straightforward. We will need the following well-known fact (see [140], for

example).

Proposition 4.14 Let (�, z, m) be a marked complex orbifold Riemann sur-

face, where z = (z1, . . . , zk) and m = (m1, . . . , mk), such that

� the genus g� ≥ 1, or
� g� = 0 with k ≥ 3, or
� g� = 0 with k = 2 and m1 = m2.

Then (�, z, m) is a good orbifold. Namely, it has a smooth universal cover.

For g ∈ T 3
o , consider the pullback e∗T G of the tangent bundle over G3

(g),

where e : G3
(g) → G is the restriction of the evaluation map sending a tuple of

arrows to their base object. Let g = (g1, g2, g3) ∈ G3
(g). Then g1, g2, and g3

are elements of the local group Ge(h), and they obviously satisfy the relations

g1g2g3 = 1 and g
mi

i = 1, where mi is the order of gi . Let N be the subgroup of

Ge(h) generated by these three elements. By Lemma 4.5, N is independent (up
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to isomorphism) of the choice of g, so long as g remains within the component

G3
(g). Clearly, this sets up an action of the group N on e∗T G that fixes G(g).

Consider an orbifold Riemann sphere with three orbifold points,

(S2, (x1, x2, x3), (m1,m2,m3)),

such that the multiplicities match the orders of the generators of the group N

in the previous paragraph. We write S2 for brevity. Recall from Section 2.2 that

πorb
1 (S2) = {λ1, λ2, λ3 | λ

ki

i = 1, λ1λ2λ3 = 1},

where λi is represented by a loop around the marked point xi . There is an

obvious surjective homomorphism

π : πorb
1 (S2) → N. (4.14)

Its kernel, ker π , is a subgroup of finite index. Suppose that �̃ is the orbifold

universal cover of S2. By Proposition 4.14, �̃ is smooth. Let � = �̃/ ker π .

Then � is compact, and there is a cover p : � → S2 = �/N . Since N contains

the relations g
mi

i = 1, the surface � must be smooth.

Now let Uy/Gy be an orbifold chart at y ∈ G0. The constant orbifold mor-

phism fy from before can be lifted to an ordinary constant map

f̃ y : � → Uy .

Hence, f̃ ∗
yT G = TyG is a trivial bundle over �. We can also lift the elliptic

complex to �:

∂̄� : �0(f̃ ∗
yT G) → �0,1(f̃ ∗

yT G).

The original elliptic complex is just the N -invariant part of the current one.

However, ker(∂̄�) = TyG and coker(∂̄�) = H 0,1(�) ⊗ TyG. Now we vary y

and obtain the bundle e∗
(g)T G corresponding to the kernels, and H 0,1(�) ⊗

e∗
(g)T G corresponding to the cokernels, where we are using the evaluation

map e(g) : G(g) → G to pull back. N acts on both bundles, and it is clear that

(e∗
(g)T G)N = T G(g), justifying our previous claim. The obstruction bundle E(g)

we want is the invariant part of H 0,1(�) ⊗ e∗
(g)T G, i.e., E(g) = (H 0,1(�) ⊗

e∗
(g)T G)N . Since we do not assume that G is compact, G(g) could be a non-

compact orbifold in general.

Now, we are ready to define our three-point function. Suppose that α ∈

H
d1

CR(G; C), β ∈ H
d2

CR(G; C), and γ ∈ H ∗
CR,c(G(g3); C).

Definition 4.15 We define the three-point function 〈 , , 〉 by

〈α, β, γ 〉 =
∑

(g)∈T 0
3

∫

G(g)

e∗
1α ∧ e∗

2β ∧ e∗
3γ ∧ e(E(g)).

Note that e∗
3γ is compactly supported. Therefore, the integral is finite.
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Definition 4.16 We define the Chen–Ruan or CR cup product using the

Poincaré pairing and the three-point function, via the relation

〈α ∪ β, γ 〉CR = 〈α, β, γ 〉.

Due to the formula

dimG(g) − rank E(g) = index(∂̄) = 2n − 2ι(g1) − 2ι(g2) − 2ι(g3),

a simple computation shows that the orbifold degrees satisfy degorb(α ∪

β) = degorb(α) + degorb(β). If α and β are compactly supported Chen–Ruan

cohomology classes, we can define α ∪ β ∈ H ∗
CR,c(G) in the same fash-

ion. Suppose that α ∈ H ∗(G1
(g1)) and β ∈ H ∗(G1

(g2)). Then α ∪ β ∈ H ∗
CR(G) =⊕

(g)∈T1
H ∗(G1

(g)). Therefore, we should be able to decompose α ∪ β as a

sum of its components in H ∗(G1
(g)). Such a decomposition would be very

useful in computations. To achieve this decomposition, first note that when

g1g2g3 = 1, the conjugacy class of (g1, g2, g3) is uniquely determined by the

conjugacy class of the pair (g1, g2). We can use this to obtain the following

lemma.

Lemma 4.17 (Decomposition) Let α and β be as above. Then

α ∪ β =
∑

(h1,h2)∈T2

hi∈(gi )

(α ∪ β)(h1,h2),

where (α ∪ β)(h1,h2) ∈ H ∗(G(h1h2)) is defined by the relation

〈(α ∪ β)(h1,h2), γ 〉 =

∫

G(h1 ,h2)

e∗
1α ∧ e∗

2β ∧ e∗
3γ ∧ e(E(g))

for γ ∈ H ∗
c (G((h1h2)−1)).

Remark 4.18 Recall that for the global quotient X = Y/G, additively,

H ∗
CR(X ) = H ∗(∧X ) = (

⊕
g H ∗(Y g))G. Fantechi and Göttsche [52] and

Kaufmann [80] (in the more abstract setting of Frobenius manifolds) observed

that we can put a product on the larger space H ∗(Y,G) =
⊕

g H ∗(Y g) such

that, as a ring, Chen–Ruan cohomology is its invariant subring under the natural

G-action.

We describe this straightforward identification. To do so, we need only

lift all of our constructions from Y g/C(g) to the level of Y g . Let Y g1,...,gk =

Y g1 ∩ · · · ∩ Y gk × {(g1, . . . , gk)}. First, we observe that, as an orbifold,

X(g1,g2,(g1g2)−1) =

⎛
⎝ ⊔

(h1,h2)=g(g1,g2)g−1

Y h1,h2,(h1h2)−1

⎞
⎠

/
G.
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Hence, orbifold integration on X(g1,g2,(g1g2)−1 ) satisfies
∫

X(g1 ,g2 ,(g1g2)−1)

=
1

|G|

∫

Y g1 ,g2 ,(g1g2)−1
.

The evaluation map

ei1,...,il : Y g1,...,gk/ C(g1) ∩ · · · ∩ C(gk) → Y gi1
,...,gil / C(gi1

) ∩ · · · ∩ C(gil )

is obviously the quotient of the inclusion Y g1,...,gk → Y gi1
,...,gil (still denoted by

ei1,...,il ), and similarly for the involution maps I .

We now consider the Poincaré pairing. It is clear that we just have to

pair Y g with Y g−1

, and the same construction works without change. For the

three-point function, we have to lift the obstruction bundle. This is clearly pos-

sible from our definition: recall that E(h1,h2,(h1h2)−1) = (e∗
(h1,h2,(h1h2)−1)

T (Y/G) ⊗

H 0,1(�))〈h1,h2〉. Thus, the obstruction bundle is naturally the quotient of a vec-

tor bundle Eh1,h2,(h1h2)−1 = (e∗
(h1,h2,(h1h2)−1)

T Y ⊗ H 0,1(�))〈h1,h2〉. Here, 〈h1, h2〉

is the subgroup generated by {h1, h2}. In summary, we obtain a three-point

function for α, β, γ ∈ H ∗(Y,G), defined by

〈α, β, γ 〉 =
1

|G|

∑

h1,h2

∫

Y h1 ,h2 ,(h1h2)−1
e∗

1α ∧ e∗
2β ∧ e∗

3γ ∧ e(Eh1,h2,(h1h2)−1 ).

Using the formula 〈α ∪ β, γ 〉 = 〈α, β, γ 〉, we obtain a product on H ∗(Y,G).

Moreover, by construction H ∗
CR(X ) = H ∗(Y,G)G as a ring. Suppose that α ∈

H ∗(Y g1 ), β ∈ H ∗(Y g2 ), γ ∈ H ∗(Y (g1g2)−1

), then

〈α, β, γ 〉 =
1

|G|

∫

Y g1 ,g2 ,(g1g2)−1
e∗

1α ∧ e∗
2β ∧ e∗

3γ ∧ e(Eg1,g2,(g1g2)−1 ).

As Fantechi and Göttsche and Kaufmann observed, the product on H ∗(Y,G)

is no longer commutative, since Eg1,g2,(g1g2)−1 �= Eg2,g1,(g2g1)−1 in general.

We summarize the constructions of this section.

Theorem 4.19 Let G be an almost complex orbifold groupoid with almost

complex structure J and dimC G = n. The cup product defined above preserves

the orbifold degree, i.e., ∪ : H
p

CR(G; C) ⊗ H
q

CR(G; C) → H
p+q

CR (G; C) for any

0 ≤ p, q ≤ 2n such that p + q ≤ 2n, and has the following properties:

1. The total Chen–Ruan cohomology group H ∗
CR(G; C) =

⊕
0≤d≤2n H d

CR(G; C)

is a ring with unit e0
G

∈ H 0(G; C) under the Chen–Ruan cup product ∪,

where e0
G

represents the constant function 1 on G.

2. The cup product ∪ is invariant under deformations of J .

3. WhenG has integral degree shifting numbers, the total Chen–Ruan cohomol-

ogy group H ∗
CR(G; C) is integrally graded, and we have supercommutativity:

α1 ∪ α2 = (−1)deg α1
˙degα2α2 ∪ α1.
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4. Restricted to the non-twisted sectors, i.e., the ordinary cohomology

H ∗(G; C), the cup product ∪ equals the ordinary cup product on G.

Now we define the cup product ∪ on the total Chen–Ruan Dolbeault coho-

mology group of G when G is a complex orbifold. We observe that in this case

all the objects we have been dealing with are holomorphic, i.e., Mk(G) is a

complex orbifold, each E(g) → G1
(g) is a holomorphic orbifold bundle, and the

evaluation maps are holomorphic.

Definition 4.20 For any α1 ∈ H
p,q

CR (G; C), α2 ∈ H
p′,q ′

CR (G; C), we define the

three-point function and Chen–Ruan cup product in the same fashion as Defi-

nition 4.16.

Note that since the top Chern class of a holomorphic orbifold bundle can be

represented by a closed (r, r)-form, where r is the rank, it follows that α1 ∪ α2

lies in H
p+p′,q+q ′

CR (G; C).

The following theorem can be similarly proved.

Theorem 4.21 Let G be an n-dimensional closed complex orbifold with com-

plex structure J . The orbifold cup product

∪ : H
p,q

CR (G; C) ⊗ H
p′,q ′

CR (G; C) → H
p+p′,q+q ′

CR (G; C)

defined above has the following properties:

1. The total Chen–Ruan Dolbeault cohomology group is a ring with unit e0
G

∈

H
0,0
CR (G; C) under ∪, where e0

G
is the class represented by the constant

function 1 on G.

2. The cup product ∪ is invariant under deformations of J .

3. When G has integral degree shifting numbers, the total Chen–Ruan Dol-

beault cohomology group of G is integrally graded, and we have supercom-

mutativity

α1 ∪ α2 = (−1)deg α1·deg α2α2 ∪ α1.

4. Restricted to the non-twisted sectors, i.e., the ordinary Dolbeault cohomol-

ogy H ∗,∗(G; C), the cup product ∪ equals the ordinary wedge product on

G.

5. When G is Kähler and closed, the cup product ∪ coincides with the orbifold

cup product over the Chen–Chuan cohomology groups H ∗
CR(G; C) under the

relation

H r
CR(G; C) = ⊕p+q=rH

p,q

CR (G; C).
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Theorem 4.22 The Chen–Ruan product is invariant under Morita equivalence

and hence depends on only the orbifold structure, not the presentation.

The proof of this second theorem follows easily from the fact that M3(G) =

G2 is invariant under Morita equivalence. The Chen–Ruan product is also

associative. We refer the interested reader to the proof in [37].

The expected relationship between an orbifold’s Chen–Ruan cohomology

and the cohomology ring of its crepant resolution is summarized in the fol-

lowing two conjectures due to Ruan [133]. A complex analytic variety X with

only quotient singularities carries a natural orbifold structure. We also use X

to denote this orbifold structure. The singularities may be resolved in algebro-

geometric fashion.

Definition 4.23 A crepant resolution π : Y → X is called hyperkähler, respec-

tively holomorphic symplectic, if Y is hyperkähler, respectively holomorphic

symplectic.

Conjecture 4.24 (Cohomological Hyperkähler Resolution Conjecture) Sup-

pose that π : Y → X is a hyperkähler or holomorphic symplectic resolution.

Then, H ∗
CR(X; C) is isomorphic as a ring to H ∗(Y ; C).

An important example in which the conjecture has been verified is the

Hilbert scheme of points of an algebraic surface. This is a crepant resolution of

the symmetric product (defined in Chapter 1) of the algebraic surface. Special

cases of this conjecture were proved by Lehn and Sorger [92] for symmetric

products of C2, by Lehn and Sorger [93], Fantechi and Göttsche [52], Uribe

[153] for symmetric products of K3 or T 4, by Li, Qin, and Wang [100] for

symmetric products of the cotangent bundle T ∗� of a Riemann surface, and

by Qin and Wang [127] for the minimal resolutions of Gorenstein surface

singularities C̃2/Ŵ. We will discuss these examples in Chapter 5.

The hyperkähler condition is meant to ensure the vanishing of Gromov–

Witten invariants. When Y is not hyperkähler, there is another conjecture.

Conjecture 4.25 (Cohomological Crepant Resolution Conjecture) Suppose

that π : Y → X is a crepant resolution. Then, H ∗
CR(X; C) is isomorphic

as a ring to Ruan cohomology H ∗
π (Y ; C), where the product α ∪π β in

Ruan cohomology is defined as α ∪ β plus a correction coming from the

Gromov–Witten invariants of exceptional rational curves.

For the explicit definition of Ruan cohomology, the reader is referred to

[133]. The cohomological crepant resolution conjecture was proved for twofold

symmetric products of algebraic surfaces by Li and Qin [95].
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4.4 Some elementary examples

Before we discuss more sophisticated examples, such as symmetric products,

let us compute some elementary ones.

Example 4.26 The easiest example is G = •G. In this case, a sector looks like

G(g) = •C(g). Hence, Chen–Ruan cohomology is generated by conjugacy classes

of elements of G. We choose a basis {x(g)} for the Chen–Ruan cohomology

group, where x(g) is given by the constant function 1 on G(g). All the degree

shifting numbers are zero. The Poincaré pairing is

〈x(g), x(g−1)〉 =
1

| C(g)|
.

Let us consider the cup product. First, we observe that the multisectors corre-

spond to intersections of centralizers: G(g1,g2,(g1g2)−1) = •C(g1)∩C(g2).

By the Decomposition Lemma,

x(g1) ∪ x(g2) =
∑

(h1,h2)
h1∈(g1),h2∈(g2)

d(h1,h2)x(h1h2),

where (h1, h2) is the conjugacy class of the pair, and the coefficient d(h1,h2) is

defined by the equation

d(h1,h2)〈x(h1h2), x(h1h2)−1〉 =
1

| C(h1) ∩ C(h2)|
.

Using the formula for the Poincaré pairing, we obtain d(h1,h2) =

| C(h1h2)|/| C(h1) ∩ C(h2)|.

On the other hand, recall that the center Z(CG) of the group algebra CG is

generated by elements τ(g) =
∑

h∈(g) h. We can write down the multiplication

formula for τ(g1) ⋆ τ(g2) =
∑

h∈(g1) h
∑

t∈(g1) t and rewrite the result in terms of

the generators τ(g). It is convenient to group the h, t in terms of conjugacy

classes of pairs. If h1 = sh2s
−1, t1 = st2s

−1, then h1t1 = sh2t2s
−1. Namely,

their multiplications are conjugate. Therefore, we can write

τ(g1) ⋆ τ(g2) =
∑

(h1,h2),hi∈(gi )

λ(h1,h2)τ(h1h2).

When we run through the s ∈ G, we obtain only |G|/| C(h1) ∩ C(h2)|

many distinct pairs of h, t conjugate to (h1, h2). The conjugacy class

(h1h2) contains |G|/| C(h1h2)| many elements. Therefore, it generates

(|G|/| C(h1) ∩ C(h2)|)/(|G|/| C(h1h2)|) = | C(h1h2)|/| C(h1) ∩ C(h2)| many

τ(h1h2). Explicitly,

λ(h1,h2) =
| C(h1h2)|

| C(h1) ∩ C(h2)|
= d(h1,h2).
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Therefore, we obtain an explicit ring isomorphism HCR(•G; C) ∼= Z(CG) by

sending x(g) → τ(g).

Example 4.27 Suppose that G ⊂ SL(n, C) is a finite subgroup. Then G =

G � Cn is an orbifold groupoid presentation of the global quotient Cn/G. The

twisted sectors correspond to fixed point sets: i.e., G(g) = (Cn)g/ C(g), where

(Cn)g is the subspace fixed by g. So

H p,q(G(g); C) =

{
0, if p or q greater than zero,

C, if p = q = 0.

Therefore, H
p,q

CR (G) = 0 for p �= q, and H
p,p

CR (G) is a vector space generated

by the conjugacy classes of elements g with ι(g) = p. Consequently, there is a

natural additive decomposition:

H ∗
CR(G; C) = Z(CG) =

⊕

p

Hp, (4.15)

where Hp is generated by the conjugacy classes of elements g with ι(g) = p. The

ring structure is also easy to describe. Let x(g) be the generator corresponding

to the constant function 1 on the twisted sector G(g). We would like a formula

for x(g1) ∪ x(g2). As we showed before, the multiplication of conjugacy classes

can be described in terms of the center Z(CG) of the group algebra. But in

this case, we have further restrictions. Let us first describe the moduli space

G(h1,h2,(h1h2)−1) and its corresponding three-point function. It is clear that

G(h1,h2,(h1h2)−1) =
(
(Cn)h1 ∩ (Cn)h2

) /
C(h1, h2).

To have a non-zero product, we need

ι(h1h2) = ι(h1) + ι(h2).

In that case, we need to compute
∫

((Cn)h1 ∩(Cn)h2 )/ C(h1,h2)

e∗
3(volc((Cn)h1h2 )) ∧ e(E), (4.16)

where volc(Xh1h2
) is the compactly supported, C(h1h2)-invariant, top form

with volume 1 on (Cn)h1h2 . We also view this volume form as a form on

(Cn)h1 ∩ (Cn)h2/(C(h1) ∩ C(h2)). However,

(Cn)h1 ∩ (Cn)h2 ⊂ (Cn)h1h2

is a submanifold. It follows that the integral in (4.16) is zero unless

(Cn)h1 ∩ (Cn)h2 = (Cn)h1h2 .
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When this happens, we call the pair (h1, h2) transverse. For transverse pairs,

the obstruction bundle is clearly trivial. Let

Ig1,g2
= {(h1, h2) | hi ∈ (gi), ι(h1) + ι(h2) = ι(h1h2), (h1, h2) is transverse}.

Finally, applying the Decomposition Lemma, we find that

x(g1) ∪ x(g2) =
∑

(h1,h2)∈Ig1 ,g2

d(h1,h2)x(h1h2).

A computation similar to the one in the last example yields d(h1,h2) =

| C(h1h2)|/| C(h1) ∩ C(h2)|.

Example 4.28 The examples we have computed so far are global quotients.

Weighted projective spaces (which first appeared as Example 1.15) provide

the easiest examples of non-global quotient orbifolds. Consider the weighted

projective space WP(w1, w2), where w1 and w2 are coprime integers. For

instance, Thurston’s famous teardrop is WP(1, n). Although it is not a global

quotient, the orbifold WP(w1, w2) can be presented as the quotient of S3 by S1,

where S1 acts on the unit sphere S3 ⊂ C2 by

eiθ (z1, z2) = (eiw1θz1, e
iw2θz2).

WP(w1, w2) is an orbifold S2, with two singular points x = [1, 0] and y = [0, 1]

of order w1 and w2, respectively. These give rise to (w1 − 1) + (w2 − 1) twisted

sectors, each indexed by a non-identity element of one of the isotropy sub-

groups – since the isotropy subgroups are abelian, conjugacy classes are sin-

gletons. Each twisted sector coming from x is an orbifold point with isotropy

Z/w1Z, and the sectors over y are points with Z/w2Z isotropy. The degree

shifting numbers are i/w2, j/w1 for 1 ≤ i ≤ w2 − 1 and 1 ≤ j ≤ w1 − 1.

Hence, the Betti numbers of the non-zero Chen–Ruan cohomology groups

are

h0 = h2 = h
2i
w2 = h

2j

w1 = 1.

Note that the Chen–Ruan cohomology classes corresponding to the twisted

sectors have rational degrees. Let α ∈ H
2

w1

CR (G; C) and β ∈ H
2

w2

CR (G; C) be the

generators corresponding to the constant function 1 on the sectors correspond-

ing to generators of the two cyclic isotropy subgroups. An easy computation

shows that Chen–Ruan cohomology is generated by the elements {1, αj , β i}

with relations

αw1 = βw2 , αw1+1 = βw2+1 = 0.
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The Poincaré pairing is given by

〈β i, αj 〉CR = 0,

〈β i1 , β i2〉CR = δi1,d2−i2
,

and

〈αj1 , αj2〉CR = δj1,d1−j2
.

for 1 ≤ i1, i2, i < w2 − 1 and 1 ≤ j1, j2, j < w1 − 1.

4.5 Chen–Ruan cohomology twisted by a discrete torsion

A large part of the ongoing research in the orbifold field concerns various

twisting processes. These twistings in orbifold theories are intimately related

to current developments in twisted K-theory, as we mentioned in Chapter 3. In

this book, we will discuss twisting by a discrete torsion, as this part of the story

has been understood relatively well. Physically, discrete torsion measures the

freedom with which one can choose certain phase factors. These are to be used

to weight the path integral over each twisted sector, but must be chosen so as

to maintain the consistency of the string theory.

The twisting process is interesting for many reasons. For example, the fol-

lowing conjecture of Vafa and Witten connects twisting with geometry. Recall

from the end of Chapter 1 that there are two algebro-geometric methods to

remove singularities: resolution and deformation. Both play important roles

in the theory of Calabi–Yau 3-folds. A smooth manifold Y obtained from an

orbifold X via a sequence of resolutions and deformations is called a desin-

gularization of X . In string theory, we additionally require all the resolutions

to be crepant. It is known that such a smooth desingularization may not exist

in dimensions higher than 3. In this case, we allow our desingularization to be

an orbifold. In any case, the Chen–Ruan cohomology of X should correspond

to that of the crepant resolution. Vafa and Witten [155] proposed that dis-

crete torsions count the number of distinct topological types occurring among

the desingularizations. However, this proposal immediately ran into trouble,

because the number of desingularizations is sometimes much larger than the

number of discrete torsions. Specifically, Joyce [75] constructed five different

desingularizations of T6/(Z/4Z), while H 2(Z/4Z; U (1)) = 0. Accounting for

these “extra” desingularizations is still an unresolved question.

Suppose that f : Y → X is an orbifold universal cover, and let G = πorb
1 (X )

be the orbifold fundamental group. Then G acts on Y such that X = Y/G. Any
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non-identity element g ∈ G acts on Y as an orbifold morphism. The orbifold

fixed point setYg ofY under g is the fiber product of the morphisms Id, g : Y →

Y . The setYg is thus a smooth suborbifold ofY . What is more,X(g) = Yg/ C(g)

is obviously a twisted sector of X , where C(g) is the centralizer of g in G. It is

clear that Yh−1gh is diffeomorphic to Yg under the action of h. However, some

twisted sectors of X may not arise in such a fashion. We call this kind of sector

a dormant sector.

Let e : X(g) → X be the evaluation map. We can viewY → X as an orbifold

principal G-bundle over X . Hence, we can pull back to get an orbifold principal

G-bundle Z = e∗Y → X(g) over X(g). Then X(g) is dormant if and only if the

G-action on Z has no kernel. Moreover, Z is a G-invariant suborbifold of Y

(possibly disconnected). We call Z a πorb
1 (X )-effective suborbifold. The idea

will be to treat the dormant sectors the same as the non-twisted sector.

Recall that a discrete torsion α is a 2-cocycle, i.e., α ∈ Z2(G; U (1)). For

each g ∈ G, the cocycle α defines a function γ α
g : G → U (1) by γ α

g (h) =

α(g, h)α(ghg−1, g)−1. When restricted to C(g), we recover the character used

in the last chapter, which was defined to be α(g, h)α(h, g)−1.

We can use γ α
g to define a flat complex orbifold line bundle

Lα
(g) = Yg ×γ α

g
C (4.17)

over X(g). For a dormant sector or the non-twisted sector, we always assign a

trivial line bundle. Let Lα = {Lα
(g)}.

Definition 4.29 We define the α-twisted Chen–Ruan cohomology group to be

H ∗
CR(X ;Lα) =

⊕

(g)∈T1

H ∗(|X(g)|; L
α
(g))[−2ι(g)], (4.18)

where |X(g)| is the underlying space of the twisted sector.

An obvious question is whether H ∗
CR(X ;Lα) carries a natural Poincaré pair-

ing and cup product in the same way as the untwisted cohomology H ∗
CR(X ; C).

A necessary condition is summarized in the following notion.

Definition 4.30 Suppose that X is an orbifold (almost complex or not). An

inner local system L = {L(g)}g∈T1
is an assignment of a flat complex orbifold

line bundle

L(g) → X(g)

to each sector X(g), satisfying the following four compatibility conditions:

1. L(1) is a trivial orbifold line bundle with a fixed trivialization.

2. There is a non-degenerate pairing L(g) ⊗ I ∗L(g−1) → X(1) × C = L(1).
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3. There is a multiplication

θ : e∗
1L(h1

⊗ e∗
2L(h2) → e∗

3L(h1h2)

over X(h1,h2) for (h1, h2) ∈ T2.

4. The multiplication θ is associative in the following sense. Let (h1, h2, h3) ∈

T3, and set h4 = h1h2h3. For each i, the evaluation maps ei : X(h1,h2,h3) →

X(hi ) factor through

P = (P1, P2) : X(h1,h2,h3) → X(h1,h2) × X(h1h2,h3).

Let e12 : X(h1,h2,h3) → X(h1h2). We first use P1 to define

θ : e∗
1L(h1) ⊗ e∗

2L(h2) → e∗
12L(h1h2).

Then, we can use P2 to define a product

θ : e∗
12L

∗
(h1h2) ⊗ L∗

(h3) → e∗
4L

∗
(h1h2h3)

on the pullbacks of the dual line bundles. Taking the composition, we define

θ (θ (e∗
1L(h1), e

∗
2L(h2)), e

∗
3L(h3)) : e∗

1L(h1) ⊗ e∗
2L(h2) ⊗ e∗

3L(h3) → e∗
4L

∗
(h4).

On the other hand, the evaluation maps ei also factor through

P ′ : X(h1,h2,h3) → X(h1,h2h3) × X(h2,h3).

In the same way, we can define another triple product

θ (e∗
1L(h1), θ (e∗

2L(h2), e
∗
3L(h3))) : e∗

1L(h1) ⊗ e∗
2L(h2) ⊗ e∗

3L(h3) → e∗
4L

∗
(h4).

Consequently, we require the associativity

θ (θ (e∗
1L(h1), e

∗
2L(h2)), e

∗
3L(h3)) = θ (e∗

1L(h1), θ (e∗
2L(h2), e

∗
3L(h3))).

If X is a complex orbifold, we will assume that each L(g) is holomorphic.

Definition 4.31 Given an inner local system L, we define the L-twisted Chen–

Ruan cohomology groups to be

H ∗
CR(X ;L) =

⊕

(g)

H ∗−2ι(g) (X(g); L(g)). (4.19)

Suppose that X is a closed complex orbifold and L is an inner local system.

We define L-twisted Chen–Ruan Dolbeault cohomology groups to be

H
p,q

CR (X ;L) =
⊕

(g)

H p−ι(g),q−ι(g) (X(g); L(g)). (4.20)
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One can check that the construction of the Poincaré pairing and cup product

go through without change for H ∗
CR(X ;L). Hence, we have the following two

propositions.

Proposition 4.32 Suppose that L is an inner local system. Then H ∗
CR(X ;L)

carries a Poincaré pairing and an associative cup product in the same way as

H ∗
CR(X ; C).

Proposition 4.33 If X is a Kähler orbifold, we have the Hodge decomposition

H k
CR(X ;L) =

⊕

k=p+q

H
p,q

CR (X ;L).

To obtain a product structure on cohomology twisted by a discrete torsion,

we need only prove the following theorem.

Theorem 4.34 For a discrete torsion α, the collection of line bundles Lα forms

an inner local system.

Proof As an orbifold, the inertia orbifold ⊔(g)∈T1
X(g) is the quotient of the

disjoint union of (⊔g∈πorb
1 (X )Y

g) and πorb
1 (X )-effective suborbifolds by the action

of πorb
1 (X ). We work directly on ⊔g∈πorb

1 (X )Y
g to simplify the notation [80],

since for a πorb
1 (X )-effective suborbifold Z , the line bundle is always trivial.

In this case, we denote its fiber by C1 and treat it the same as the non-twisted

sector. For a fixed point set Y g , the line bundle is a trivial bundle denoted by

Y g × Cg . Next, we want to build the pairing and product, but we must do so in

a fashion invariant under the action of πorb
1 (X ). We first describe the action of

G = πorb
1 (X ) on our line bundles. Let 1h ∈ Ch be the identity. For each g ∈ G,

we define g : Ch → Cghg−1 by g(1h) = γ α
g (h)1ghg−1 . To show that this defines

an action, we need to check that gk(1h) = g(k(1h)); this is the content of the

following lemma.

Lemma 4.35 γ α
gk(h) = γ α

g (khk−1)γ α
k (h).

Proof of Lemma 4.35 Recall that the cocycle condition for α is

α(x, y)α(xy, z) = α(x, yz)α(y, z). (4.21)

Using this, we calculate:

γ α
gk(h) = α(gk, h)α(gkhk−1g−1, gk)−1,

α(gkhk−1g−1, gk)−1 = α(gkhk−1g−1, g)−1α(gkhk−1, k)−1α(g, k),
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and

α(gkhk−1, k)−1 = α(g, kh)−1α(khk−1, k)−1α(g, khk−1).

Putting this together and applying the cocycle condition to α(gk, h), we obtain

γ α
gk(h) = α(k, h)α(gkhk−1g−1, g)−1α(khk−1, k)−1α(g, khk−1)

= γ α
g (khk−1)γ α

k (h).

�

The product Cg ⊗ Ch → C is defined by 1g · 1h = αg,h1gh. The asso-

ciativity of the product follows from the cocycle condition (4.21). Note

that the product gives 1g · 1g−1 = α(g, g−1)11. This is non-degenerate, since

α(g, g−1) ∈ U (1).

We still have to check that the product is invariant under the πorb
1 (X )-action,

i.e.,

g(1h) · g(1k) = α(h, k)g(1hk).

Using the definition of the action, this is equivalent to the formula

γ α
g (h)γ α

g (k)α(ghg−1, gkg−1) = α(h, k)γ α
g (hk),

which in turn is equivalent to the next lemma.

Lemma 4.36 We have

α(g, h)α(ghg−1, g)−1α(g, k)α(gkg−1, g)α(ghg−1, gkg−1)

= α(h, k)α(g, hk)α(ghkg−1, g)−1.

Proof of Lemma 4.36 Again, we need only calculate with the cocycle condition

(4.21):

α(g, h)α(gh, k) = α(g, hk)α(h, k),

α(ghg−1, g)−1α(g, k)α(ghg−1, gk) = α(gh, k),

and

α(ghg−1, gkg−1)α(ghg−1, gk)−1α(gkg−1, g)−1 = α(ghkg−1, g)−1.

Multiplying all three equations together, we obtain the lemma. �

Finally, dividing by the action of πorb
1 (X ), we obtain the theorem. �

Suppose that α and α′ differ by a coboundary, i.e., α′(g, h) =

α(g, h)ρ(g)ρ(h)ρ(gh)−1. Then γ α′

g = γ α
g , and furthermore, 1g → ρ(g)1g maps

the pairing and product coming from α to those of α′.
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Proposition 4.37 The inner local system Lα′

is isomorphic to Lα in the above

sense. In particular, H ∗
CR(X ;Lα′

) is isomorphic to H ∗
CR(X ;Lα).

Corollary 4.38 H 1(πorb
1 (X ); U (1)) acts on H ∗

CR(X ;Lα) by automorphisms.

One should mention that inner local systems are more general than discrete

torsion. For example, inner local systems capture all of Joyce’s desingulariza-

tions of T 6/Z4, whereas discrete torsion does not. Gerbes [103, 104] provide

another interesting approach to twisting, although we will not discuss this

here.

We conclude this chapter by revisiting our earlier calculations in the presence

of twisting.

Example 4.39 Let us reconsider (see Example 4.26) the case where X = •G is

a point with a trivial action of the finite group G. Suppose that α ∈ Z2(G; U (1))

is a discrete torsion. We want to compute H ∗
CR(X ;Lα). The twisted sector X(g)

is a point with isotropy C(g). It is obvious that H 0(X(g); L
α
g ) = 0 unless the

character γ α
g : C(g) → U (1) is trivial. Recall that a conjugacy class (g) is α-

regular if and only if γ α
g ≡ 1 on the centralizer. Hence, precisely the α-regular

classes will contribute. Therefore, the α-twisted Chen–Ruan cohomology is

generated by α-regular conjugacy classes of elements of G. This is also the

case for the center of the twisted group algebra CαG, which was defined in

Section 3.5. Working from the definitions, it is clear that the Chen–Ruan product

corresponds precisely to multiplication in the twisted group algebra. Therefore,

as a ring H ∗
CR(X ;Lα) is isomorphic to Z(CαG).

Example 4.40 Suppose that G ⊂ SL(n, C) is a finite subgroup. Then, Cn/G

is an orbifold (see Example 4.27). Suppose that α ∈ Z2(G; U (1)) is a discrete

torsion. For any g ∈ G, the fixed-point set (Cn)g is a vector subspace, andX(g) =

(Cn)g/ C(g). By definition, Lα
(g) = (Cn)g ×γ α

g
C. Therefore, H ∗(X(g); L

α
(g)) is

the subspace of H ∗((Cn)g; C) invariant under the twisted action of C(g):

h ◦ β = γ α
g (h)h∗β

for any h ∈ C(g) and β ∈ H ∗((Cn)g; C). However, H i((Cn)g; C) = 0 for i ≥ 1.

Moreover, if γ α
g is non-trivial, H 0(X(g); L

α
(g)) = 0. Therefore, H

p,q

CR (X ;Lα) = 0

for p �= q and H
p,p

CR (X ;Lα) is a vector space generated by the conjugacy

classes of α-regular elements g with ι(g) = p. Consequently, we have a natural

decomposition

H ∗
CR(X ;Lα) = Z(CαG) =

∑

p

Hp, (4.22)
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where Hp is generated by the conjugacy classes of α-regular elements g with

ι(g) = p. The ring structure is also easy to describe. For each α-regular g,

let x(g) be the generator corresponding to the degree zero cohomology class

of the twisted sector X(g). The cup product is then exactly the same as in

the untwisted case, except that we replace conjugacy classes by α-conjugacy

classes, and multiplication in the group algebra by multiplication in the twisted

group algebra.



5

Calculating Chen–Ruan cohomology

From the construction of Chen–Ruan cohomology, it is clear that the only non-

topological datum is the obstruction bundle. This phenomenon is also reflected

in calculations. That is, it is fairly easy to compute Chen–Ruan cohomology

so long as there is no contribution from the obstruction bundle, but when

the obstruction bundle does contribute, the calculation becomes more subtle.

In such situations it is necessary to develop new technology. During the last

several years, many efforts have been made to perform such calculations. So far,

major success has been achieved in two special cases: abelian orbifolds (such

as toric varieties) and symmetric products. For both these sorts of orbifolds, we

have elegant – and yet very different – solutions.

5.1 Abelian orbifolds

An orbifold is abelian if and only if each local group Gx is an abelian group.

Abelian orbifolds constitute a large class of orbifolds, and include toric varieties

and complete intersections of toric varieties. Such orbifolds were the first

class of examples to be studied extensively. Immediately after Chen and Ruan

introduced their cohomology, Poddar [123] identified the twisted sectors of toric

varieties and their complete intersections. There followed a series of works on

abelian orbifolds by Borisov and Mavlyutov [28], Park and Poddar [122], Jiang

[74], and Borisov, Chen, and Smith [26]. Chen and Hu [35] introduced an

elegant de Rham model for abelian orbifolds that enabled them to compute

the Chen–Ruan cohomology of such orbifolds routinely. They then applied

this de Rham model to such problems as Kirwan surjectivity and wall-crossing

formulae. Here, we will present their de Rham model, closely following their

exposition. We refer the reader to their paper for the applications.
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5.1.1 The de Rham model

Recall that the inertia orbifold ∧G is a suborbifold of G via the embedding e :

∧G → G, where on the objects (∧G)0 = {g ∈ G1 | s(g) = t(g)} the embedding

is given by e(g) = s(g) = t(g). We can consider e∗T G and the normal bundle

N∧G|G . Let g ∈ ∧G0. Then g acts on the fiber e∗TxG0, where x = s(g) = t(g).

We decompose e∗TxG0 =
⊕

j Ej as a direct sum of eigenspaces, where Ej

has eigenvalue e2πi
mj

m (m the order of g), and we order the indices so that

mi ≤ mj if i ≤ j . Incidentally, ι(g) =
∑

mj/m is the degree shifting number.

Suppose that v ∈ G1 is an arrow with s(v) = x. Then, viewed as an arrow in

(∧G)1, v connects g with vgv−1. The differential of the local diffeomorphism

associated to v maps (Ej )g to an eigenspace with the same eigenvalue. When

the eigenvalues have multiplicity greater than 1, this map might not preserve the

splitting into one-dimensional eigenspaces. To simplify notation, we assume

that it does preserve the splitting for each v. In that case, the Ej form a line

bundle over ∧G for each j . The arguments of this section can be extended to

the general case without much extra difficulty. In the first step of our calculation,

we wish to formally construct a Thom form using fractional powers of the Thom

forms θj of the Ej . The result should be compactly supported in a tubular

neighborhood of ∧G.

Definition 5.1 Suppose that G(g) is a twisted sector. The twisted factor t(g) of

G(g) is defined to be the formal product

t(g) =

m
∏

j=1

θ
mj

m

j .

Here, we use the convention that θ0
j = 1 for any j , and that θ1

j is the ordinary

Thom form of the bundle Ej . Furthermore, we define deg(t(g)) = 2ι(g). For

any (invariant) form ω ∈ �∗(G(g)), the formal product ωt(g) is called a twisted

form (or formal form) associated with G(g).

We define the de Rham complex of twisted forms by setting

�
p

CR(G) =

{

ω1t(g1) + · · · + ωkt(gk) |
∑

i

deg(ωi) deg(t(gi)) = p

}

.

The coboundary operator d is given by the formula

d(ωi t(gi)) = d(ωi)t(gi).

It is easy to check that {�∗
CR(G), d} is a chain complex; somewhat provoca-

tively, we denote its cohomology in the same way as Chen–Ruan cohomology:

H ∗({�∗
CR(G), d}) = H ∗

CR(G; R).
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Note that there are homomorphisms

i(g) : H ∗(G(g); R) → H
∗+2ι(g)

CR (G; R).

Summing over the sectors, we obtain an additive isomorphism between the

Chen–Ruan cohomology groups as defined in the last chapter and the coho-

mology of �∗
CR(G). Define the wedge product formally by setting

ω1t(g1) ∧ ω2t(g2) = ω1 ∧ ω2t(g1)t(g2).

Making sense of this formal definition requires the following key lemma.

Lemma 5.2 ω1 ∧ ω2t(g1)t(g2) can be naturally identified with an element of

�∗
CR(G).

Proof Consider the orbifold intersection of G(g1) and G(g2). This was defined

to be the fibered product G(g1) e×e G(g2). Such intersections are possibly dis-

connected, and sit inside G2 = ∧G e×e ∧G. The latter has components of the

form G(h1,h2); the components corresponding to our intersection are labeled

by those equivalence classes of pairs (h1, h2) such that hi is in the equiva-

lence class (gi) for i = 1, 2. Note that although all local groups are abelian

(and so conjugacy classes are singletons), the equivalence classes (gi) and

(h1, h2) could still contain multiple elements if the orbifold G is not simply

connected.

We have embeddings e1, e2 : G2 → ∧G. Let G2
(h1,h2) be a component of the

intersection. The obvious map e12 : G2
(h1,h2) → G(h1h2) is also an embedding.

Now we use the fact that the subgroup generated by h1 and h2 is abelian in

order to simultaneously diagonalize their actions. The normal bundle NG2
(h1 ,h2)|G

splits as

NG2
(h1 ,h2)|G

= NG2
(h1 ,h2)|G(h1)

⊕ NG2
(h1 ,h2)|G(h2)

⊕ NG2
(h1 ,h2)|G(h1h2)

⊕ N ′,

for some complement N ′. Of course, G(hi ) = G(gi ) for i = 1, 2 by assumption.

Let h3 = h1h2. We further decompose each of the normal bundles into eigen-

bundles:

NG2
(h1 ,h2)|G(hi )

=

ki⊕

j=1

Lij

for i ∈ {1, 2, 3}, and

N ′ =

k
⊕

j=1

L′
j .
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The splitting of the normal bundles NG(gi )|G we considered earlier restricts to

G2
(h1,h2) in a manner compatible with this new splitting. For example,

(NG(g1)|G)|G2
(h1,h2)

= NG2
(h1 ,h2)|G(h2)

⊕ NG2
(h1 ,h2)|G(h3)

⊕ N ′

=

⎛

⎝

k2⊕

j=1

L2j

⎞

⎠⊕

⎛

⎝

k3⊕

j=1

L3j

⎞

⎠⊕

⎛

⎝

k
⊕

j=1

L′
j

⎞

⎠ .

It follows that, near G2
(h1,h2),

t(g1) = t2(h1)t3(h1)t ′(h1),

where, for instance, t2(h1) is defined as an appropriate formal product of Thom

forms for the eigenbundles of NG2
(h1 ,h2)

| G(h2). Similarly,

t(g2) = t1(h2)t3(h2)t ′(h2) and t(h3) = t1(h3)t2(h3)t ′(h3).

We are led to consider the formal equation

t(h1)t(h2)

t(h3)
=

t2(h1)t1(h2)

t1(h3)t2(h3)
t3(h1)t3(h2)

t ′(h1)t ′(h2)

t ′(h3)
. (5.1)

Chen and Hu [35] note several interesting things about these expressions.

1. Recall that h3 = h1h2. It not hard to see that the first fraction simplifies to 1

when restricted to G2
(h1,h2).

2. The term t3(h1)t3(h2) formally corresponds to the Thom form of NG2
(h1 ,h2)|G(h3)

.

Thus, we “upgrade” it from a formal form to an ordinary differential form.

3. Finally, to understand the term t ′(h1)t ′(h2)/t ′(h3), we consider each L′
j

separately. If hi acts on L′
j as multiplication by e2πiμij and the Thom form

of L′
j is [θ ′

j ], then the exponent of [θ ′
j ] in t(hi) is μij . As h3 = h1h2, the

sum μ1j + μ2j is either μ3j or μ3j + 1. We conclude that

[θ ′
j ]μ1j [θ ′

j ]μ2j

[θ ′
j ]μ3j

=

{

1 if μ1j + μ2j = μ3j ,

[θ ′
j ], if μ1j + μ2j = μ3j + 1.

In either case, the right hand side of the equation can be upgraded to an

ordinary differential form when restricted to G2
(h1,h2). Let

�(h1,h2) =
t ′(h1)t ′(h2)

t ′(h3)

∣
∣
∣
∣
G2

(h1 ,h2)

be this restriction. Then in fact we have [�(h1,h2)] = e(E′
(h1,h2)), where

E′
(h1,h2) =

⊕

θ1j +θ2j =θ3j +1

L′
j . (5.2)



5.1 Abelian orbifolds 109

It follows that near G2
(h1,h2)

ω1 ∧ ω2t(g1)t(g2) =
(

e∗
1ω1 ∧ e∗

2ω2 ∧ �(h1,h2) ∧ t3(h1)t3(h2)
)

t(h3) (5.3)

is a twisted form associated with G(h3). By summing up over all the components

of the intersection G(g1) e×e G(g2), we obtain ω1t(g1) ∧ ω2t(g2) as an element

of �∗
CR(G). In fact, we can say more:

d(ω1t(g1) ∧ ω2t(g2)) = d(ω1t(g1)) ∧ ω2t(g2)

+ (−1)deg(ω1) deg(ω2)ω1t(g1) ∧ d(ω2t(g2)).

�

This key lemma implies the following corollary.

Corollary 5.3 The operation ∧ induces an associative ring structure on

H ∗({�∗
CR(G), d}) = H ∗

CR(G; R).

We can extend integration to twisted forms ωt(g) by setting
∫

G
ωt(g) = 0

unless t(g) is a Thom form. In the latter case, we use the ordinary integration

introduced previously. To demonstrate the power of this setup, let us check

Poincaré duality. Define the Poincaré pairing on twisted forms by

〈ω1t(g1), ω2t(g2)〉 =

∫

G

ω1t(g1) ∧ ω2t(g2).

Note that over each component G2
(g1,g2), the product t(g1)t(g2) is strictly formal

unless g2 = g−1
1 . Moreover, t(g)t(g−1) is the ordinary Thom form of NG(g,g−1)|G

.

Hence, using equation (5.3), the only non-zero term is

〈ω1t(g), ω2t(g
−1)〉 =

∫

G

ω1t(g) ∧ ω2t(g
−1) =

∫

G2

(g,g−1)

e∗
1ω1 ∧ e∗

2ω2

=

∫

G(g)

ω1 ∧ I ∗ω2,

in agreement with our earlier definition in Section 4.2.

Next, we show that the ring structure on H ∗
CR(G) induced by the wedge

product is the same as the Chen–Ruan product we defined before. Recall that

we have identified M3(G) as the disjoint union of the 3-sectors G3
(g1,g2,g3) such

that g1g2g3 = 1. Let (g) = (g1, g2, g3) with g1g2g3 = 1. Since g3 is determined,

we can identify G3
(g) with G2

(g1,g2).

Theorem 5.4 Under the above identification, the obstruction bundle E(g) (as

defined in Section 4.2) corresponds to E′
(g1,g2) (defined as in equation (5.2)).
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Proof Let y ∈ G3
(g). By our abelian assumption, the matrices representing the

actions of the elements in the subgroup 〈g〉 can be simultaneously diagonalized.

We make a decomposition:

TyG = TyG
3
(g) ⊕ (NG3

(g)|G
)y = TyG

3
(g) ⊕

m
⊕

j=1

(Ej )y .

With respect to this decomposition, we have gi acting as

diag(1, . . . , 1, e2πiθi1 , . . . , e2πiθim ),

where θij ∈ Q ∩ [0, 1) and i = 1, 2, 3.

The fiber of E(g) at y is then

(E(g))y = (H 0,1(�) ⊗ TyG)〈g〉

= (H 0,1(�) ⊗ TyG
3
(g))

〈g〉 ⊕

m
⊕

j=1

(H 0,1(�) ⊗ (Ej )y)〈g〉

= H 1(S2, φ∗(TyG
3
(g))

〈g〉) ⊕

m
⊕

j=1

H 1(S2, φ∗((Ej )y)〈g〉),

where φ : � → S2 is the branched covering and φ∗ is the pushforward of

constant sheaves. Let V be a 〈g〉-vector space of (complex) rank v and let

mi,j ∈ Z ∩ [0, ri) be the weights of the action of gi on V , where ri is the order

of gi . Applying the index formula (Proposition 4.2.2 in [37]) to (φ∗(V ))〈g〉, we

have

χ = v −

3
∑

i=1

v
∑

j=1

mi,j

ri

.

Here, we used the fact that c1(φ∗(V )) = 0 for a constant sheaf V . Note that if

the 〈g〉-action is trivial on V , then χ = v. For V = (Ej )y , we see that v = 1,

and mi,1/ri is just θij .

From this setup, we draw the following two conclusions:

1. (H 0,1(�) ⊗ TyG
3
(g))

〈g〉 = 0, and

2. (H 0,1(�) ⊗ (Ej )y)〈g〉 is non-trivial (⇒ rank one) ⇐⇒
∑3

i=1 θij = 2. (Note

that this sum is either 1 or 2.) Moreover, it is clear that

(H 0,1(�) ⊗ (Ej )y)〈g〉 ∼= (Ej )y .
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It follows that

E(g) =
⊕

∑3
i=1 θij =2

Ej = E′
(g1,g2). (5.4)

�

It remains to show that the two product structures on H ∗
CR(G; R) are one and

the same.

Theorem 5.5 (H ∗
CR(G; R),∪) ∼= (H ∗

CR(G; R),∧) as rings.

Proof Let α, β, and γ be classes from sectors G(g1), G(g2), and G(g3), respectively.

We want to show that

〈α ∪ β, γ 〉 =

∫

G

i(g1)(α) ∧ i(g2)(β) ∧ i(g3)(γ ).

The right hand side is

∫

G

i(g1)(α)i(g2)(β)i(g3)(γ ) =

∫

G

αβγ

3
∏

i=1

t(gi)

=

∫

G

αβγ

m
∏

j=1

[θj ]
∑3

i=1 μij

=

∫

G

αβγ�G3
(g)

m
∏

j=1

[θj ]
∑3

i=1 μij −1

=

∫

G3
(g)

e∗
1(α)e∗

2(β)e∗
3(γ )�(g1,g2)

=

∫

G3
(g)

e∗
1(α)e∗

2(β)e∗
3(γ ) e(E(g)).

Here �G3
(g)

is the Thom form of G3
(g) in G. Together with Poincaré duality, this

calculation implies that the two products coincide. �

5.1.2 Examples

Now we will use the de Rham model to compute two examples. In both

cases, the obstruction bundle contributes non-trivially. These examples were

first computed by Jiang [74] and Park and Poddar [122] using much more

complicated methods. The de Rham model, on the other hand, requires only a

rather elementary computation.
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Example 5.6 (Weighted projective space) Let X = WP(a0, . . . , an) be the

weighted projective space of Example 1.15. This was defined as a quotient of

S2n+1 by S1. When the positive integers ai have no common factor, it forms an

effective complex orbifold. Note that we can also present WP(a0, . . . , an) as

WP(V, ρ) = (V \ {0}) /ρ,

where V = Cn+1 and ρ : C∗ → (C∗)n+1 ⊂ GL(n + 1, C) is the representation

λ �→ diag(λa0 , . . . , λan ).

The twisted sectors of X , which are themselves weighted projective spaces

of smaller dimensions, are labeled by (torsion) elements of S1. More precisely,

each λ ∈ S1 gives a decomposition V = V λ ⊕ V λ
⊥, where V λ is the subspace

of V fixed by λ and V λ
⊥ is the direct sum of the other eigenspaces. If V λ �=

{0}, we let ρλ denote the restriction of the C∗-action to V λ. Then the pair

(WP(V λ, ρλ), λ) gives the twisted sector X(λ). Thus, as a group, the Chen–

Ruan cohomology is

H ∗
CR(WP(V, ρ)) =

⊕

λ∈S1

V λ �={0}

H ∗(WP(V λ, ρλ)).

To determine the degree shifting and the Chen–Ruan cup product, we only have

to find the twisted factors.

Let I ⊂ {0, . . . , n}. Then VI = {(z0, . . . , zn) | zi = 0 for i ∈ I } are invari-

ant subspaces of V ; we denote the restricted action by ρI . We abbreviate {i}

as i in the subscripts. Let WP(Vi, ρi) be the corresponding codimension one

subspace, and let ξi ∈ H 2(X ) denote its Thom class. Then ξi equals the Chern

class of the line bundle defined by WP(Vi, ρi). The relations among the various

ξi are ajξi = aiξj , given by meromorphic functions of the form z
aj

i /z
ai

j for all

pairs i, j . Set y = ξi/ai . One sees that H ∗(X ), the ordinary cohomology ring,

is generated by the elements y, subject to the relations yn+1 = 0. Carrying out

the same argument for each X(λ) = (WP(V λ, ρλ), λ) of dimension at least one,

we get generators

yλ =
ξi |X(λ)

ai

for the ordinary cohomology ring of X(λ), where the ith coordinate line is

contained in V λ. For point sectors X(λ), we simply let yλ = 1, the generator of

H 0(X(λ)).

Suppose that V λ = VI . In this case, the twisted factor for X(λ) can be written

as

t(λ) =
∏

i∈I

ξ
1

2π
Arg(λai )

i .
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Instead of using this twisted factor, we introduce a multiple of it which simplifies

the notation:

t ′(λ) =
∏

i∈I

(
ξi

ai

) 1
2π

Arg(λai )

. (5.5)

When V λ = {0} we write t ′(λ) = (1)
1

2π
Arg(λ), and define it to be λ. Note that

although the terms in the product (5.5) have the same base y = (ξi/ai), it would

be inappropriate at this stage to simply add up the exponents. For one thing,

we want to keep in mind the splitting of the normal bundle into line bundles;

besides that, each factor is in fact a compactly supported form on a different

line bundle. The formal product really means that we should pull back to the

direct sum and then take the wedge product.

Now, the (scaled) twisted form corresponding to (yλ)k is (yλ)kt ′(λ) =

ykt ′(λ) ∈ H ∗
CR(X ). Let λ1 and λ2 ∈ S1 with λ3 = λ1λ2. Then

yk1 t ′(λ1) ∧ yk2 t ′(λ2) = yk3 t ′(λ3),

where the terms in t ′(λ1) and t ′(λ2) combine by adding exponents with the same

base (ξi/di), and in t ′(λ3) we retain only the terms of the form (ξi/di)
�, where

� is the fractional part of the exponent. Of course, when yk3 = 0 ∈ H ∗(X(λ3)),

the product is zero.

To put it more combinatorially, we write the cohomology ring of

WP(a0, . . . , an) as

C[Y0, . . . , Yn]/(Yi − Yj , p | deg p > n),

where Yi = ξi/ai and p runs over all monomials in the Yi . Then, representing

the classes in H ∗
CR(X ) by twisted forms, we have

H ∗
CR(X ) =

{

∏

i /∈I

Yi

∏

i∈I

Y
1

2π
Arg(λdi )

i

∣
∣
∣
∣
V λ =VI as before, for λ ∈ S1 and I ⊂ {0, . . . , n}

}

/

∼,

where the product is given by multiplication of monomials modulo the obvious

relations for vanishing (given in the last sentence of the previous paragraph);

besides these relations, we also mod out by the ideal generated by differences

Yi − Yj .

Remark 5.7 If the weighted projective space is given by fans and so on, the

computation above coincides with the formula given by Borisov, Chen, and

Smith [26] for general toric Deligne–Mumford stacks.
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Example 5.8 (Mirror quintic orbifolds) We next consider the mirror quintic

orbifold Y , which is defined as a generic member of the anti-canonical linear

system in the following quotient of CP 4 by (Z/5Z)3:

[z1 : z2 : z3 : z4 : z5] ∼ [ξ a1z1 : ξ a2z2 : ξ a3z3 : ξ a4z4 : ξ a5z5],

where
∑

ai = 0 mod 5 and ξ = e
2πi

5 . Concretely, we obtain Y as the quotient

of a quintic of the form

Q = {z5
1 + z5

2 + z5
3 + z5

4 + z5
5 + ψz1z2z3z4z5 = 0}

under the (Z/5Z)3-action, where ψ5 �= −55 (cf. Example 1.12).

The computation for the mirror quintic was first done in [122]. The ordinary

cup product on Y is computed in [122, §6], and we refer the reader there for

details. We also consult [122, §5] for the description of the twisted sectors of

Y . These are either points or curves. The main simplification in applying the

de Rham method lies in computing the contributions from the twisted sectors

that are curves. Let Y(g) be a 3-sector which is an orbifold curve, where as

usual (g) = (g1, g2, g3). Such a curve only occurs as the intersection of Y

with some two-dimensional subvariety of X = CP 4/(Z/5Z)3 invariant under

the Hamiltonian torus action. It follows that the isotropy group for a generic

point in Y(g) must be G ∼= Z/5Z, and we have gi ∈ G. Furthermore, under the

evaluation maps to Y , the sectors Y(gi ) and Y(g) have the same image, which we

denote by Y(G).

Using the de Rham model, we note that the formal maps

i(gi ) : H ∗(Y(gi )) → H
∗+ι(gi )

CR (Y),

all factor through a tubular neighborhood of Y(G) in Y . Since Y is a Calabi–

Yau orbifold, the degree shift ι(gi ) is always a non-negative integer. In

particular, if gi �= id ∈ G, we must have ι(gi ) = 1. Let αi ∈ H ∗(Y(gi )). We con-

sider the Chen–Ruan cup product α1 ∪ α2. It suffices to evaluate the non-zero

pairings

〈α1 ∪ α2, α3〉 =

∫

Y

3
∧

i=1

i(gi )(αi) �= 0.

When g3 = id, we see that the Chen–Ruan cup product reduces to (ordinary)

Poincaré duality. When gi �= id for i = 1, 2, 3, then by directly checking de-

grees we find that αi ∈ H 0(Y(gi )) for all i, and the wedge product is a multiple

of the product of the twist factors t(gi) = [θ1]μi1 [θ2]μi2 . Here the [θj ] are the

Thom classes of the line bundle factors of the normal bundle. Without loss of

generality, suppose αi = 1(gi ). Since gi �= id by assumption, we have μij > 0
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for all i, j . Thus,

∫

Y

3
∧

i=1

i(gi )(1(gi )) =

∫

Y(G)

c⋄,

where c⋄ stands for the Chern class corresponding to either [θ1] or [θ2]

(they are equal). Let X2 be the two-dimensional invariant subvariety of

X = CP 4/(Z/5Z)3 such that Y ∩ X2 = Y(G). Then there are two invariant

three-dimensional subvarieties X3,1 and X3,2 containing X2. LetYj = Y ∩ X3,j

for j = 1, 2. Then c⋄ above is simply the Chern class cj of the normal bundle

of Y(G) in Yj (for either value of j ). To finish the computation, we note that

the whole local picture can be lifted to Q ⊂ CP 4, where the Chern classes

corresponding to cj obviously integrate to 5. Quotienting by (Z/5Z)3, we

obtain
∫

Y(G)

c⋄ =
5

125
=

1

25
.

5.2 Symmetric products

Let Sn be the symmetric group on n letters, and let X be a manifold. Then Sn

acts on Xn by permuting factors. The global quotient Xn/Sn is called the nth

symmetric product of X. We first considered this orbifold in Example 1.13.

When X is a complex manifold, Xn/Sn is complex as well. An important

particular case occurs when X is an algebraic surface. In this case, there is a

famous crepant resolution given by the Hilbert scheme X[n] of points of the

algebraic surface:

X[n] → Xn/Sn.

The topology of X[n] and Xn/Sn and their relation to each other have been

interesting questions in algebraic geometry that have undergone intensive study

since the 1990s. The result is a beautiful story involving algebraic geometry,

topology, algebra, and representation theory. Although a discussion of the

Hilbert scheme of points is beyond the scope of this book, we will present

the symmetric product side of the story in this chapter, along with extensive

references at the end of the book for the interested reader. The central theme

is that the direct sum of the cohomologies of all the symmetric products of X

is an irreducible representation of a super Heisenberg algebra. Throughout the

remainder of this chapter, we will understand all coefficients to be complex

unless stated otherwise.
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5.2.1 The Heisenberg algebra action

Let H be a finite-dimensional complex super vector space. That is, H =

Heven ⊕ Hodd is a complex vector space together with a chosen Z/2Z-grading.

Assume also that H comes equipped with a super inner product 〈 , 〉. For

instance, H could be the cohomology of a manifold, and the inner product could

be the Poincaré pairing. For any homogeneous element α ∈ H , we denote its

degree by |α|, so |α| = 0 if α ∈ Heven and |α| = 1 for α ∈ Hodd.

Definition 5.9 The super Heisenberg algebra associated to H is the super

Lie algebra A(H ) with generators pl(α) for each non-zero integer l and each

α ∈ H , along with a central element c. These are subject to the following

relations. First, the generators pl(α) are linear in α, and for homogeneous α we

let pl(α) have degree |α|. Second, the super Lie bracket must satisfy

[pl(α), pm(β)] = lδl+m,0〈α, β〉c. (5.6)

The pl(α) are called annihilation operators when l > 0, and creation op-

erators when l < 0. If H odd is trivial, then H is just a vector space, and we

obtain an ordinary Lie algebra instead of a super Lie algebra. The classical

Heisenberg algebra is the algebra obtained when H is the trivial super vector

space.

We digress briefly to discuss some representations of these Heisenberg alge-

bras (see [78]). Let F =
⊕

n∈Z>0
Hn with each Hn = H , and let Sym(F ) be the

supersymmetric algebra on F . That is, Sym(F ) is the quotient of the tensor alge-

bra on F by the ideal generated by elements of the form a ⊗ b − (−1)|a||b|b ⊗ a.

This is naturally a supercommutative superalgebra. If we choose bases {αi} and

{βi} (i = 1, . . . , k) of H that are dual with respect to the pairing:

〈βi, αj 〉 = δi,j ,

then Sym(F ) may be identified with a polynomial algebra in the variables xαi
n ,

where n ∈ Z>0 and the variables indexed by odd basis elements anticommute

with each other. We define a representation of the super Heisenberg algebra

A(H ) on Sym(F ) as follows. Let the central element c act as the identity

endomorphism. For l > 0 and p ∈ Sym(F ) a polynomial, let

pl(α)p = l
∑

j

〈α, αj 〉
∂p

∂x
αj

l

,

and

p−l(α)p =
∑

j

〈βj , α〉x
αj

l p.
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The reader may check that this defines a homomorphism of super Lie al-

gebras from A(H ) to the super Lie algebra End(Sym(F )). The constant poly-

nomial 1 has the property pl(α)(1) = 0 for any l > 0; in other words, it is

annihilated by all the annihilation operators. Any vector with this property is

called a highest weight vector. A highest weight vector is also often referred to

as a vacuum vector (or simply a vacuum). A representation of the Heisenberg

algebra is called a highest weight representation if it contains a highest weight

vector. A well-known result states that an irreducible highest weight represen-

tation of A(H ) is unique up to isomorphism, the essential idea being that any

such representation is generated by a unique highest weight vector. In such

cases, we use |0〉 to denote the highest weight vector.

Let us recall how the Chen–Ruan cohomology ring from Chapter 4 works

in the case of a global quotient. Let M be a complex manifold with a smooth

action of the finite group G. We consider the space

⊔

g∈G

Mg = {(g, x) ∈ G × M | gx = x}.

G acts on this space by h · (g, x) = (hgh−1, hx). The inertia orbifold is then

∧(M/G) = (
⊔

g∈G Mg)/G. As a vector space, H ∗(M,G) is the cohomology

group of
⊔

g∈G Mg with complex coefficients (see the remarks on page 91

for more details). The vector space H ∗(M,G) has a natural induced G ac-

tion, denoted by adh : H ∗(Mg) → H ∗(Mh−1gh) for each h ∈ G. As a vector

space, the Chen–Ruan cohomology group H ∗
CR(M/G) is the G-invariant part

of H ∗(M,G), and is isomorphic to

⊕

(g)∈G∗

H ∗(Mg/ C(g)),

where G∗ denotes the set of conjugacy classes of G, and C(g) = CG(g) denotes

the centralizer of g in G.

For the identity element 1 ∈ G, we have H ∗(M1/Z(1)) ∼= H ∗(M/G). Thus

we can regard any α ∈ H ∗(M/G) as an element of H ∗
CR(M/G). Also, given

a =
∑

g∈G agg in the group algebra CG (resp. (CG)G), we may regard a as an

element in H ∗(M,G) (resp. H ∗
CR(M/G)), whose component in each H ∗(Mg)

is ag · 1Mg ∈ H 0(Mg) (see Section 4.4).

If K is a subgroup of G, then we can define a restriction map from H ∗(M,G)

to H ∗(M,K) by projecting to the subspace
⊕

g∈K H ∗(Mg). Restricted to the

G-invariant part of H ∗(M,G), this naturally induces a degree-preserving linear

map

ResG
K : H ∗

CR(M/G) → H ∗
CR(M/K).
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Dually, we define the induction map

IndG
K : H ∗(M,K) → H ∗

CR(M/G)

by sending α ∈ H ∗(Mh) for h ∈ K to

IndG
K (α) =

1

|K|

∑

g∈G

adg(α).

Note that IndG
K (α) is automatically G-invariant. Again, by restricting to the

invariant part of the domain, we obtain a degree-preserving linear map

IndG
K : H ∗

CR(M/K) → H ∗
CR(M/G).

We often write the restriction (induction) maps as ResK or Res (IndG or Ind)

when the groups involved are clear from the context. Suppose that we have

a chain of subgroups H ⊆ K ⊆ L. Then on the Chen–Ruan cohomology, we

have

IndL
K IndK

H = IndL
H , and ResK

H ResL
K = ResL

H .

When dealing with restrictions and inductions of modules, Mackey’s De-

composition Theorem provides a useful tool, see Theorem 2.9 on page 85 in

[53]. Although our restrictions and inductions are not the usual ones, we can

still prove a similar decomposition result.

Lemma 5.10 Suppose we have two subgroups H and L of a finite group Ŵ.

Fix a set S of representative elements in the double cosets H\Ŵ/L. Let Ls =

s−1Hs ∩ L and Hs = sLss
−1 ⊆ H . Then, on the Chen–Ruan cohomology,

ResL IndŴ
H =

∑

s∈S

IndL
Ls

ads ResH
Hs

,

where ads : H ∗
CR(M/Hs)

∼=
→ H ∗

CR(M/Ls) is the isomorphism induced by ads :

H ∗(M,Ŵ) → H ∗(M,Ŵ).

Proof First, fix α ∈ H ∗(Mg). Then

ResL IndŴ
H (α) =

1

|H |

∑

s−1gs∈L

ads(α).

This can be rewritten as

ResL IndŴ
H =

1

|H |

∑

s∈Ŵ

ads ResH
Hs

.

Since the kernel of the H × L action on the double cosets L\Ŵ/H is given by

the equation hs = sl, i.e., s−1hs = l, we see that this kernel can be identified
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with the group Ls . This means that

ResL IndŴ
H =

1

|H |

1

|Ls |

∑

s∈S

∑

h∈H

∑

l∈L

adhsl ResH
Hhsl

.

Now for each α ∈ H ∗(M,Ŵ), let

α(H, s, L) = IndL
Ls

Ress−1Hs
Ls

ads α.

Then if we replace s by another double coset representative hsl ∈ HsL, a

calculation from definitions shows that α(H,hsl, L) = adh(α)(H, s, L). Con-

sequently, one finds that

ResL IndŴ
H =

∑

s∈S

1

|Ls |

∑

l∈L

adl

1

|H |

∑

h∈H

adhs ResH
H

hHsh−1

=
∑

s∈S

IndL
Ls

1

|H |

∑

h∈H

ads adh ResH
Hhs

=
∑

s∈S

IndL
Ls

ads ResH
Hs

1

|H |

∑

h∈H

adh .

But if we apply this to α ∈ H ∗
CR(M/Ŵ), the last operator (1/|H |)

∑

h∈H adh =

IndH
H is the identity, and the lemma is proved. �

We are now ready to consider symmetric products. Fix a closed complex

manifold X of even complex dimension d. Our main objects of study are the

Chen–Ruan cohomology rings H ∗
CR(Xn/Sn). We write

H =

∞
⊕

n=0

H ∗
CR(Xn/Sn; C),

where we use the convention that X0/S0 is a point.

For each n, we introduce a linear map

ωn : H ∗(X) → H ∗
CR(Xn/Sn),

defined as follows. First, recall that the n-cycles make up a conjugacy class in

Sn; there are (n − 1)! such cycles. For each n-cycle σn, the fixed-point set (Xn)σn

is the diagonal copy of X, so we have an isomorphism H ∗((Xn)σn) ∼= H ∗(X).

Given α ∈ H r (X), we let ωn(α) ∈ H
r+d(n−1)
CR (Xn/Sn) be the sum of the (n − 1)!

elements associated to nα under these isomorphisms as σn runs over the set of

n-cycles. The reader should check that the degree shift is indeed d(n − 1) (see

also the discussion on page 124). We define a second linear map,

chn : H ∗
CR(Xn/Sn) → H ∗(X),
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to be 1/(n − 1)! times the sum of the compositions

H ∗
CR(Xn/Sn) → H ∗((Xn)σn)

∼=
→ H ∗(X),

as σn runs over the n-cycles, where the first map is the projection. In particular,

chn(ωn(α)) = nα.

LetA(H ∗(X)) be the super Heisenberg algebra associated to the cohomology

of X and its Poincaré pairing. We wish to define a representation of A(H ∗(X))

on H. As usual, we let the central element c act as the identity endomorphism

IdH. Let α ∈ H ∗(X), and let n > 0. We let the creation operator p−n(α) act as

the endomorphism given by the composition

H ∗
CR(Xk/Sk)

ωn(α)⊗ ·
−→ H ∗

CR(Xn/Sn)
⊗

H ∗
CR(Xk/Sk)

∼=
−→ H ∗

CR(Xn+k/(Sn × Sk))
Ind

−→ H ∗
CR(Xn+k/Sn+k),

for each k ≥ 0, where the second map is the Künneth isomorphism. Similarly,

we let the annihilation operator pn(α) act as the endomorphism given by

H ∗
CR(Xn+k/Sn+k)

Res
−→ H ∗

CR(Xn+k/(Sn × Sk))

∼=
−→ H ∗

CR(Xn/Sn)
⊗

H ∗
CR(Xk/Sk)

chn
−→ H ∗(X)

⊗

H ∗
CR(Xk/Sk)

〈α,·〉⊗id
−→ H ∗

CR(Xk/Sk)

for each k ≥ 0; we let pn(α) act as the zero operator on H ∗(Xi/Si) for i < n.

In particular,

p−1(α)(y) =
1

(n − 1)!

∑

g∈Sn

adg(α ⊗ y) (5.7)

for y ∈ H ∗
CR(Xn−1/Sn−1).

Theorem 5.11 Under the associations given above,H is an irreducible highest

weight representation of the super Heisenberg algebra A(H ∗(X)) with vacuum

vector |0〉 = 1 ∈ H ∗
CR(X0/S0) ∼= C.

Proof It is easy to check that

[pn(α), pm(β)] = 0

for n,m > 0 or n,m < 0; we leave it to the reader. Consider instead the case

[pm(β), p−n(α)] for n,m > 0. To simplify signs, we assume that all cohomology

classes involved have even degrees. By Lemma 5.10, for κ ∈ H ∗
CR(Xk/Sk) we
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have

ResSm×Sl
Ind

Sn+k

Sn×Sk
(ωn(α) ⊗ κ) =

∑

s∈S

Ind
Sl×Sm

Ls
ads Res

Sn×Sk

Hs
(ωn(α) ⊗ κ),

where S is again a set of double coset representatives and n + k = l + m.

It is well known that the set of double cosets S = (Sl × Sm)\Sn+k/(Sn × Sk)

is parameterized by the set M of 2 × 2 matrices

(

a11 a12

a21 a22

)

aij ∈ Z,

satisfying

a11 + a12 = n, a21 + a22 = k,

a11 + a21 = m, a12 + a22 = l.

Then,

ResSm×Sl
Ind

Sn+k

Sn×Sk
(ωn(α) ⊗ κ)

=
∑

A∈M

Ind
Sl×Sm

Sa11
×Sa21

×Sa12
×Sa22

Res
Sn×Sk

Sa11
×Sa12

×Sa21
×Sa22

(ωn(α) ⊗ κ)

=
∑

A∈M

Ind
Sl×Sm

Sa11
×Sa21

×Sa12
×Sa22

(

Res
Sn

Sa11
×Sa12

(ωn(α)) ⊗ Res
Sk

Sa21
×Sa22

(κ)
)

.

Clearly,

Res
Sn

Sa11
×Sa12

(ωn(α)) = 0

unless a11 = n, a12 = 0 or a11 = 0, a12 = n. Moreover,

chm

(

Ind
Sl×Sm

Sa11
×Sa21

×Sa12
×Sa22

(

ωn(α) ⊗ Res
Sk

Sa21
×Sa22

(κ)
))

= 0

unless a11 = m, a21 = 0 or a11 = 0, a21 = m. In that case, either m = n, l = k

or m + a22 = k, n + a22 = l. When m = n, l = k, we obtain n〈α, β〉 Id. In

the second case, we obtain (−1)|α||β|p−m(β)pn(α). Hence, [pn(α), p−m(β)] =

nδn−m,0〈α, β〉 Id, as desired. �

We can compute H explicitly using ideas of Vafa and Witten [155]. First,

we compute the cohomology of the non-twisted sector. With complex coef-

ficients, this is isomorphic to H ∗(Xn/Sn; C), the cohomology of the quotient

space. It is easy to see that H ∗(Xn/Sn; C) ∼= H ∗(Xn; C)Sn . Let αi ∈ H ∗(X; C)

for i = 1, . . . , n. Then α1 ⊗ α2 ⊗ · · · ⊗ αn ∈ H ∗(Xn; C), and every class in

H ∗(Xn; C)Sn is of the form
∑

g∈Sn
adg(α1 ⊗ · · · ⊗ αn) for some such set {αi}.
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We observe that

Ind
Sl+n+k

Sl×Sn+k

(

ωl(α) ⊗ Ind
Sn+k

Sn×Sk
(ωn(β) ⊗ κ)

)

= Ind
Sl+n+k

Sl×Sn×Sk
(ωl(α) ⊗ ωn(β) ⊗ κ).

(5.8)

Using this formula repeatedly, one can show that

p−1(α1) . . . p−1(αn)|0〉 =
∑

g∈Sn

adg(α1 ⊗ α2 ⊗ · · · ⊗ αn).

The twisted sectors are represented by the connected components of

(Xn)g/ C(g) as g varies over representatives of each conjugacy class (g) ∈

(Sn)∗. It is well known that the conjugacy class of an element g ∈ Sn is de-

termined by its cycle type. Suppose that g has cycle type 1n1 2n2 · · · knk , where

ini indicates that g has ni cycles of length i. There is an associated partition

n =
∑

i ini . One sees that the fixed-point locus is (Xn)g = Xn1 × · · · × Xnk ,

while the centralizer is

C(g) =
(

Sn1
� (Z/1Z)n1

)

× · · · ×
(

Snk
� (Z/kZ)nk

)

.

Hence, as a topological space, the twisted sector is

(Xn)g/ C(g) = Xn1/Sn1
× · · · × Xnk/Snk

,

although it has a different orbifold structure involving the extra isotropy groups

(Z/iZ)ni for i = 1, . . . , k. By choosing appropriate classes αi
j ∈ H ∗(X) as j

runs from 1 to nj and i from 1 to k, we can represent any cohomology element

of the twisted sector in the form

∑

h∈Sn

adh

⎛

⎝

⊗

i

ni⊗

j

αi
j

⎞

⎠ .

Again, by repeated use of formula (5.8), this is precisely

p−1(α1
1) · · · p−1(α1

n1
)p−2(α2

1) · · · p−2(α2
n2

) · · · p−k(αk
1) · · · p−k(αk

nk
)|0〉. (5.9)

Let us introduce some notation to simplify this expression. We will also

assume again that X has all cohomology concentrated in even degrees to

simplify signs. Choose a basis {αi}
N
i=1 of H ∗(X). Let λ = (λ1, . . . , λN ) be a

multipartition. That is, each λi = (λi
1, . . . , λ

i
ℓ(λi )

) is a partition of length ℓ(λi).

Write

pλ =

N
∏

i=1

pλi (αi),

where

pλi = p−ℓ(λi )(αλi
1
)p−ℓ(λi )(αλi

2
) . . . p−ℓ(λi )(αλi

ℓ(λi )
).
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Putting this notation together with equation (5.9), we have now proved that

H ∗
CR(Xn/Sn) has the basis

{

pλ|0〉

∣
∣
∣
∣

∑

i

ℓ(λi) = n

}

.

H has a natural pairing induced by the Poincaré pairing on Chen–Ruan

cohomology. We compute the pairing on the basis elements pλ|0〉. If λ is a

multipartition, let |λ| = (ℓ(λ1), ℓ(λ2), . . . , ℓ(λk)). Suppose μ is another mul-

tipartition. If |λ| �= |μ| as partitions, then pλ|0〉 and pμ|0〉 belong to different

sectors, and so they are orthogonal to each other. Here, one should note that g−1

is conjugate to g in the symmetric group Sn, so that the isomorphic orbifolds

Xn
g/ C(g) ∼= Xn

g−1/ C(g−1) are viewed as one and the same sector. Suppose that

pλ|0〉 and pμ|0〉 are both in the sector (Xn)g/ C(g), where g has cycle type

1n1 2n2 . . . lnl . We calculate:

〈

pλ|0〉, pμ|0〉
〉

=
1

|Sn|

∑

f,h

〈

adf

⎛

⎝

N
⊗

i=1

ni⊗

j=1

αλi
j

⎞

⎠ , adh

⎛

⎝

N
⊗

i=1

ni⊗

j=1

αμi
j

⎞

⎠

〉

=
∑

h

〈
N
⊗

i=1

ni⊗

j=1

αλi
j
, adh

⎛

⎝

N
⊗

i=1

ni⊗

j=1

αμi
j

⎞

⎠

〉

=
∑

h−1gh=g−1

〈
N
⊗

i=1

ni⊗

j=1

αλi
j
, adh

⎛

⎝

N
⊗

i=1

ni⊗

j=1

αμi
j

⎞

⎠

〉

=
∑

h∈C(g)

〈
N
⊗

i=1

ni⊗

j=1

αλi
j
, adh

⎛

⎝

N
⊗

i=1

ni⊗

j=1

αμi
j

⎞

⎠

〉

= 1n1 2n2 · · · lnl

∑

j1,j2

〈

αλi
j1

, αμi
j2

〉

.

Here, we again use the fact that g−1 is conjugate to g, as well as the description

of C(g) given earlier.

Lemma 5.12 pn(β)† = p−n(β), where pn(β)† is the adjoint with respect to the

Poincaré pairing.

Proof For simplicity, we assume again that all cohomology classes are of even

degree. Suppose that n > 0. By definition,
〈

pn(β)†pλ|0〉, pμ|0〉
〉

=
〈

pλ|0〉, pn(β)pμ|0〉
〉

=
∑

i,j

δn,ℓ(μi )n〈β, αμi
j
〉pμ̃ij

|0〉,
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where μ̃ij is the multipartition obtained from μ by deleting μi
j . By comparing

this expression with the lemma, we conclude that pn(β)† = p−n(β). �

Before we can compute the Chen–Ruan ring structure for the symmetric

product, we need to find the degree-shifting numbers. We will see that the theory

is slightly different according to whether d = dimC X is even or odd. Let σ ∈ Sj

be a j -cycle. Then its action on a fiber (Cd )j of T (Xj )|(Xj )σ has eigenvalues

e
2πip

j , each with multiplicity d, for p = 0, . . . , j . Therefore, the degree shifting

number is ι(σ ) = 1
2
(j − 1)d. Now let g ∈ Sn be a general permutation, with

cycle type 1n1 · · · knk . Let ℓ(g) be the length1 of g, i.e., the minimum number

m of transpositions τ1, . . . , τm such that g = τ1 · · · τm. In our case, ℓ(g) =
∑

i ni(i − 1), and we see that the degree-shifting number is ι(g) = 1
2
dℓ(g).

Note that when d is even, ι(g) is an integer; otherwise, ι(g) may be fractional.

In particular, when d = 2, ι(g) = ℓ(g). Throughout the rest of this chapter, we

will assume that d is even, and hence that the degree-shifting numbers are all

integral. Of course, the actual shifts are by 2ι(g), which is always an integer, so

the Chen–Ruan cohomology is integrally graded in either case.

At this point we can already provide a computation of the Euler characteristic

χH. By convention, the operator pn(α) is even or odd if α is even or odd,

respectively. Furthermore, when the dimension of X is even, the degree shifts

do not change the parity of Chen–Ruan cohomology classes. Hence, the class

p−l1 (α1) · · · p−lk (αk)|0〉 is even (odd) if it is even (odd) as a cohomology class

in H ∗
CR(Xn/Sn). Therefore,

χH =
∑

n

qnχ (H ∗
CR(Xn/Sn)).

A routine calculation now shows that

χH =
∏

n

1

(1 − qn)χ(X)
.

The irreducible highest weight representation of the classical Heisenberg

algebra is naturally a representation of the Virasoro algebra. This classical

theorem can be generalized to our situation as well. Those readers solely

interested in the computation of the Chen–Ruan product may skip to the next

section after reading the definition of τ∗ below; the Virasoro action is not

otherwise used in the last section.

For k ≥ 1, let

τk∗α : H ∗(X) → H ∗(Xk) ∼= H ∗(X)⊗k, (5.10)

1 Despite the similar notation, this length should not be confused with the length of partitions
discussed just previously.
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be the linear pushforward map induced by the diagonal embedding τk : X →

Xk . Let pm1
. . . pmk

(τk∗α) denote
∑

j pm1
(αj,1) . . . pmk

(αj,k), where we write

τk∗α =
∑

j αj,1 ⊗ · · · ⊗ αj,k via the Künneth decomposition of H ∗(Xk). We

will write τ∗α for τk∗α when there is no cause for confusion.

Lemma 5.13 Let k, u ≥ 1 and α, β ∈ H ∗(X). Assume that τk∗(α) =
∑

i αi,1 ⊗

· · · ⊗ αi,k under the Künneth decomposition of H ∗(Xk). Then for 0 ≤ j ≤ k,

we have

τk∗(αβ) =
∑

i

(−1)|β|·
∑k

l=j+1 |αi,l | ·

(
j−1
⊗

s=1

αi,s

)

⊗ (αi,jβ) ⊗

⎛

⎝

k
⊗

t=j+1

αi,t

⎞

⎠ ,

τ(k−1)∗(αβ) =
∑

i

(−1)|β|
∑k

l=j+1 |αi,l |

∫

X

αi,jβ ·
⊗

1≤s≤k
s �=j

αi,s,

τ(k+u−1)∗(α) =
∑

i

(
j−1
⊗

s=1

αi,s

)

⊗ (τu∗αi,j ) ⊗

⎛

⎝

k
⊗

t=j+1

αi,t

⎞

⎠ .

Proof Recall the projection formula f∗(αf ∗(β)) = f∗(α)β for f : X → Y . We

have

∑

i

(−1)|β|·
∑k

l=j+1 |αi,l | ·

(
j−1
⊗

s=1

αi,s

)

⊗ (αi,jβ) ⊗

⎛

⎝

k
⊗

t=j+1

αi,t

⎞

⎠

=

(

∑

i

αi,1 ⊗ · · · ⊗ αi,k

)

· p∗
j (β) = τk∗(α) · p∗

j (β)

= τk∗

(

α · (pj ◦ τk)∗(β)
)

= τk∗(αβ),

where pj is the projection of Xk to the j th factor. This proves the first formula.

The proofs of the other two are similar. �

Definition 5.14 Define operators Ln(α) on H for n ∈ Z and α ∈ H ∗(X) by

Ln(α) =
1

2

∑

ν∈Z

pn−νpν(τ∗α), if n �= 0

and

L0(α) =
∑

ν>0

p−νpν(τ∗α),

where we let p0(α) be the zero operator on H.
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Remark 5.15 The sums that appear in the definition are formally infinite.

However, as operators on any fixed vector in H, only finitely many summands

are non-zero. Hence, the sums are locally finite and the operators Ln are well

defined.

Remark 5.16 Using the physicists’ normal ordering convention

: pnpm :=

{

pnpm if n ≤ m,

pmpn if n ≥ m,

the operators Ln can be uniformly expressed as

Ln(α) =
1

2

∑

ν∈Z

: pn−νpν : (τ∗α).

Theorem 5.17 The operators Ln and pn on H satisfy the following supercom-

mutation relations:

1. [Ln(α), pm(β)] = −mpn+m(αβ), and

2. [Ln(α),Lm(β)] = (n − m)Ln+m(αβ) − 1
12

(n3 − n)δn+m,0(
∫

X
e(X)αβ) IdH .

Here, e(X) is the Euler class of X. Taking only the operators Ln(1), n ∈ Z,

we see that the classical Virasoro algebra [78] acts on H with central charge

equal to the Euler number of X.

Proof Assume first that n �= 0. For any classes α and β with

τ∗α =
∑

i

α′
i ⊗ α′′

i ,

we have

[pn−ν(α′
i)pν(α′′

i ), pm(β)]

= pn−ν(α′
i)[pν(α′′

i ), pm(β)] + (−1)|β||α′′
i |[pn−ν(α′

i), pm(β)]pν(α′′
i )

= (−m)δm+ν,0 · pn+m(α′
i) ·

∫

X

α′′
i β

+ (−1)|β||α|(−m)δn+m−ν,0 ·

∫

X

βα′
i · pn+m(α′′

i ).

If we sum over all ν and i, we get

2[Ln(α), pm(β)] =
∑

ν

[pn−νpντ∗(α), pm(β)] = (−m) · pn+m(γ )

with

γ = pr1∗(τ∗(α) · pr∗
2 (β)) + (−1)|β|·|α| · pr2∗(pr∗

1 (β) · τ∗(α)) = 2αβ.
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Now suppose that n = 0. Then for ν > 0, we have

[p−νpν(τ∗(α)), pm(β)] = −m · pm(αβ) · (δm−ν + δm+ν).

Thus, summing over all ν > 0, we find again

[L0(α), pm(β)] = −m · pm(αβ).

This proves the first part of the theorem.

As for the second part, assume first that n ≥ 0. In order to avoid case

considerations, let us agree that pk/2 is the zero operator if k is odd. Then we

may write

Lm(α) =
1

2
p2

m/2(τ∗α) +
∑

μ> m
2

pm−μpμ(τ∗α).

By the first part of the theorem, we have

[Ln(α), pm−μpμ(τ∗(β))] = (−μpn+μpm−μ + (μ − m)pμpn+m−μ)τ∗(αβ).

In the following calculation, we suppress the cohomology classes α and β (as

well as various Kronecker δs) until the very end. Summing over all μ ≥ 0, we

get

[Ln,Lm] = −
m

4
(pn+m/2pm/2 + pm/2pn+m/2)

+
∑

μ> m
2

(μ − m)pμpn+m−μ +
∑

μ> m
2

(−μ)pn+μpm−μ

= −
m

4
(pn+m/2pm/2 + pm/2pn+m/2)

+
∑

μ> m
2

(μ − m)pμpn+m−μ +
∑

μ>n+ m
2

(n − μ)pμpn+m−μ.

Hence

[Ln,Lm] − (n − m)
∑

μ> n+m
2

pμpn+m−μ = −
m

4
(pn+m/2pm/2 + pm/2pn+m/2)

+
∑

m
2
<μ≤ m+n

2

(μ − m)pμpm+n−μ

−
∑

n+m
2

<μ≤n+ m
2

(n − μ)pμpn+m−μ.

Now split off the summands corresponding to the indices μ = 1
2
(m + n) and

μ = n + 1
2
m from the sums. Substituting n + m − μ for μ in the second sum
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on the right hand side, we are left with the expression

[Ln,Lm]−(n − m)Ln+m =−
m

4
[pm/2, pn+m/2]+

∑

m
2
<μ< n+m

2

(μ − m)[pμ, pn+m−μ].

The right hand side is zero unless n + m = 0. In this case, observe that the

composition

H ∗(X)
τ∗
→ H ∗(X) ⊗ H ∗(X)

∪
→ H ∗(X)

is multiplication with e(X). Hence, we see that

[Ln(α),Lm(β)] = (n − m)Ln+m(αβ) + δn+m ·

∫

X

e(X)αβ · N,

where N is the number

N =

{∑

0<ν< n
2
ν(ν − n) if n is odd,

∑

0<ν< n
2
ν(ν − n) − 1

8
n2 if n is even.

An easy computation shows that in both cases N equals (n − n3)/12. �

5.2.2 The obstruction bundle

In this section, we compute the ring structure of H ∗
CR(Xn/Sn). The first such

computations were done by Fantechi and Gottsche [52] and Uribe [153]. In

combination with results of Lehn and Sorger [93], they proved the Cohomo-

logical Hyperkähler Resolution Conjecture 4.24 for symmetric products of K3

and T4, with resolutions the corresponding Hilbert schemes of points. They

achieved this via direct computations.

From the definition, it is clear that the cup product is determined once

we understand the relevant obstruction bundles. To do so, we introduce some

additional notation. For σ, ρ ∈ Sn, let T ⊂ [n] = {1, 2, . . . , n} be a set stable

under the action of σ ; we will denote by O(σ ; T ) the set of orbits under

the action of σ on T . If T is both σ -stable and ρ-stable, O(σ, ρ; T ) will be

the set of orbits under the action of the subgroup 〈σ, ρ〉 generated by σ and

ρ. When T = [n], we drop it from the notation, so O(σ, [n]) will be denoted

by O(σ ), and so on. For instance, if ℓ(σ ) once again denotes the length of the

permutation σ , then

ℓ(σ ) + |O(σ )| = n.

Superscripts on X will count the number of copies in the Cartesian product,

and, in this section only, subscripts will be elements of the group and will
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determine fixed-point sets. Hence, Xn
σ will denote those points fixed under the

action of σ on Xn.

LetY = Xn/Sn. For h1, h2 ∈ Sn, the obstruction bundle E(h1,h2) overY(h1,h2)

is defined by

E(h) =
(

H 1(�) ⊗ e∗TY
)G

,

where G = 〈h1, h2〉 and � is an orbifold Riemann surface provided with a

G action such that �/G = (S2, (x1, x2, x3), (k1, k2, k3)) is an orbifold sphere

with three marked points.

Let Eh1,h2
be the pullback of E(h1,h2) under π : Xn

h1,h2
→ Y(h1,h2). Because

H 1(�) is a trivial bundle,

Eh1,h2
= π∗E(h1,h2) =

(

H 1(�) ⊗ �∗T Xn
)G

,

where � : Xn
h1,h2

→֒ Xn is the inclusion (if q : Xn → Y is the quotient map,

then q ◦ � = e ◦ π ).

Without loss of generality, we can assume that |O(h1, h2)| = k, and that

n1 + · · · + nk = n is a partition of n such that

Ti = {n1 + · · · + ni−1 + 1, . . . , n1 + · · · + ni}

and {T1, T2, . . . , Tk} = O(h1, h2). We will show that the obstruction bundle

Eh1,h2
=
∏

i E
i
h1,h2

is the product of k bundles over X, where the factor Ei
h1,h2

corresponds to the orbit Ti .

Let �i : X → Xni , i = 1, . . . , k be the diagonal inclusions. Then the bun-

dles �∗
i T Xni become G-bundles via the restriction of the action of G on the

orbit Ti , and

�∗T Xn ∼= �∗
1T Xn1 × · · · × �∗

kT Xnk

as G-vector bundles. This stems from the fact that the orbits Ti are G-stable,

hence G induces an action on each Xni . Therefore, the obstruction bundle splits

as

Eh1,h2
=

k
∏

i=1

(

H 1(�) ⊗ �∗
i T Xni

)G
. (5.11)

We can simplify the previous expression a bit further. Let Gi be the subgroup

of Sni
obtained from G when its action is restricted to the elements in Ti ; then

we have a surjective homomorphism

λi : G → Gi,

where the action of G on �∗
i T Xni factors through Gi . So we have

(

H 1(�) ⊗ �∗
i T Xni

)G ∼=
(

H 1(�)ker(λi ) ⊗ �∗
i T Xni

)Gi
.



130 Calculating Chen–Ruan cohomology

Now let �i = �/ ker(λi); it is an orbifold Riemann surface with a Gi action

such that �i/Gi becomes an orbifold sphere with three marked points (the

markings are with respect to the generators λi(h1), λi(h2), and λi((h1h2)−1)

of Gi). So, just as in the definition of the obstruction bundle E(h), we

define

Ei
h1,h2

=
(

H 1(�i) ⊗ �∗
i T Xni

)Gi
.

Then the obstruction bundle splits as

Eh1,h2
=

k
∏

i=1

Ei
h1,h2

,

as desired.

As the action of Gi in �∗
i T Xni is independent of the structure of X, we have

�∗
i T Xni ∼= T X ⊗ Cni

as Gi-vector bundles, where Gi ⊆ Sni
acts on Cni in the natural way via the

regular representation. Then

Ei
h1,h2

∼= T X ⊗ (H 1(�i) ⊗ Cni )Gi . (5.12)

Defining r(h1, h2)(i) = dimC(H 1(�i) ⊗ Cni )Gi , it follows that the Euler

class of Ei
h1,h2

equals the Euler class of X raised to this exponent: e(Ei
h1,h2

) =

e(X)r(h1,h2)(i). However, the underlying space is only one copy of X. We

conclude that

e(Ei
h1,h2

) =

⎧

⎨

⎩

1 if r(h1, h2)(i) = 0,

e(X) if r(h1, h2)(i) = 1,

0 if r(h1, h2)(i) ≥ 2.

(5.13)

We have proved the following theorem.

Theorem 5.18

e(Eh1,h2
) =

k
∏

i=1

e(Ei
h1,h2

),

where

e(Ei
h1,h2

) =

⎧

⎨

⎩

1 if r(h1, h2)(i) = 0,

e(X) if r(h1, h2)(i) = 1,

0 if r(h1, h2)(i) ≥ 2.
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5.2.3 LLQW axioms

The computation above, while interesting and correct, exhibits relatively little

of the deeper structure of Chen–Ruan cohomology. To rectify this shortcom-

ing, Qin and Wang [127] devised a very different approach to the Chen–Ruan

cohomology of symmetric products motivated by the study of the cohomology

of the Hilbert scheme of points. Building on early work of Lehn [91] and Li,

Qin, and Wang [98, 99] on the Hilbert scheme, their approach is to axiom-

atize the cohomology rings: the results are the LLQW axioms referred to in

the title of this section. Once the cohomology is axiomatized, one need only

check the axioms for both rings in order to verify the Hyperkähler Resolution

Conjecture 4.24.

Using this method, Qin and Wang were able to prove the Hyperkähler Res-

olution Conjecture for the Hilbert schemes of points of both the cotangent

bundle T ∗� of a Riemann surface and also the minimal resolution of C2/Ŵ

[100, 126]. Throughout this section, we assume that the complex manifold X is

of even complex dimension 2d. As before, ∪ will denote the Chen–Ruan prod-

uct, while juxtaposition will be the Heisenberg action. Instead of introducing

the LLQW axioms immediately, we start by establishing key properties of the

ring structure from a representation theoretic point of view. In the process, the

LLQW axioms will naturally arise.

The construction starts with a set of special classes in H ∗
CR(Xn/Sn; C).

On the Hilbert scheme side, this was motivated by the Chern character of a

certain universal sheaf. As in the last section, however, the symmetric product

side of the story is purely combinatorial. Recall [77, 118] that the Jucys–

Murphy elements ξj ;n associated to the symmetric group Sn are defined to be

the following sums of transpositions:

ξj ;n =
∑

i<j

(i, j ) ∈ CSn, j = 1, . . . , n.

When it is clear from the context, we may simply write ξj instead of ξj ;n. Let �n

be the set {ξ1, . . . , ξn}. According to Jucys [78], the kth elementary symmetric

function ek(�n) in the variables �n is equal to the sum of all permutations in

Sn having exactly (n − k) cycles.

Given γ ∈ H ∗(X), we write

γ (i) = 1⊗i−1 ⊗ γ ⊗ 1⊗n−i ∈ H ∗(Xn),

and regard it as a cohomology class in H ∗(Xn, Sn) associated to the identity

conjugacy class. We define ξi(γ ) = ξi + γ (i) ∈ H ∗(Xn, Sn).
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Regarding ξi = ξi(0) ∈ H ∗(Xn, Sn), we let

ξ∪k
i =

k times
︷ ︸︸ ︷

ξi ∪ · · · ∪ ξi ∈ H ∗(Xn, Sn),

and define

e−ξi =
∑

k≥0

1

k!
(−ξi)

∪k ∈ H ∗(Xn, Sn).

Definition 5.19 For homogeneous elements α ∈ H |α|(X), we define the class

Ok(α, n) ∈ H ∗
CR(Xn/Sn) to be

Ok(α, n) =

n
∑

i=1

(−ξi)
∪k ∪ α(i) ∈ H

dk+|α|

CR (Xn/Sn),

and extend this linearly to all α ∈ H ∗(X). We put

O(α, n) =
∑

k≥0

1

k!
Ok(α, n) =

n
∑

i=1

e−ξi ∪ α(i).

We obtain operators Ok(α) ∈ End(H) (resp. O(α)) by cupping with Ok(α, n)

(resp. O(α, n)) in H ∗
CR(Xn/Sn) for each n ≥ 0.

Remark 5.20 We can see that Ok(α, n) ∈ H ∗(Xn, Sn) is Sn-invariant as

follows. For γ ∈ H ∗(X), note that ej (ξ1(γ ), . . . , ξn(γ )) lies in H, where

ej (ξ1(γ ), . . . , ξn(γ )) is the j th elementary symmetric function for (1 ≤ j ≤ n).

So H contains all symmetric functions in the classes ξi(γ ). In particular,

O(e−γ , n) =
∑

i(e
−ξi ∪ (e−γ )(i)) =

∑

i e
−ξi (γ ) ∈ H. Letting γ vary, we see that

O(α, n) and similarly Ok(α, n) lie in H.

The operator O1(1X) ∈ End(H) plays a special role in the theory. Given

an operator f ∈ End(H), we write f′ = [O1(1X), f ], and recursively define

f(k+1) = (f(k))′. It follows directly from the Jacobi identity that f → f′ is a

derivation – i.e., for any two operators a and b ∈ End(H), the “Leibniz rule”

holds:

(ab)′ = a′b + ab′ and [a, b]′ = [a′, b] + [a, b′].

We start our calculation from this simplest operator O1(1X). Indeed, we can

determine it explicitly.

Our convention for vertex operators or fields is to write them in the form

φ(z) =
∑

n

φnz
−n−�,

where � is the conformal weight of the field φ(z). We define the normally

ordered product : φ1(z) · · ·φk(z) : as usual (see [78], for example, for more

details).
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For α ∈ H ∗(X), we define a vertex operator p(α)(z) by putting

p(α)(z) =
∑

n∈Z

pn(α)z−n−1.

Recall the pushforward τp∗ defined in equation (5.10). The field : p(z)p : (τp∗α)

(most often written as : p(z)p : (τ∗α) below) is defined to be
∑

i

: p(αi,1)(z)p(αi,2)(z) · · · p(αi,p)(z) :

where τp∗α =
∑

i αi,1 ⊗ αi,2 ⊗ · · · ⊗ αi,p ∈ H ∗(X)⊗p. We rewrite : p(z)p :

(τ∗α) componentwise as

: p(z)p : (τ∗α) =
∑

m

: pp :m (τ∗α) z−m−p.

Here, the coefficient : pp :m (τ∗α) ∈ End(H) of z−m−p is the mth Fourier

component of the field : p(z)p : (τ∗α); it maps H ∗
CR(Xn/Sn) to H ∗

CR(Xn+m/

Sn+m).

Theorem 5.21 We have O1(1X) = − 1
6

: p3 :0 (τ∗1X).

Proof It is clear that

: p3 :0 =
∑

l1+l2+l3=0

: pl1pl2pl3 (τ3∗1X) :,

and so

1

6
: p3 :0 =

∑

l1+l2+l3=0,
l1≤l2≤l3

pl1pl2pl3 (τ3∗1X).

Since l1 + l2 + l3 = 0, they cannot all be positive. There are two cases: either

l1 < 0 < l2, l3 or l1, l2 < 0 < l3. Suppose we have the former case. Then l1 =

−(l2 + l3). Consider the action of the operator p−(l2+l3)pl2pl3 (τ3∗1X
) on a basis

element

p−1(α1
1) · · · p−1(α1

n1
)p−2(α2

1) · · · p−2(α2
n2

) · · · p−k(αk
1) · · · p−k(αk

nk
)|0〉.

The result is zero unless l2, l3 ≤ k. Using the supercommutation relations (5.6),
we find that when l2 �= l3,

p−(l2+l3)pl2pl3 (τ3∗1X
)
(

p−1(α1
1) · · · p−1(α1

n1
)p−2(α2

1) · · · p−2(α2
n2

) · · · p−k(αk
1) · · · p−k(αk

nk
)|0〉

)

= l2l3
∑

1≤i≤nl2
,

1≤j≤nl3

p−l2−l3 (α
l2
i ∪ α

l3
j )p−1(α1

1) · · ·
̂p−l2 (α

l2
i ) · · ·

̂p−l3 (α
l3
j ) · · · |0〉.
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When, on the other hand, l2 = l3 ≤ k, we get

p−(2l2)pl2pl2 (τ3∗1X
)
(

p−1(α1
1) · · · p−1(α1

n1
)p−2(α2

1) · · · p−2(α2
n2

) · · · p−k(αk
1) · · · p−k(αk

nk
)|0〉

)

= l2
2

∑

1≤i≤j≤nl2

p−2l2 (α
l2
i ∪ α

l2
j )p−1(α1

1) · · ·
̂p−l2 (α

l2
i ) · · ·

̂p−l2 (α
l2
j ) · · · |0〉.

In either case, we join two cycles of length n2, n3 to form a cycle of length
n2 + n3. Proceeding similarly in the case l1, l2 < 0, where l3 = −(l1 + l2), we
get

pl1 pl2 p−(l1+l2)(τ3∗ 1X)
(

p−1(α1
1) · · · p−1(α1

n1
)p−2(α2

1) · · · p−2(α2
n2

) · · · p−k(αk
1 ) · · · p−k(αk

nk
)|0〉

)

= −(l1 + l2)
∑

1≤i≤n−l1−l2

pl1 pl2 (τ2∗αi )p−l1 (α1
1) · · ·

̂
pl1+l2 (α

n(−l1−l2)

i ) · · · |0〉.

Next, we compute O1(1X). By definition, O1(1X) = −
∑

i<j (i, j ). The

cohomology from the sector Xn
g/ C(g) is of the form

pλ|0〉 = p−1(α1
1) · · · p−1(α1

n1
)p−2(α2

1) · · · p−2(α2
n2

) · · · p−k(αk
1) · · · p−k(αk

nk
)|0〉

=
∑

h∈Sn

adh

⎛

⎝

⊗

i

⊗

j

αi
j

⎞

⎠ ,

for an appropriate multipartition λ. On such a class, we calculate

O1(1X)(pλ|0〉) = O1(1X) ∪ pλ|0〉

= −
∑

a<b

∑

h∈Sn

(a, b) ∪ adh

⎛

⎝

⊗

i

⊗

j

αi
j

⎞

⎠

= −
∑

h∈Sn

∑

a<b

(a, b) ∪ adh

⎛

⎝

⊗

i

⊗

j

αi
j

⎞

⎠ .

Suppose g has an i-cycle and a j -cycle such that a is in the i-cycle and b is in the

j -cycle. Then the transposition (a, b) will join the two cycles into a single cycle

of length i + j . Moreover, as a varies within the cycle of length i, and b within

the cycle of length j , the resulting permutation (a, b)g has the same cycle type,

and hence gives ij copies of the same Chen–Ruan cohomology class.

Next, we consider the obstruction bundles. Suppose that the cohomology

classes corresponding to our i- and j -cycles are αi
l and α

j

k , respectively. The

relevant part of the two-sector X(a,b),g is X. There is no obstruction bundle

in this case. The corresponding operation on cohomology is the pullback of

αi
l ⊗ α

j

k by the diagonal embedding X → X × X, followed by the pushforward
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through the identity map X → X. Thus, we simply obtain αi
l ∪ α

j

k , precisely

matching the first two cases above.

If both a and b are inside an m-cycle of g, the product (a, b)g breaks

the m-cycle into two cycles of length b − a and m − (b − a). Fix i = b − a

and j = m − i. We still have freedom to move a inside the m cycle, with the

resulting products having the same cycle types. Therefore, we obtain m = i + j

copies of the same class. Suppose that the cohomology class corresponding to

the i + j cycles is α
i+j

l . There is no obstruction bundle in this case either. The

corresponding operation on cohomology is the pullback of α
i+j

l by the identity

map X → X, followed by the pushforward through the diagonal embedding

X → X × X, which is just τ∗α
i+j

l . This matches the third case above, and the

theorem is proved. �

The other key property is formulated in terms of the interaction between the

cup product operator O(γ ) and the Heisenberg operator p−1(α).

Theorem 5.22 Let γ, α ∈ H ∗(X). Then for each k ≥ 0, we have

[

Ok(γ ), p−1(α)
]

= p
(k)
−1(γα).

Proof To simplify signs, we assume that the cohomology classes γ and α are

of even degree. Recall that

p−1(α)(y) =
1

(n − 1)!

∑

g∈Sn

adg(α ⊗ y)

for y ∈ H ∗
CR(Xn−1/Sn−1). Regarding Sn−1 as the subgroup Sn−1 × 1 of Sn, we

introduce an injective ring homomorphism

ι : H ∗(Xn−1, Sn−1) → H ∗(Xn, Sn)

by sending κσ to κσ ⊗ 1X, where σ ∈ Sn−1, and κσ is a class coming from the

σ -fixed locus. Thus

(n−1)!
[

Ok(γ ), p−1(α)
]

(y) = (n−1)!
(

Ok(γ ) · p−1(α)(y)−p−1(α) · Ok(γ )(y)
)

= Ok(γ, n) ∪
∑

g∈Sn

adg(α ⊗ y)

−
∑

g∈Sn

adg(α ⊗ (Ok(γ, n − 1) ∪ y))

=
∑

g∈Sn

adg

(

(Ok(γ, n)−ι(Ok(γ, n−1))) ∪ (α⊗y)
)

,
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where we use the fact that Ok(γ, n) is Sn-invariant. By definition, we have

Ok(γ, n) − ι(Ok(γ, n − 1)) = (−ξn;n)∪k ∪ γ (n). Thus, we obtain

(n − 1)!
[

Ok(γ ), p−1(α)
]

(y) =
∑

g

adg

(

(−ξn;n)∪k ∪ γ (n) ∪ (α ⊗ y)
)

=
∑

g

adg

(

(−ξn;n)∪k ∪ (γα ⊗ y)
)

.

It remains to prove that

∑

g∈Sn

adg

(

(−ξn;n)∪k ∪ (γα ⊗ y)
)

= (n − 1)! p
(k)
−1(γα)(y). (5.14)

We prove this by induction. It is clearly true for k = 0. Note that

O1(1X, n) − ι(O1(1X, n − 1)) = −ξn;n.

Under the assumption that (5.14) holds for k, we have

∑

g

adg

(

(−ξn;n)∪(k+1) ∪ (γα ⊗ y)
)

=
∑

g

adg

(

(O1(1X, n) − ι(O1(1X, n − 1))) ∪ (−ξn;n)∪k ∪ (γα ⊗ y)
)

= O1(1X, n) ∪
∑

g

adg

(

(−ξn;n)∪k ∪ (γα ⊗ y)
)

−
∑

g

adg

(

ι(O1(1X, n − 1)) ∪ (−ξn;n)∪k ∪ (γα ⊗ y)
)

,

since O1(γ, n) is Sn-invariant. Using the induction assumption twice, we get

∑

g

adg

(

(−ξn;n)∪(k+1) ∪ (γα ⊗ y)
)

= (n − 1)! O1(1X, n) ∪ p
(k)
−1(γα)(y)

−
∑

g

adg

(

(−ξn;n)∪k ∪ (γα ⊗ (O1(1X, n − 1) ∪ y))
)

= (n − 1)!
(

O1(1X, n) ∪ p
(k)
−1(γα)(y) − p

(k)
−1(γα)(O1(1X, n − 1) ∪ y)

)

= (n − 1)! p
(k+1)
−1 (γα)(y).

By induction, we have established (5.14), and thus the theorem. �

Definition 5.23 The Heisenberg commutation relations (5.6), Theorem 5.21,

and Theorem 5.22 together constitute the LLQW axioms of Chen–Ruan

cohomology.
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The central algebraic theorem is:

Theorem 5.24 The LLQW axioms uniquely determine the Chen–Ruan coho-

mology ring of the symmetric product on X. That is, suppose we have an irre-

ducible representation of the super Heisenberg algebra A(H ∗(X)) on a graded

ring V . If V satisfies Theorems 5.21 and 5.22, then V must be isomorphic as a

graded ring to the Chen–Ruan cohomology H =
⊕

n H ∗
CR(Xn/Sn).

We refer readers to the original paper for the proof.
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Bourbaki, vol. 1999/2000.

[131] S.-S. Roan, Minimal resolutions of Gorenstein orbifolds in dimension three,

Topology 35:2 (1996), 489–508.

[132] — Orbifold Euler characteristic, Mirror symmetry, II, AMS/IP Stud. Adv. Math.,

vol. 1, Providence, RI: American Mathematical Society, 1997, pp. 129–140.

[133] Y. Ruan, Cohomology ring of crepant resolutions of orbifolds, arXiv:math.AG/

0108195.

[134] — Surgery, quantum cohomology and birational geometry, Northern Califor-

nia Symplectic Geometry Seminar, Amer. Math. Soc. Transl. Ser. 2, vol. 196,

Providence, RI: American Mathematical Society, 1999, pp. 183–198.

[135] — Stringy geometry and topology of orbifolds, Symposium in Honor of C. H.

Clemens (Salt Lake City, UT, 2000), Contemp. Math., vol. 312, Providence, RI:

American Mathematical Society, 2002, pp. 187–233.

[136] — Stringy orbifolds, Orbifolds in Mathematics and Physics (Madison, WI, 2001),

Contemp. Math., vol. 310, Providence, RI: American Mathematical Society, 2002,

pp. 259–299.

[137] — Discrete torsion and twisted orbifold cohomology, J. Symplectic Geom. 2:1

(2003), 1–24.

[138] I. Satake, On a generalization of the notion of manifold, Proc. Nat. Acad. Sci.

USA 42 (1956), 359–363.

[139] — The Gauss–Bonnet theorem for V -manifolds, J. Math. Soc. Japan 9 (1957),

464–492.

[140] P. Scott, The geometries of 3-manifolds, Bull. London Math. Soc. 15:5 (1983),

401–487.

[141] G. Segal, Classifying spaces and spectral sequences, Inst. Hautes Études Sci.

Publ. Math. (1968), no. 34, 105–112.

[142] — Equivariant K-theory, Inst. Hautes Études Sci. Publ. Math. (1968), no. 34,

129–151.

[143] — Categories and cohomology theories, Topology 13 (1974), 293–312.



References 145
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2, C. R.

Acad. Sci. Paris Sér. I Math. 332:1 (2001), 7–12.

[157] G. Vezzosi and A. Vistoli, Higher algebraic K-theory of group actions with finite

stabilizers, Duke Math. J. 113:1 (2002), 1–55.

[158] C. Voisin, Miroirs et involutions sur les surfaces K3, Astérisque (1993), no. 218,
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Index

•
G, see point orbifold

abelian orbifold, 105

action groupoid for

group action, 17

groupoid action, 40

adh, 117

admissible cover, see Hurwitz cover

almost complex structure, 14

almost free action, 4

α-regular element, 70

α-twisted G-equivariant K-theory, 72

decomposition of, 74

α-twisted G-vector bundle, 72

anchor, 39

annihilation operator, 116

arithmetic orbifold, 9, 67

Atiyah–Segal Completion Theorem, 68

Borel cohomology, see equivariant

cohomology

Borel construction, 26

Bott periodicity, 61

Bredon cohomology, 59

orbifold, 60

Cα
G, 69

Calabi–Yau orbifold, 15, 30

canonical bundle, 15

category of orbifolds, 24, 49

chambers, 9

characteristic classes, 45, 58

chart, see orbifold chart

Chen–Ruan characteristic, 52

Chen–Ruan cohomology, 86

Chen–Ruan cup product, 91

Chern character, 63

stringy, 66

Chern classes, 45, 58

classical Heisenberg algebra, 116

classical limit, 80

classical orbifold, see effective orbifold

classifying space, 25

of an action groupoid, 26

coefficient system, 59

Cohomological Crepant Resolution

Conjecture, 94

Cohomological Hyperkähler Resolution

Conjecture, 94

compact support, 33

complex orbifold, 14

composition map, 16

conjectures, 27, 57, 77, 94, 98

constant arrow, 44

constant loops, 53

covering groupoid, 40

creation operator, 116

crepant resolution, 28

examples of, 28–30

crystallographic group, 5

cycle type, 122

de Rham cohomology, 14, 33, 106

Decomposition Lemma, 91

deformation, 30

degree shifting number, 85

desingularization, 31

diagonal groupoid, 36

diffeomorphism, 3

differential forms, 14

G-invariant, see G-invariant form

Morita equivalence and, 34
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discrete torsion, 76, 98

Dolbeault cohomology, 86

dormant sector, 99

effective, 5

groupoid, 19, 46

orbifold, 2

elliptic curve, 8

embedding of

charts, 2

groupoids, 35

equivalence of groupoids, 20

strong, 20

equivariant cohomology, 38

equivariant K-theory, 59

decomposition of, 63

étale groupoid, 18

Euler characteristic, 61

evaluation map, 80

face operator, 24

fermionic degree shifting number, 84

fiber bundle, 47

fibered product of groupoids, 19

field, 132

finite subgroups of SU (2), 28

foliation groupoid, 18

formal form, see twisted form

frame bundle, 12

frame bundle trick, 12

Fuchsian subgroup, 67

fundamental groupoid, 17

G-CW complex, 58

G-equivariant map, 39

G-invariant form, 33

G-space, 39

connected, 40

G-vector bundle, 33, 44

good, 45

sections of, 44

generalized map, see orbifold morphism

geometric invariant theory quotient, 9

geometric realization, 25

GIT quotient, see geometric invariant theory

quotient

global quotient, 4

good cover, 35

good map, see orbifold morphism

good orbifold, 42

good vector bundle, see G-vector bundle, good

Gorenstein, 7, 28

groupoid, 16

inertia, see inertia groupoid

groupoid action, see G-space

groupoid presentation of an orbifold, 18, 23

Hamiltonian torus action, 8

Heisenberg algebra, 116

highest weight vector, 117

holomorphic symplectic resolution, 94

homomorphism (of groupoids), 19

Hurwitz covers, 41, 47, 55

hyperkähler resolution, 94

induction map, 118

ineffective orbifold, 23, 44

inertia groupoid, 36, 53

inertia orbifold, 53

inner local system, 99

integration, 34–35, 109

intersection (of suborbifolds), 37

inverse image (of a suborbifold), 37

inverse map, 16

involutions, 80

isotropy group, 3

for a groupoid, 17

Jucys–Murphy elements of Sn, 131

Korb(G), 60

k-sectors, see multisectors

K-theory, 60

Kodaira–Serre duality, 87

Kummer surface, 6

Ln, 125

Lie groupoid, 17

linear equivalence, 69

LLQW axioms, 131, 136

local group, see isotropy group

local lifting, 49

Mα(G), 69

Mk , 53

marked orbifold Riemann surface, 88

McKay correspondence, vii, 7, 29, 79

mirror quintic, 6

Chen–Ruan cohomology of, 114

modularity, 78

moduli space of constant morphisms, 53

moduli stack of elliptic curves, 8

moment map, 8

moonshine, 78
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Morita equivalence, 21

multipartition, 122

multisectors, 54, 84

components of, 82–83

natural transformation, 19

nerve of a groupoid, 24

non-twisted sector, 84

normal bundle, 37

normal ordering convention, 126

obstruction bundle, 88–90

Or(G), 59

orbibundle, 14, 44

section of, 14

orbifold, 2, 23

examples of, 5–10

orbifold atlas, 2

orbifold charts, 2

groupoids and, 21

gluing, 10

linear, 2

orbifold cover, see covering groupoid

orbifold Euler characteristic, 61

orbifold fundamental group, 25

covering orbifolds and, 39

orbifold groupoid, 19

orbifold homotopy groups, 25

orbifold K-theory

decomposition of, 63

orbifold morphism, 23, 48

equivalences of, 48

pullbacks under, 50

orbifold Riemann surface, 7

K-theory of, 67

orbifold structure, 23

orbit category, 59

orbit space (of a groupoid), 18

orientation, 34

Poincaré duality, 15, 86

Poincaré pairing, 35

point orbifold, 18, 38, 42, 45, 49

Chen–Ruan cohomology of, 95, 103

loop space of, 52

orbifold morphisms to, 53

principal bundle, 46

projective representation, 69

proper groupoid, 18

quantum cohomology, 80

quotient orbifold, 4, 57

quotient singularity, 7

Chen–Ruan cohomology of, 96

R(G), 59

Rα(G), 69

representable orbifold morphism, 50

representation ring functor, 59

resolution, 28, 94

restriction map, 117

Riemannian metric, 14, 33

rigid, 30

Satake’s Theorem, 38

Schlessinger Rigidity Theorem, 31

sector, see twisted sectors or multisectors

Seifert fiber manifold, 8

singular cohomology, 27, 38

singular set, 4

SL-orbifold, 15, 85

smooth map (of orbifolds), 3

smoothings, see deformation

source map, 16

spectral sequence, 26, 58, 59, 62, 77

stack, 17

standard cocycle, 70

Stiefel–Whitney classes, 45, 58

string theory, 78

strong map, see orbifold morphism

structure maps, 16–17

subgroupoid, 35

suborbifold, 35

super Heisenberg algebra, see Heisenberg

algebra

super vector space, 116

supercommutativity, 92

supersymmetric algebra, 116

symmetric product, 6

Chen–Ruan cohomology of, 115

twisted K-theory of, 75

symplectic quotient, 9

symplectic reduction, see symplectic

quotient

symplectic structure, 14, 33

tangent bundle of

a groupoid, 33

an orbifold, 10

target manifold or orbifold, 80

target map, 16

teardrop, 7

three-point function, 88, 90

toric varieties, 9
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transition function, 10

translation groupoid, see action groupoid

transversality, 36

twisted Chen–Ruan cohomology

by discrete torsion, 99

by inner local system, 100

twisted factor, 106

twisted form, 106

wedge products of, 107

twisted group algebra, 69

twisted orbifold K-theory, 77

twisted sectors, 53, 84

unit groupoid, 17

unit map, 16

universal bundle, 47

universal cover, 40

universal G-space, 26

V -manifold, 1

vacuum vector, see highest weight vector

vertex operator, 132

Vietoris–Begle Mapping Theorem, 26

Virasoro algebra, 124–128

Virasoro operators, 125

virtual surface group, 44, 67

weighted projective space, 7, 66

as non-global quotient, 27

Chen–Ruan cohomology of, 97, 111


	Cover
	Half-title
	Series-title
	Title
	Copyright
	Contents
	Introduction
	1 Foundations
	1.1 Classical effective orbifolds
	1.2 Examples
	1.3 Comparing orbifolds to manifolds
	1.4 Groupoids
	1.5 Orbifolds as singular spaces

	2 Cohomology, bundles and morphisms
	2.1 De Rham and singular cohomology of orbifolds
	2.2 The orbifold fundamental group and covering spaces
	2.3 Orbifold vector bundles and principal bundles
	2.4 Orbifold morphisms
	2.5 Classification of orbifold morphisms

	3 Orbifold K-theory
	3.1 Introduction
	3.2 Orbifolds, group actions, and Bredon cohomology
	3.3 Orbifold bundles and equivariant K-theory
	3.4 A decomposition for orbifold K-theory
	3.5 Projective representations, twisted group algebras, and extensions
	3.6 Twisted equivariant K-theory
	3.7 Twisted orbifold K-theory and twisted Bredon cohomology

	4 Chen–Ruan cohomology
	4.1 Twisted sectors
	4.2 Degree shifting and Poincare pairing
	4.3 Cup product
	4.4 Some elementary examples
	4.5 Chen–Ruan cohomology twisted by a discrete torsion

	5 Calculating Chen–Ruan cohomology
	5.1 Abelian orbifolds
	5.1.1 The de Rham model
	5.1.2 Examples

	5.2 Symmetric products
	5.2.1 The Heisenberg algebra action
	5.2.2 The obstruction bundle
	5.2.3 LLQW axioms


	References
	Index

